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A�BDCFEHG G-I�JDKLEDCMCNB�JDO
Raman-, Katodolumineszenz- und Transmissionselektronenmikroskopie, sowie Positronenannihi-
lation wurden eingesetzt, um den Einfluss von Punktdefekten wie Dotierungsatome, Galliumleer-
stellen, Leerstellenkomplexe und Versetzungen auf die elektrischen und optischen Eigenschaften
der III–V-Halbleiter GaAs und GaN zu untersuchen. Dabei lag der Schwerpunkt auf der Wechsel-
wirkung von Punktdefekten mit Versetzungen. Ein sogenanntes Diffusions–Drift–Aggregrations-
Modell (DDA-Modell) wurde entwickelt, um die mikroskopischen kinetischen Prozesse der Punkt-
defekte bezüglich ihrer Wechselwirkungen mit Versetzungen zu beschreiben. Computersimulatio-
nen auf der Grundlage des DDA-Modells wurden durchgeführt. Diese ergaben, dass die konven-
tionelle Cottrellatmosphäre die Aggregation von Punktdefekten an einer Versetzung nicht immer
korrekt beschreiben kann. Es ist die Bildung von Arsenausscheidungen an der Versetzung, die in
einem räumlich ausgedehnten Anstieg der Dichte freier Elektronen an der Versetzung im Vergle-
ich zur Matrix in n-Typ GaAs:Si und GaAs:S resultiert, wie es in Messungen mittels Ramanstreu-
ung gefunden wurde. Das Auftreten von Arsenausscheidungen kann sowohl kinetisch mit dem
DDA-Modell als auch energetisch aus molekulardynamischen Simulationen begründet werden.
Die Aggregation von Punktdefekten an Versetzungen in n-Typ GaAs hängt ab von der Zeit der
thermischen Behandlung, der Temperatur, dem Arsendampfdruck und der Dotierungskonzentra-
tion. Die örtliche Variation der Lumineszenz von der Matrix zur Versetzung wird erklärt durch
die Berücksichtigung der Punktdefektagglomeration an Versetzungen. Die Unterschiede in den
Lumineszenzbändern für niedrige und hohe Dotierungskonzentrationen wurden analysiert. Die
entsprechenden Defekte wurden identifiziert und ihre Energieniveaus in der Bandlücke bestimmt.
Galliumleerstellen-Komplexe wurden verantwortlich gemacht für die Bande der gelben Lumi-
neszenz bei 2,2 eV in n-Typ GaN. Ihre Anreicherung an Versetzungen wird in Beziehung gesetzt
zum Abfall in der Konzentration freier Elektronen an der Versetzung, wie er in Raman- und
Katodolumineszenzmessungen gefunden wurde.
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Raman scattering, cathodoluminescence (CL), transmission electron microscopy (TEM) as well as
positron annihilation technique (PAT) have been applied to investigate the effect of point defects,
such as dopants, gallium vacancies, and vacancy-related complexes, and dislocations on electrical
and optical properties of III–V compound semiconductors, GaAs and GaN by concentrating on
the interactions of point defects with dislocations. A so-called diffusion–drift–aggregation (DDA)
model has been developed to describe the microscopic kinetic processes of point defects due to
the interactions between them and dislocations. Computer simulations based on the DDA model
have been carried out to reveal that the conventional “Cottrell” atmosphere cannot always cor-
rectly describe the aggregation of point defects at the dislocation and it is the formation of arsenic
precipitates at the dislocation that results in the spatially extended increase in the free-electron
concentration from the matrix to the dislocation in n-type GaAs:Si and GaAs:S, as indicated by
Raman scattering. The arsenic precipitation at the dislocation in GaAs is found to be kinetically
and energetically favorable by using the DDA model and molecular dynamics (MD) simulations.
The aggregation of point defects at the dislocation in n-type GaAs is elucidated to depend on
annealing time, temperature, arsenic pressure, and the doping level. The spatial variation of the
luminescence from the matrix to the dislocation has been explained by considering the aggregation
of point defects around the dislocation. The difference of the luminescence bands from the low
doping level to the high doping level has been analyzed and the defects responsible for them have
been identified. The energy levels of the corresponding defects in band gap have been determined.
The gallium-vacancy-related complexes have been deduced to be responsible for the yellow lumi-
nescence band at 2.2 eV in n-type GaN. Their aggregation at the dislocation is revealed to result
in the decrease in the free-electron concentration from the matrix to the dislocation by Raman
scattering and cathodoluminescence.
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Historically, most semiconductor devices have been created on a silicon-based crystal material.
However, a growing number of electronic and optoelectronic devices are now being developed
with requirements that exceed the capabilities of silicon. Lots of applications demand power-
efficient high performance systems which can operate at high frequencies with lower power con-
sumption and less noise and which can be produced cost-effectively in high volume. As a result,
semiconductor device manufacturers are increasingly using compound semiconductor materials
such as gallium arsenide (GaAs) and gallium nitride (GaN) to improve the performance of semi-
conductor devices and to enable new applications. GaAs has superior electronic and optical prop-
erties for providing high mobility of carriers and low power consumption. Moreover, GaAs-based
devices can operate at microwave frequencies, whereas Si-based devices cannot. At present, GaAs
has been widely used to build devices such as power amplifiers, radio frequency integrated circuits
used in wireless handsets, high-brightness light emitting diodes (HBLEDs) and vertical cavity sur-
face emitting lasers (VCSELs). Due to its wide band-gap character (3.4 eV), GaN is predicted to
be one of the most promising semiconductor materials in the twenty-first century and it is ex-
pected to be applied in such areas as high-brightness blue and green light emitting diodes (LED),
blue lasers, high power and high frequency electronics, high temperature electronics, ultraviolet
detectors as well as electronics for microwave applications.

The first step in producing a semiconductor device is to grow a crystal or a film of the material.
Historically, two main methods have been applied to grow compound semiconductor single crys-
tal, the liquid encapsulated Czochraski (LEC) and the horizontal Bridgeman (HB) techniques. The
two techniques have difficulties in producing six-inch, high-quality and low-cost semiconductor
crystals. Now the producers have been tending to use the vertical gradient freezing (VGF) tech-
nique to grow compound semiconductors. Although it is still difficult to grow high-quality GaN
single crystals, the techniques for GaN films are frequently vapor phase epitaxy (VPE), includ-
ing metal–organic VPE and molecular beam epitaxy (MBE). During fabrication of semiconductor
materials or during construction of the devices by utilizing the semiconductor materials, point and
extended defects are inevitably created. It is thus essential to understand how the defects affect
mechanical, electrical, and optical properties of the materials. How to minimize the possible dis-
advantages or how to convert them into useful effects stimulate fruitful studies all over the world.

Point defects such as impurities, vacancies and interstitial often induce localized electronic
levels into the band gap of a semiconductor. The states can trap electrons or holes , thus possibly
inducing compensation, scattering free carriers and introducing new luminescence bands with
different energy and intensity from the near-band-edge emissions, and subsequently result in a
change in electrical and optical properties. For example, parasitic optical transitions have been
believed to result in luminescence bands at 1.20 eV in GaAs and at 2.2 eV in GaN, related to
complexes formed by donors and gallium vacancies. Besides their influence on the electronic
structure, point defects (usually charged in semiconductors) may also induce a significant lattice
distortion. The magnification of a distortion depends on the charge state of defects, i.e. the Jahn–
Teller effect. Consequently, all the properties related to such quantities as defect concentration at
thermal equilibrium, solubility, and diffusivity as well as electron–phonon interactions are charge-
state dependent.
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1 Introduction

Extended defects such as dislocations, grain boundaries and stacking faults have been widely
investigated and have been revealed to have crucial influences on the mechanical, electrical and
optical properties of semiconductors. Dislocations are known as non-radiative recombination cen-
ters to reduce the lifetime of excess minority carriers and to degrade the performance of GaAs-
and GaN-based light emitters. The presence of space charge around dislocations was suggested to
be responsible for the reduction of current gains in AlGaAs/GaAs heterojunction bipolar transis-
tors (HBTs), lowing efficiency of solar cell, and degrading the breakdown voltage of GaAs-based
power varactor diodes [1, 2]. It has been demonstrated that the threshold voltage of field effect
transistors (FETs) built on the GaAs substrate depends on the distance to neighboring disloca-
tions [3].

Dislocations are specific linear defects dis-

Figure 1.1: Photoluminescence map of the near-band-
edge emission (λ « 832 nm), revealing the influence
of non-radiative recombination centers and inhomo-
geneous distribution of shallow-level defects on lumi-
nescence of GaAs (from Freiberger Compound Mate-
rials, Germany).

turbing the regular sequence of atomic planes.
Different from point defects, which disturb the
short-range order of a crystal, dislocations dis-
turb the long-range order. Dislocations are par-
ticularly generated by plastic deformation. A
dislocation can be formed either by the col-
lapse of a vacancy pancake or by incorporation
of a layer of interstitials atoms. According to
the relationship between Burgers vector and
the dislocation line, there are two kinds of dis-
locations: edge or screw dislocation. The dis-
locations are well known as sinks of point de-
fects (impurities or intrinsic point defects) to
result in an inhomogeneous distribution in the
electrical and optical properties of the materi-
als (e.g., see Fig.1.1). This effect, called get-
tering effect, shows how the dislocations may
play a significant role in controlling the detri-
mental effects of point defects in the active re-
gions of semiconducting devices. It is usually
utilized in defect engineering to remove the

unfavorable defects from the matrix or to limit the amorphization of GaAs only in dislocation re-
gions [4]. The interactions of different defects with dislocations can have different consequences,
e.g., either hindering or promoting the dislocation climb. Doping with electrically active atoms
such as Si, In or B in GaAs has been found to result in a dramatic reduction of the dislocation den-
sity [5–7], which was suggested to result from the reduction of the Fermi-energy-dependent acti-
vation energy of dislocation motion or metallurgical hardening [8]. Since strongly reconstructed
dislocations in Si and GaAs are widely assumed to be electrically inactive except possibly for shal-
low levels, any electrical effect correlated with them have to result from point defects attached to
the dislocation line [10]. For example, a threefold-coordinated vacancy in the core of a 30 ¬ partial
in Si has been identified as being responsible for the Si-Y line in the dislocation-related elec-
tron paramagnetic resonance (EPR) [11]. In the case of GaN, transmission electron microscopy
(TEM) and atomic force microscopes (AFM) in combination with cathodoluminescence revealed
that threading dislocations exhibit dark contrasts, leading to the conclusion that they act as non-
radiative recombination centers to degrade the luminescence efficiency in blue-light spectra of the
GaN epilayer [12]. However, other investigations showed a higher intensity of the yellow lumines-
cence near the threading edge dislocations and that efficient light-emitting diodes and lasers are
feasible by using GaN-based crystal with a high density of dislocations  109 ® 1010 cm ¯ 2 ° [13].
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The aggregation of point defects at the dislocations is generally assumed as a “Cottrell” atmo-
sphere, i.e. a short-range increase (about tens of nm) in the number of point defects. The Cottrell
atmosphere is often supposed to explain qualitatively some experimental observations although it
presents poorly quantitative information. A specific instance is that it cannot interprete why the
free-electron concentration in n-type GaAs:Si and GaAs:S increases from the matrix to the dis-
location and why the extension in the increase is as broad as 10 µm around the dislocation, as
revealed by the experiments presented below [14,15]. Moreover, in doped semiconductors, where
there are various defects such as donors or acceptors, it is not clear how the aggregation of the
defects at the dislocation affects the resultant electrical and optical properties.

In the thesis, I deal with the effect of point defects and dislocations on electrical and optical
properties of III–V semiconductors, GaAs and GaN. Main emphasis is put on the interactions be-
tween point defects and dislocations. I will elucidate the spatial redistribution of point defects due
to the interaction, and as a result, the variation of electrical and optical properties from the matrix
to the dislocation. The influence of external conditions such as temperature and pressure on the
interaction between point defects and dislocations will be addressed. For these purposes, several
experimental methods such as TEM, cathodoluminescence (CL), and Raman scattering will be
combined with computer simulations based on a diffusion–drift–aggregation model and molecu-
lar dynamics (MD) simulations. I will firstly focus on n-type GaAs:Si and GaAs:S with in-grown
dislocations. The free-electron concentration in GaAs:Si and GaAs:S will be found to increase
from the matrix to the dislocation with an extended radius of 10 µm. Computer simulations and
theoretical analysis will suggest that whether arsenic precipitates can be formed at the dislocation
or not play an important role in determining the spatial distribution of point defects and the free-
electron concentration. It will be theoretically elucidated that the formation of arsenic precipitates
at the dislocations is energetically and kinetically favorable.

Secondly, in order to further concentrate on the interactions of dislocations with point defects, a
layer of fresh dislocations introduced by scratching the (001) surface of n-type GaAs:S with differ-
ent sulfur concentrations is investigated after thermal treatments under different conditions. The
results indicate that the effect of the dislocations on the spatial distribution of the point defects and
on the electrical and optical properties depends strongly on temperature and the doping level. The
luminescence bands and their origins will be addressed in detail. I will especially identify which
defects are responsible for the luminescence bands around 0 ± 95 eV, 1 ± 20 eV, and 1 ± 30 eV. The
donor–gallium vacancy complexes will be revealed to be formed commonly in n-type GaAs doped
with different donors occupying gallium lattice sites or arsenic lattice sites. The doping level is
found to influence the charge state of a gallium vacancy and its surrounding, i.e., how many donors
are bound to a gallium vacancy. As a result, three types of gallium vacancy-related complexes may
be formed and the resultant luminescence bands may be located at different energies.

Lastly, the electrical and optical properties of GaN with in-grown or fresh dislocations are stud-
ied to explore the origin of the yellow luminescence band at 2 ± 2 ® 2 ± 3 eV and the effect of dislo-
cations on luminescence in GaN. The role of defects and dislocations in GaN will be discussed
there.
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In the past decades, many theoretical studies were carried out for metals to investigate the inter-
actions of point defects with dislocations. In those studies, a diffusion–drift equation has been
introduced to describe the kinetics of mobile point defects due to the existence of dislocations.
Compared to the situation in metals, the interaction in semiconductors is more complex because
point defects are often charged and thus their diffusivity is Fermi-level dependent. Up to now, there
is no theoretical description of the interaction of point defects with dislocations in semiconductors
despite its important effect on, e.g. the transport properties of carriers [16].»Z¼¾½ ¿HÀVÁ�Â!ÃÅÄ�Æ~ÀÈÇzÉÊÄ@À}ÉwÇ�Ë5Æ�Á8Ì;Í�ÃÎÆ·ÏÎÁ�ÄÑÐ�ÀÈÃÒÁÔÓÊÆ/Ã£ÓÖÕ¹Ð'¿�Æ<Ð×ÓÊÍØÕ¹ÐZÙ
In diamond (e.g., Si) and zinc-blende crystals (e.g., GaAs), perfect dislocations have a Ú 2 Û 110 Ü
Burgers vectors (a is the lattice constant) and Ý 111 Þ slip planes, as in face centered cubic (f.c.c)
crystals. They are usually dissociated into two Shockley partial dislocations with a Ú 6 Û 112 Ü Burg-
ers vectors on the same slip plane to lower the energy. Between the two partials, a stacking fault
ribbon is formed. A 60 ¬ dislocation is dissociated into a 90 ¬ and a 30 ¬ partial, while a screw
dislocation into two 30 ¬ partials. There are two possible types of Ý 111 Þ slip planes due to the ex-
istence of two sorts of sublattices to result in two types of dislocations: a “shuffle-set” dislocation
formed by the relative shear shift of one part of the crystal with respect to the other between the
two neighboring Ý 111 Þ planes of one same sublattice; and a “glide-set” dislocation formed by the
relative shear between the neighboring two Ý 111 Þ planes of one and the other sublattices. The dis-
locations in diamond and zinc-blende crystals actually belong to the glide-set dislocations because
the arrangement of the orbitals containing unpaired electrons is more suitable for the rebonding
in the core of the glide-set dislocation than in the shuffle-set dislocation core to reduce the total
energy of the system. In GaAs, all the atoms in the core of a given segment of partial dislocations
are chemically identical. The dislocation core in GaAs is reconstructed with a single-period (SP)
atomic structure similar to Si to eliminate the dangling bonds (see Fig. 2.1) [17]. Although the SP
structure is widely assumed to represent the physically correct core structure, recent theoretical
calculations indicated that a double-period (DP) structure of a dislocation core in Si and GaAs is
lower in energy [18, 19]. Compared to unreconstruction dislocations, the reconstruction has two
consequences. The dislocation is of low mobility, since the energy necessary to form a kink or a
jog would be high. The short core bonds lead to bonding and antibonding gap levels with a large
separation so that the dislocations would be electrically inactive except for possible shallow levels
in the band gap. The reconstruction is strongly influenced by electrically active impurities present
in the core, e.g., acceptors (Be or Zn) destroy the reconstruction of β partials while donors (C or
Te) destroy the reconstruction of α dislocations, leading to a pinning effect in GaAs [17, 20]. The
segregation of impurities at the dislocation core was additionally found to change the Fermi level
to affect the mobility of the dislocation [21].

Unlike Si and GaAs, GaN has two different crystal structures, wurtzite (hexagonal) and zinc-
blende (cubic), the former being more stable than the latter. Screw dislocations in GaN with the

5



2 Theory of Interactions of Point Defects with Dislocations

(a) (b)

Figure 2.1: Atomic structures of the reconstructed cores of (a) the 30 ß and (b) 90 ß partial dislocations on
the (111) slip plane in GaAs. Dark spheres represent Ga atoms and dark circles As atoms or vice versa [17].

wurtzite structure are not dissociated and have Û 0001 Ü Burgers vectors and {0001} slip planes and
exist as open-core dislocations. Perfect edge dislocations have a Ú 3 à 1120 á Burgers vectors and
{0001} slip planes as full-core dislocations (see Fig. 2.2) [22]. Three kinds of partial dislocations
can be expected as the result of the dissociation of perfect edge dislocations: Shockley partials with
a Ú 3 à 1010 á Burgers vector, Frank partials with a Ú 2 Û 0001 Ü Burgers vector, and Frank–Shockley
partials with a Ú 6 à 2023 á Burgers vector. Different from the dislocation core in GaAs, the cores
of both screw and edge dislocations in GaN are stoichiometric with a structure similar to that of
the  101̄0 ° surfaces. This means that the 3-fold coordinated atoms in the core move in such a
way to enhance sp2 and p3 hybridization. The energy levels of the empty Ga pairs are pushed
upwards the covalent band and the energy levels of filled nitrogen atoms lie near the valence band
in a manner identical to the  101̄0 ° surface. As a result, both the screw and edge dislocations
are electrically inactive except for possible shallow levels in bandgap, despite the existence of
dangling bonds. The strained dangling bonds at the dislocations allow impurities or point defects
to be trapped there. However, recent theoretical calculations indicated that the edge dislocation is
electrically active due to, e.g., Ga vacancies [23–25] or Ga vacancies complexed with oxygen at
the dislocation [26], introducing deep-level electron traps into the band gap, which contribute to
the yellow luminescence (YL) [23–26].

In addition to straight dislocations, dislocation loops may be formed by condensation of intersti-
tial or vacancies. When crystals are rapidly cooled from a temperature close to the melting point,
the high-temperature equilibrium concentration of vacancies may be retained in a supersaturated
state and the vacancies can thus agglomerate to form the void. If the host-lattice planes bow to-
wards the center of the void, a “vacancy-type” dislocation loop is formed. A wave of atoms driven
by the reconstruction on internal surfaces of the void can also precipitate into pillars within the
void and produce an “interstitial-type” dislocation loop, at which the host-lattice planes bow away
from the center of the loop [27].»�¼�» â�ÃÎãHÉFÆ�ÃÒÁ�Ó5äÔÍ�Ç`ÃÎÌ ÀhäXÐFåUåÔÇ(Ë�å8ÐFÀÈÃÎÁ�ÓæÂçÁ�ÍwË'Ï
In addition to a diffusion flux, resulting from the transport process of point defects from a high to
a low concentration region, a drift flux must be accounted for as a result of the interaction of point
defects with dislocations. In general, the interaction of point defects with dislocations originate

6



2.2 Diffusion–drift–aggregation model

(a) (b)

Figure 2.2: Atomic structures of the reconstructed cores of the edge (a) and screw (b) dislocations on the
(0001) slip plane in GaN. Dark spheres represent Ga atoms and dark circles N atoms [22].

from three effects: the size misfit, the difference in elastic constants, and the possible electrostatic
interactions resulting from the electric dipole and dangling bonds around a dislocation core. The
size misfit is the dominant effect on the interaction of point defects with the edge dislocation [28].
The interaction energy φ due to the size misfit is estimated in elastic theory by

φ  r °�è"® A
r

sinθ and A è 4
3

µεr3
ab é 1 ê ν

1 ® ν ë�ì (2.1)

where r is the distance of point defects to the edge dislocation. µ and ν are the shear modulus and
Poisson’s ratio, respectively. b is the magnitude of the Burgers vector of the dislocation. ε is the
size misfit between the host atoms and defects. ra and ra  1 ê ε ° are the respective atomic radii of
the host atoms and point defects. The angular dependence of φ (r) is neglected for simplicity by
setting sinθ è 1 (see Fig. 2.3). Therefore, under the condition without other effects like precip-
itation, the fundamental equation governing the variation rate of the defect concentration C  rì t °around a dislocation can be expressed as [28]

∂C  rì t °
∂ t

è ∇F  rì t ° ì (2.2)

and

F  rì t °}è D í ∇C  rì t ° ê C  rì t °
kBT

∇φ  r °�î ì (2.3)

where t is the time, D the diffusion coefficient of defects and C  rì t ° the defect concentration at the
distance r from the dislocation at time t. F  rì t ° is the diffusion–drift flux. kB is the Boltzmann
constant and T the temperature in unit of Kelvin. The first term of the right side of Eq. (2.3) is the
diffusion flow, while the second term is the drift flow due to the force between the point defect and
the dislocation. It is assumed that the defect concentration Ccore within the dislocation core r ï r0
(r0 is the radius of a dislocation core) is a constant, i.e. Ccore  t °�è C  r0 ì t ° . Given the dislocation
core is cylindrical, the variation rate of the defect concentration with time is just the net flow into
the core region,
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2 Theory of Interactions of Point Defects with Dislocations

πr2
0

dC  r0 ì t °
dt

è 2πr0F  r0 ì t ° ± (2.4)

By integrating Eq. (2.4), the core boundary condition for Eq. (2.2) may be written as

C  r0 ì t °}è C  r0 ì 0 ° ê 2
r0 ð t

0
F  r0 ì t ° dt ± (2.5)

As far as an isolated dislocation is concerned,

b

[111]

[11 ]2

)

point defect

r-

+

Figure 2.3: Scheme of the interaction of a point defect
with an edge dislocation in GaAs. "–" denotes com-
pressive region and "+" tensile region caused by the
dislocation. The scheme only shows one component
of the stress field due to the dislocation.

the second boundary condition is that the con-
centration of point defects remains constant,
i.e. C  r ñ ∞ ì t °1è C  r ñ ∞ ì t è 0 ° at the po-
sition far from the dislocation. If there is a
finite dislocation density ρ , the second bound-
ary condition is that there is no net flux at points
midway between the dislocations, R è  πρ ° ¯ 1 ò 2,
i.e.

F  R ì t °}è 0 ± (2.6)

If the interaction potential φ (r) is assumed
to promote the movement of point defects to-
wards dislocations, the concentration of point
defects must decrease with the distance from
the dislocation after a long time when the sys-
tem reaches equilibrium so that the concen-
tration gradient causes the diffusion flux from

dislocation outwards to balance the drift flux towards the dislocation, i.e. F  rì t ñ ∞ °}è 0 every-
where. With the assumptions that the concentration of point defects at any point in the crystal never
exceeds their solubility limit and remains low with respect to the density of the lattice sites, the
spatial distribution of point defects at equilibrium in the field of dislocations must obey Boltzmann
statistics,

C  r °}è C0 exp ó -φ  r ° /kBT ô ì (2.7)

by solving F  rì t ñ ∞ °}è 0 [see Eq. (2.3)], where C0 is the defect concentration remote from the
dislocation when the system is at equilibrium.

Since the solubility of the charged defects in semiconductors depends strongly on the local free-
carrier concentration, a so-called “segregation” effect must be considered, as suggested by You et
al [29]. The general diffusion equation is thus expanded to describe both the diffusion and the
segregation of charged point defects in semiconductors [29],

∂C  rì t °
∂ t

è ∇D í ∇C  rì t °~® C  rì t °
Ceq  r ° ∇Ceq  r ° î ì (2.8)

where C  rì t ° and Ceq  rì t ° are respectively the actual and equilibrium concentration of point de-
fects. The combination of Eqs. (2.2) and (2.8) gives an equation to describe the diffusion, the drift
and the aggregation behaviors of point defects due to the existence of dislocations in semiconduc-
tors,

∂C  rì t °
∂ t

è ∇D í ∇C  rì t °V® C  rì t °
Ceq  r ° ∇Ceq  r ° ê C  rì t °

kBT
∇φ  r ° î ê Ψ ± (2.9)
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2.3 Fermi-level effect

In Eq. (2.9), Ψ represents the effect of other possible factors like precipitation on the defect
concentration. Eq. (2.9) is the fundamental relationship which will be applied in the following
simulations of the diffusion–drift–aggregation processes in n-type GaAs:Si and GaAs:S.

»Z¼�õ öÊËÊÇzÂ!Ã ÷�ÏÒË4øMËÊÏXË4ãùËMÄ@À
In a semiconductor, although the thermal equilibrium concentration of a kind of neutral impurity
atoms or point defects is independent of the position of the Fermi level, it is not true for a charged
one. The equilibrium concentration of a kind of charged donors  z ê ° or acceptors  z ®'° as a
function of Fermi level has been deduced as [30, 31]

Ceq
dz ú è Ceq

d0

gd
exp ûVü z

∑
i ý 1

Edi ú ® zEF þ Ú kBT ÿ ì (2.10)

Ceq
az � è Ceq

a0

ga
exp ûVü zEF

® z

∑
i ý 1

Eai � þ Ú kBT ÿU± (2.11)

In Eqs. (2.10) and (2.11), EF is the Fermi-level position, Edi ú the donor level with i positive
charges and Eai � the acceptor level with i negative charges. Ceq

d0 is the equilibrium concentration
of neutral donors and Ceq

a0 the equilibrium concentration of neutral acceptors. gd is the energy-
level degeneracy factor of donors, which is equal to 2. ga is the energy-level degeneracy factor of
acceptors, which is equal to 4.

In an n-type semiconductor, ni
è NCexp

�  E i
F
® EC

° Ú kBT � , n è NCexp
�  EF

® EC
° Ú kBT � and EC

is the conduction band edge position, E i
F the intrinsic Fermi level position, n (ni) the (intrinsic)

free-electron concentration (FEC), NC the effective density of states of the conduction band. So
Eq. (2.10) for shallow-level donors (Ed � EC) can be written as

Ceq
dz ú  n °}è Ceq

d0

gd

� ni
n � z

exp é zEC
® zE i

F

kBT ë ± (2.12)

Specially, for intrinsic donors and acceptors with z charge states in n-type semiconductors,

Ceq
dz ú  n °

Ceq
dz ú  ni

° è é n
ni ë ¯ z

and
Ceq

az �  n °
Ceq

az �  ni
° è é n

ni ë z

(2.13)

holds from Eqs. (2.10) and (2.11).
Similarly, in a p-type semiconductor, ni

è NV exp
�  EV

® E i
F
° Ú kBT � , p è NV exp ó  EV

® EF
° Ú kBT ô

and EV is the valence band edge position, p the hole concentration, NV the effective density of
states of the valence band. So Eqs. (2.11) for shallow-level acceptors ( Ea � EV ) can be written as

Ceq
az �  p °}è Ceq

a0

ga
é ni

p ë z

exp é zE i
F
® zEV

kBT ëùì (2.14)

and for intrinsic donors and acceptors with z charge states in p–type semiconductors,

Ceq
dz ú  p °

Ceq
dz ú  ni

° è é p
ni ë z

and
Ceq

az �  p °
Ceq

az �  ni
° è é p

ni ë ¯ z ± (2.15)
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2 Theory of Interactions of Point Defects with Dislocations

Table 2.1: Arsenic pressure dependent concentration of point defects

Defect Type Notation x As–Pressure dependent Concentration
Interstitial arsenic IAs 1 � 4 cIAs

∝ p1 � 4
As4

Arsenic vacancies VAs � 1 � 4 cVAs
∝ p 	 1 � 4

As4

Interstitial gallium IGa � 1 � 4 cIGa
∝ p 	 1 � 4

As4

Gallium vacancies VGa 1 � 4 cVGa
∝ p1 � 4

As4

Arsenic antisites AsGa 1 � 2 cAsGa
∝ p1 � 2

As4

Gallium antisites GaAs � 1 � 2 cGaAs
∝ p 	 1 � 2

As4»�¼�
 ¿�Ç(ÆLË'ÓNÃÒÄ·÷�'Ç(Ë�Æ�Æ1ÉwÇ�ËçË4ãùËMÄ@À
In III–V compound semiconductors, a thermodynamic range of non-stoichiometry exists at a spe-
cific temperature. So the thermal equilibrium concentrations of intrinsic point defects (vacancies,
interstitial and antisites) in both sublattices depend upon the vapor pressure of the more volatile
components, e.g. on the arsenic pressure in GaAs. The dominating vapor species is As4 in GaAs.

In GaAs, statistical thermodynamics elucidates that the concentration of a defect species, what-
ever charged state the defects are endowed with, depends on arsenic pressure pAs4

as [32]

CD
è C0 ü pAs4

BAs4

þ x

exp é -
Geff

D
kBT ë ± (2.16)

Here, C0
è 2 ± 215 � 1022 cm-3 denotes the density of arsenic or gallium sublattice sites. Geff

D is the
effective formation energy of a defect, x is the pressure exponent. BAs4

is the ideal gas pressure
constant given by

BAs4

è ü 2πmAs4

h þ 1 ò 2  kBT ° 5 ò 2 è 135 ± 1 � T 5 ò 2 atm ì (2.17)

with mAs4
being the mass of an As4 molecule and h Planck’s constant. The laws of mass actions

for the gas–solid exchange reactions in GaAs,

1
4 Asgas

4 � IAs and 1
4 Asgas

4 ê VAs � AsAs ì
1
4 Asgas

4 � AsAs ê GaGa ê VGa and 1
4 Asgas

4 ê IGa � AsAs ê GaGa ì (2.18)

GaGa ê VAs � GaAs ê VGa and AsAs ê VGa � AsGa ê VGa ±
predict that the corresponding pressure-dependent concentrations of the intrinsic point defects
follow the relations in Table 2.1. As the concentration of point defects is As-pressure dependent,
their diffusivity must also depend on the arsenic pressure. This point will be further discussed in
Sec. 5.4.»�¼�� â�ÃÎãHÉFÆ�ÃÒÁ�ÓÖÂçË�Ä��FÐNÓwÃÒÆ·ÂçÆ2Ã£ÓÀ��FË!Í�Ã^ãHÉÊÆ�ÃÒÁÔÓ�äXÍZÇ`Ã^Ì(ÀhäXÐFåUåXÇ�Ë5åUÐ�ÀÈÃÒÁ�ÓÂçÁ�ÍwË'Ï
In the practical applications, the concrete diffusion mechanisms must be considered to simulate the
diffusion–drift–aggregation process of point defects at the dislocations. Starting from the general
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2.5 Diffusion mechanisms in the diffusion–drift–aggregation model

descriptions of the diffusion–drift–aggregation processes of point defects due to their interactions
with dislocations in semiconductors [see Eq. (2.9)], the detailed diffusion–drift–aggregation model
under considerations of specific atomic diffusion mechanisms in GaAs:Si and GaAs:S will be
constructed in this section. For simplicity, the mobility of the dislocation is neglected in the
following model although the actual distribution of point defects around the dislocation might
depends on the dislocation motion, which in turn is determined by the point-defect distribution.
As a matter of fact, the dislocation climb may cause absorption of Ga vacancies (As interstitial)
plus the simultaneous emission of As interstitials (Ga vacancies) [33] to lead their concentration
to a local equilibrium [34].����������� �"!$#&%'�"(�)+*-,/.&0213)4�5%'*6�7)+)8:9<;>=4,@?A1>BC%EDGFH�
As suggested by You, Gösele and Tan [29], silicon atoms diffuse via Ga vacancies in n-type
GaAs:Si as shown in Fig. 2.4.

V
GaV

Ga

Si
Ga

Figure 2.4: Schematic representation of the vacancy mechanism of the silicon diffusion in n-type GaAs:Si.

The triply negative charge state of a Ga vacancy (V3
Ḡa ) is assumed in n-type GaAs:Si [35]. The

diffusion mechanism has been confirmed theoretically [36]. The effect of (SiGaVGa
° 2 ¯ complexes

will be incorporated into the diffusion–drift–aggregation model because they largely exist in n-
type GaAs:Si, as shown by cathodoluminescence measurements later. A (SiGaVGa

° 2 ¯ complex is
formed by a reaction,

Si IGa ê V3
Ḡa �  SiGaVGa

° 2 ¯ (2.19)

In order to process the information on the spatial distribution of point defects, a set of par-
tial differential equations including the diffusion–drift–aggregation processes of Si IGa, V3

Ḡa , and
(SiGaVGa

° 2 ¯ were solved numerically using the program package ZOMBIE [37].

K I Ceq
Si úGa

Ceq
V3 �

Ga

è K ¯ CeqJ
SiGaVGa K 2 � ì (2.20)

∂C J SiGaVGa K 2 �
∂ t

è K I CSi úGa
C

V3 �
Ga

® K ¯ C J SiGaVGa K 2 � ì (2.21)

∂CSi úGa

∂ t
è ∂

∂ r
û DSi úGa

ü ∂CSi úGa

∂ r
ê CSi úGa

n
∂n
∂ r

ê CSi úGa

kBT

∂φSi úGa

∂ r þ ÿ ® ∂C J SiGaVGa K 2 �
∂ t

ê ω1 ì (2.22)

∂CV3 �
Ga

∂ t
è ∂

∂ r
û CV3 �

Ga
ü ∂CV3 �

Ga

∂ r
® 3

CV3 �
Ga

n
∂n
∂ r

ê CV3 �
Ga

kBT

∂φV3 �
Ga

∂ r þ ÿ ® ∂C J SiGaVGa K 2 �
∂ t

ê ω2 ± (2.23)

where CSi úGa ì CV3 �
Ga

and C J SiGaVGa K 2 � are the concentrations of Si IGa donors, V3
Ḡa , and  SiGaVGa

° 2 ¯
acceptors; DSi úGa

and DV3 �
Ga

are the diffusion coefficients of Si IGa and V3
Ḡa , respectively. ω1 and ω2
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2 Theory of Interactions of Point Defects with Dislocations

are related to the effect of other possible factors like the formation of precipitates at the dislocation.
φ is the purely radial interaction potential between a Si atom  φSi úGa

° or a Ga vacancy (φV3 �
Ga

° and

a dislocation and simply taken as φ è A Ú r with a constant A equal to 3 ± 5 � 10 ¯ 5 eV µm for φSi úGa

or to 4 ± 6 � 10 ¯ 7 eV µm for φ
V3 �

Ga
[38]. The Fermi-level effect is actually considered by explicitly

introducing the free-electron concentration in Eqs. (2.22) and (2.23) according to Ref. [35]. Under
the assumption that the reaction in Eq. (2.19) is locally in equilibrium at the initial time, the
equilibrium concentrations Ceq

Si úGa ì C eq
V3 �

Ga ì and CeqJ
SiGaVGa K 2 � are introduced in Eq. (2.20) to determine

the relationship between K I and K ¯ . K I and K ¯ are the reaction constants for the forward and
backward reactions of Eq. (2.19). K I is given according to the theory of Waite [39],

K I è 4πrc  DSi úGa
ê DV3 �

Ga

° ± (2.24)

Here rc is the distance between Si IGa and V3
Ḡa and was taken as L 2 Ú 2 a (a is the lattice constant of

GaAs); DSi úGa
and DV3 �

Ga
are functions of the free-electron concentration n [40],

DSi úGa
 n °}è DSi úGa

 ni
° é n

ni ë 3 ± (2.25)

D
V3 �

Ga
 n °}è D

V3 �
Ga
 ni

° é n
ni ë 3 ± (2.26)

The free-electron concentration n is dependent on CSi úGa
, CV3 �

Ga
, and C J SiGaVGa K 2 � , as well as on the

intrinsic electron concentration ni [29],

n è 1
2

û � CSi úGa

® 3CV3 �
Ga

® 2C J SiGaVGa K 2 � � êNM � CSi úGa

® 3CV3 �
Ga

® 2C J SiGaVGa K 2 � � 2 ê 4n2
i ÿ8± (2.27)

Although the diffusion of silicon atoms is controlled directly by Ga vacancies, the effect of
interstitial arsenic is carefully considered in the present simulations by the reaction,

VGa ê IAs � AsGa (2.28)

This reaction was suggested to explain why an increase in the EL2 concentration related to arsenic
antisite  AsGa

° is accompanied by the weakening formation of arsenic precipitates [41]. Since the
activation energy for the diffusion of AsGa amounts to several electron volts [42], it is reasonable
to assume that AsGa is fixed in the simulations so that the spatial variation of its concentration
from the matrix to the dislocation is constant except for the effect from the reaction in Eq. (2.28).
The formation of arsenic precipitates reduces the concentration of IAs, so the reaction in Eq. (2.28)
proceeds from the right to the left side to cause an increase in C

V3 �
Ga

. TEM investigations of arsenic
precipitates at the dislocation confirmed that the formation of arsenic precipitates is correlated with
the agglomeration of gallium vacancies [44]. In order to characterize this effect, theoretically, a set
of detailed equations must be constructed to describe the reaction in Eq. (2.28) in the diffusion–
drift–aggregation processes. However, the diffusivity of AsGa and IAs in n-type GaAs:Si are not
available. Therefore, ω2 is estimated roughly as

ω2
è γ é C

V3 �
Ga

® Ceq
V3 �

Ga ë ± (2.29)

Here γ is an adjustable parameter to determine the rate of forming arsenic precipitates. A larger
ω2 means a higher rate of forming precipitates and thus of generating gallium vacancies due to
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2.5 Diffusion mechanisms in the diffusion–drift–aggregation model

the formation of arsenic precipitates. The concentration of EL2 in undoped GaAs, usually in the
order of 1016 cm-3 [43], is far below the doping level studied, so the effect of EL2 on the spatial
distribution of point defects is neglected in the simulations. Since the actual solubility of Si in
GaAs is extremely large (e.g., about 1 ± 0 � 1020 cm ¯ 3 at 950 ¬ C) and no silicon precipitate is hence
expected in the GaAs:Si samples investigated according to the classical nucleation theory [45], ω1
is set to zero.

The parameters of the diffusion of silicon atoms mediated by gallium vacancies are available
from the work by You et al [29],

DSi úGa
 ni ì 1 atm) è 6 ± 77 � 104exp é ® 3 ± 91 eV

kBT ë cm2 Ú s , (2.30)

D
V3-

Ga
 ni ì 1 atm) è 9 ± 9 � 108T 5 ò 8exp é ® 4 ± 70 eV

kBT ë cm2 Ú s ± (2.31)

The thermal equilibrium concentration of V3-
Ga under intrinsic and one arsenic-atmosphere-pressure

conditions is

Ceq
V3-

Ga
 ni ì 1 atm) è 0 ± 293 � C0T ¯ 5 ò 8exp é -

1 ± 30 eV
kBT ë (2.32)

Here C0
è 2 ± 215 � 1022 cm-3 is the density of the gallium lattice sites. The concentration of SiGaVGa
° 2- complexes can be deduced from reference [46],

CeqJ
SiGaVGa K 2-

è KCCeq
Si úGa

Ceq
V3-

Ga
± (2.33)

and KC is a factor determined by

KC
è Z

N
exp é Eb O c

kBT ë ± (2.34)

where N è 4 ± 43 � 1022 cm-3 is the density of total lattice sites in GaAs. Eb O c is the binding energy
of a complex, roughly equal to the Coulomb energy between the donor and V3-

Ga. For instance,
Eb O c è 0 ± 77 eV for  SiGaVGa

° 2- in GaAs:Si, and Eb O c è 1 ± 36 eV for  SAsVGa
° 2- in GaAs:S. Z is

the degeneracy factor of the complex, equal to the number of equivalent lattice sites forming the
complex, e.g., Z è 12 for  SiGaVGa

° 2- and Z è 4 for  SAsVGa
° 2-.�������G�P� �"!$#&%'�"(�)+*-,/.&0213)4�5%'*6�7)+)8:9<;>=4,@?A1>BC%EDGF

Different from the diffusion of silicon atoms in n-type GaAs:Si, sulfur atoms in GaAs:S diffuse
via the kick–out mechanism [47], as shown in Fig. 2.5

i IS � S IAs ê IAs ì (2.35)

where arsenic interstitial IAs are assumed to be neutral in the diffusion mechanism; i IS and S IAs represent
interstitial sulfur atoms and sulfur atoms on the arsenic lattice sites, respectively.

Since the nearest-neighbor  SAsVGa
° 2 ¯ complexes have been observed in GaAs:S, their ef-

fect must be incorporated into the diffusion–drift–aggregation model. A  SAsVGa
° 2 ¯ complex is

formed by a reaction

S IAs ê V3
Ḡa �  SAsVGa

° 2 ¯ ± (2.36)

In order to acquire information on the spatial distribution of intrinsic and extrinsic point defects,
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2 Theory of Interactions of Point Defects with Dislocations

S

As

Figure 2.5: Schematic representation of the kick-out mechanism in GaAs:S.

a set of partial differential equations describing the diffusion–drift–aggregation processes of S IAs,
IAs, V3

Ḡa , and  SAsVGa
° 2 ¯ are solved numerically using the program package ZOMBIE [37],

K IkoCeq
i úS è Kk̄oC

eq
S úAs

Ceq
IAs ì (2.37)

K I Ceq
S úAs

Ceq
V3 �

Ga

è K ¯ CeqJ
SAsVGa K 2 � ì (2.38)

∂C J SAsVGa K 2 �
∂ t

è K I CS úAs
CV3 �

Ga

® K ¯ C J SAsVGa K 2 � ì (2.39)

∂CV3 �
Ga

∂ t
è ∂

∂ r
û D

V3 �
Ga

ü ∂CV3 �
Ga

∂ r
® 3

CV3 �
Ga

n
∂n
∂ r

ê CV3 �
Ga

kBT

∂φV3 �
Ga

∂ r þ ÿ ® ∂C J SAsVGa K 2 �
∂ t ì (2.40)

∂CS úAs

∂ t
è K IkoCi úS ® Kk̄oCS úAs

CIAs

® ∂C J SAsVGa K 2 �
∂ t ì (2.41)

∂Ci úS
∂ t

è ∂
∂ r

ü Di úS ∂Ci úS
∂ r

ê Di úS Ci úS
n

∂n
∂ r

ê Di úS Ci úS
kBT

∂φS
∂ r þ ® � K IkoCi úS ® Kk̄oCS úAs

CIAs � ê ω1 ì (2.42)

∂CIAs

∂ t
è ∂

∂ r
ü DIAs

∂CIAs

∂ r
ê DIAs

CIAs

kBT
∂φAs
∂ r þ ê � K IkoCi úS ® Kk̄oCS úAs

CIAs � ê ω2 ± (2.43)

Di úS , DIAs
, and DV3 �

Ga
are the diffusion coefficients of i IS , IAs, and V3

Ḡa , respectively. Ci are the instant

concentrations and Ceq
i

the local equilibrium concentrations [i è IAs ì i IS ì  SAsVGa
° 2 ¯ ì V3

Ḡa ì S IAs].
φ j ( j è S ì As ì V3

Ḡa ) is the purely radial interaction potential between a sulfur atom, an arsenic
atom, or a Ga vacancy and a dislocation. K Iko, Kk̄o, K I , and K ¯ are the reaction constants of the
forward and backward reactions of Eqs. (2.35) and (2.36). Kk̄o and K I are estimated by following
the theory of Waite [39],

Kk̄o
è 4πrkoDIAs

and K I è 4πrcDV3 �
Ga
±

Here, the capture radius rko is in the range of the lattice constant of GaAs; rc is the distance
between S IAs and V3

Ḡa in a complex and has been taken as Q 3
4 a. Since the diffusion of sulfur atoms

is governed mainly by neutrally interstitial arsenic atoms, Di úS is assumed to be independent of n,
while DV3 �

Ga
is a function of n, same as in the case of n-type GaAs:Si indicated by Eq. (2.26). n
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2.5 Diffusion mechanisms in the diffusion–drift–aggregation model

depends on CS úAs
, Ci úS , CV3 �

Ga
, and C J SAsVGa K 2 � as well as ni,

n è 1
2

�
CS úAs

ê Ci úS ® 3C
V3 �

Ga

® 2C J SAsVGa K 2 � �ê 1
2 M � CS úAs

ê Ci úS ® 3CV3 �
Ga

® 2C J SAsVGa K 2 � � 2 ê 4n2
i ± (2.44)

According to classic nucleation theory [45], nucleation and growth must occur to form a precip-
itate from a solid matrix. Whether a precipitate can form or not depends firstly on the total change
in the free energy ∆G for nucleation of a solid precipitation. ∆G includes the contribution of the
negative change in the volume free energy, the positive change in the interface free energy, and
possible strain energy introduced when a precipitate is formed in a rigid matrix. The three terms
of energies are functions of the radius of the precipitate. In order to form a stable precipitate, ∆G
must be negative. At the early stage of the nucleation and growth, the precipitate is not stable since
∆G is positive and increases with the dimension of the precipitate up to a critical size, above which
∆G decreases with increasing its dimension so that a stable precipitate can be formed. Therefore,
the critical size corresponds to an energy barrier ∆Gmax that has to be overcome for forming pre-
cipitates. As a result, the nucleation rate of some atoms in a spherical precipitate with a radius r0
is [45]

ψp  rì t °}è 4πr0C2  rì t ° Dexp í ® 16
3

σ 3v2 Úv kBT  kBT lnΣ ° 2 °�î ± (2.45)

where σ is the interface energy between the precipitate and the matrix, v the volume per atom in the
precipitate, and Σ the supersaturation ratio. D and C are the diffusion coefficient and the concen-
tration of the atomic species, respectively. In order to produce precipitates, Σ must be larger than
1. Following the experimental observation that arsenic precipitates are formed at the dislocation,
ω2 is set simply as ω2

è�® γ R ψp  rì t ° only within the capture radius of the dislocation, otherwise
ω2

è 0 . γ R is a dimensionless parameter to adjust the rate of forming arsenic precipitates. A larger
γ R means a higher rate of forming precipitates. ω1 is always set to zero because no sulfur-related
precipitates are expected from the classic nucleation theory when the sulfur concentration is far
below its solubility.

Since the diffusion of sulfur atoms is mediated mainly by neutrally interstitial arsenic atoms,
whose concentration is independent of the Fermi level, no Fermi-level effect on the diffusivity of
sulfur atoms and interstitial arsenic atoms is accounted for. However, it is essential to take the
same measures as that in GaAs:Si for the Fermi-level dependence of the diffusivity of V3

Ḡa . The
parameters of the diffusion of defects in GaAs:S are available from the work of Engler [48],

DIAs

è 5 ± 81 � 10 ¯ 2exp é ® 2 ± 18 eV
kBT ë cm2s ¯ 1 ì (2.46)

Ceq
IAs

=2 ± 50 � 1024exp é ® 1 ± 80 eV
kBT ë cm ¯ 3 ì (2.47)

Di úS è 3 ± 13 � 10 ¯ 4exp é ® 1 ± 41 eV
kBT ë cm2s ¯ 1 ì (2.48)

Ceq
i úS =CS úAs S 6 ± 50 � 103exp é ® 1 ± 60 eV

kBT ë cm ¯ 3 ± (2.49)
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In this chapter, two main experimental methods, Raman scattering and cathodoluminescence are
introduced to show how dislocations and their interactions with point defects are studied and how
the related electrical and optical properties of a semiconductor are deduced. An introduction to
the other methods such as secondary ion mass microscopy (SIMS), transmission electron micro-
scope (TEM), and positron annihilation technique (PAT) is omitted despite their importance in the
present investigations.õZ¼¾½ WtÐ×ÂçÐNÓYX�ÄÑÐ�À�ÀVË'Ç`Ã£ÓFåZ����[����\]#3)>^413*-,>)&9_1[`�=>ab�7)2.�7=[`",-(>c de13*f13)g%h.E19i9_,�ab�7)&j
Raman spectroscopy is based on the analysis of inelastically scattered light. Scattering occurs from
optical phonons or other quasi-particles like optical magnons, plasma; even electronic excitations
provide similar sources for the Raman process [49]. Macroscopically, if the frequency of the
scattered photon, ωs, is smaller than that of the incident photon, ωi, the event is referred to as a
Stokes process and a phonon is generated during the process. If ωs k ωi, an anti-Stokes process
occurs, accompanied with the absorption of a phonon. Energy and Momentum conservation for a
light-scattering process with phonon generation or absorption, as shown in Fig. 3.1, can be written
as, l

ωi
è l ωs m l Ω ì (3.1)

l
ki

è l ks m l q ì (3.2)

where Ω is the frequency of a phonon. ki, ks, and q are respectively the wave vector of the incident
photon, the scattered photon and the phonon. ’+’ means the generation of a phonon, ’–’ means the
absorption of a phonon. For 180 ¬ backscattering, the maximum allowed value of the wave vector
of the phonon is: qmax

è ki ê ks � 2ki. Since ki is the order of 106 cm-1 in the visible and near
infrared spectral range, much smaller by about two order of magnitude than the dimension of the
first Brillouin zone, only the scattering at or near the center of the Brillouin zone can be accessed
by the first-order Raman scattering. R

Although the expression and diagram seem to

ikh

skh qh

Figure 3.1: Momentum conservation for a light-
scattering process with phonon generation.

suggest that only a phonon–photon interaction is
responsible for a Raman scattering process, elec-
trons are actually involved in the process, since the
phonon–photon interaction is rather weak unless
they both have comparable frequencies. When a
visible photon excites Raman scattering in a semi-
conductor, it would firstly couple to electrons via
the electron–photon interaction. Due to the inter-
action, the total energy of the electron system can
be written asn

For instance, for a He–Ne laser with the wavelength λ o 632 p 8 nm, ki o 2π q λ o 9 p 9 r 105 cm s 1 is far below the
first Brillouin zone boundary π q a t 108 cm-1. Therefore, relative to the size of the first Brillouin zone, q u 0.
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H è H0 ê Her ì (3.3)

where H0 is the unperturbed Hamiltonian, Her is a perturbation term due to the electron–photon
interaction [50],

Her
è ® er S E ± (3.4)

Here E is the electric field, e the electron charge, and r the distance between the electron and the
phonon.

Considering the electron–photon interaction, the Raman scattering process proceeds in three
steps and can be described as follows [50],

1.) The incident photon excites the semiconductor into an intermediate state v a Ü by creating an
electron–hole pair.

2.) The electron–hole pair is scattered into another state v b Ü by emitting a phonon via the
electron–phonon interaction.

3.) The electron–hole pair in v b Ü recombines radiatively by emission of the scattered photon.Z����4�G�YFw,>`",/.x9h�"(�)+a<#3`y,
In order to obtain the first-order Raman scattering, i.e. a Raman-active vibration, the Raman tensor

ℜ è  ∂ χ Ú ∂Q °
0Q̂  q ì Ω °Hzè 0 ì (3.5)

is introduced, which states that there must be a net change in the permanent dipole moment during
the lattice vibration. In Eq. (3.5), χ denotes the elastic susceptibility of the medium. Q is the
atomic vector displacement from an equilibrium position induced by the phonon, and Q̂ the unit
vector parallel to the phonon displacement. Raman scattering intensity I is given by

I ∝ {{{ ei S  ∂ χ Ú ∂Q °
0Q̂  q ì Ω ° S es {{{ 2 ± (3.6)

where ei and es are the orientations of the polarizations of the incident and scattering lights, re-
spectively. Therefore, if a vibration does not greatly change the polarizability, then ℜ will be
nearly zero, and the Raman intensity will be very low. Eq. (3.6) indicates that a definite Raman
tensor determines whether the scattered radiation vanishes for certain choices of the scattering ge-
ometries. In the case of GaAs, it belongs to the point group Td , whose irreducible representations
A1, E , and F2 are Raman active. The Raman tensors in crystalline coordination (i.e. x ® ó 100 ô ,
y ® ó 010 ô , and z ® ó 001 ô ) are

A1 : |} a 0 0
0 a 0
0 0 a

~�
, E1 : |} b ê c L 3 0 0

0 b ® c L 3 0
0 0 ® 2b

~�
, E2 : |} c ® b L 3 0 0

0 c ê b L 3 0
0 0 ® 2c

~�
,

F21 : |} 0 0 0
0 0 d
0 d 0

~�
, F22 : |} 0 0 d

0 0 0
d 0 0

~�
, F23 : |} 0 d 0

d 0 0
0 0 0

~� ±
where a, b, c, and d represent the linearly independent components deduced from Eq. (3.5). While
the Raman tensor components A1, E1, or E2 can be found in the two-phonon or the second-order
Raman spectra, no optical phonon belongs to A1, E1 or E2 in the first-order Raman scattering
of zinc-blende-type crystals such as GaAs [50]. Therefore, the Raman selection rules for the
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3.1 Raman Scattering

backscattering geometry in the first-order Raman scattering of zinc-blende-type crystals are deter-
mined only by F2 and shown in Table. 3.1(a), where the scattering configurations are represented as
k Ri  ei ì es

° k Rs , where k Ri and k Rs are the direction of the incident and scattered photons, respectively.
The first-order Raman spectrum of GaAs consists of a longitudinal optic (LO) phonon at 292cm ¯ 1

and a transverse optic (TO) phonon at 270cm ¯ 1. From the selection rule, only the LO mode is
allowed in the backscattering geometry of the Raman microprobe for scattering from the (100)
surface while it is prohibited for the (110) surface of GaAs. For disorder crystal or amorphous
material, the selection rule is broken down.

(a)

Scattering geometry
Selection rule

TO phonon LO phonon
(100) surface:
x � y � y � x � x � z � z � x 0 0
x � y � z � x � x � z � y � x 0 �� dLO �� 2

x � y ��� z �"� x � x � z ��� y �"� x 0 0
x � y ��� y �"� x � x � z ��� z �5� x 0 �� dLO �� 2

(110) surface:
y �G� x � x � y � 0 0
y ��� z ��� x � y � �� dLO �� 2 0
y ��� z ��� z �"� y � �� dLO �� 2 0

(111) surface:
x � ��� z � ��� z � �y� x � � 2

3 �� dLO �� 2 1
3 �� dLO �� 2

x � � � z � � � y � � � x � � 2
3 �� dLO �� 2 0

(b)

Symmetry Active in
Raman Shift� cm-1 �

E2 low Raman 144
A1 � TO � Raman, IR 533
E1 � TO) Raman, IR 561
E2 high Raman 569
A1 � LO � Raman, IR 735
E1 � LO) Raman, IR 743
B1 low silent
B1 high silent

Table 3.1: (a) Raman selection
rules for backscattering geome-
tries in zinc-blende-type crystal.
Here, x «�� 100 ��� y «V� 010 �7� z «� 001 � ,y �h«�� 110 �7� z �z«�� 011 � , x � �V«� 111 ��� y � � «�� 110 ��� z � � «�� 112 � . The
scattering configurations are rep-
resented as k �i � ei � es � k �s , where k �i
and k �s are the direction of the in-
cident and scattering photons; and
ei and es are the orientations of the
polarizations of the incident and
scattering photons, respectively.
(b) The first-order phonon modes
in wurtzite GaN.

Cubic GaN has a zinc-blende structure and belongs to the point group Td , so the optical modes
seen by the first-order Raman scattering are similar to GaAs, and comprise a doubly degenerate
TO  552 cm-1 ° and a single LO phonon  740 cm ¯ 1 ° . Wurtzite GaN belongs to the point group C6v
having four atoms per unit cell. Group theory predicts eight sets of phonon modes in the first-order
Raman scattering [see Tab. 3.1(b)] [51].Z����[�GZP��`y,/.x9�a:�5.-,�!�,/.x9_%
The Raman bands are sensitive to the bond length or inter-atomic spacing and can thus be associ-
ated with strain/stress in the crystal. A blue shift of the Raman frequency may be associated with
a compressive stress, and a red shift with a tensile stress [52]. In semiconductors, the free-carrier
concentration can change some Raman bands with respect of linewidth and intensity [53].
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In highly doped polar semiconductors, the coupling between the LO phonons and plasma via the
macroscopic electric fields splits the LO mode into two branches, L ¯ and L I , which can inversely
be applied to determine the free-carrier concentration from Raman scattering. In the presence of
the free carriers, the total dielectric function of the semiconductor with the phonon frequency ω is
given by [54]

ε  ω °Èè ε∞  1 ê ω2
LO

® ω2
TO

ω2
TO

® ω2
® ω2

p

ω2
° ± (3.7)

By solving the equation ε  ω °Lè 0, two LO phonon–plasmon coupled modes, ωL ú and ωL � , can be
obtained

ω2
L ú è 1

2
 ω2

LO ê ω2
p  q °¾° ê 1

2

�  ω2
LO ê ω2

p  q °¾° 2 ® 4ω2
p  q ° ω2

TO � 1 ò 2 ì (3.8)

ω2
L � è 1

2
 ω2

LO ê ω2
p  q °¾°~® 1

2

�  ω2
LO ê ω2

p  q °¾° 2 ® 4ω2
p  q ° ω2

TO � 1 ò 2 ì (3.9)

ω2
p  q °}è ne2 Ú m R ε0ε∞ ê 3

5
q2ϑ 2

f ± (3.10)

Here ωLO and ωTO are the LO and TO phonon frequencies, respectively. ωp  q ° is the plasmon
frequency, depending on n and the wave vector q of phonons. R ε∞ is the high-frequency dielectric
constant, and ε0 is the vacuum dielectric constant, m R the electron or hole effective mass. ϑ f is the
Fermi velocity [55],

ϑ f
è �

m R  3π2n ° 1 ò 3 ± (3.11)

The second term in Eq. (3.10) arises form nonlocal effects due to the noncompressibility of the

Figure 3.2: Raman frequencies of the coupled plasmon–phonon modes in (a) n-type GaAs and (b) n-type
GaN as a function of the free-electron concentration n.n

ωp from Eq. (3.10) is actually the angular vibrational frequency of plasma, ωp o 2πνp and νp the clock frequency
of plasma. In most Raman spectra, a phonon frequency is generally represented by its wave number; correspondingly,
the relationship between the wave number of plasma (1 q λp) and ωp is: ωp o 2πc q λp. c is the light velocity in vacuum.
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3.1 Raman Scattering

system [55]. For a low wave vector q, this term is negligible. The plasmon–phonon coupled
modes in GaAs and in GaN were calculated from Eqs. (3.8), (3.9) and (3.10) as a function of the
free-carrier concentration and are shown in Fig. 3.2.

Since the LO mode observed arises from the surface top layer, which is carrier depleted while
L ¯ and L I is excited in the bulk region beneath the surface, it is possible to determine the carrier
depletion depth or the carrier concentration near the surface by comparing the intensities of the LO
and L ¯ Raman modes. The intensities of LO and L ¯ are governed by the following relationships
[55]

I  LO °}è I0  LO °  1 ® e ¯ 2αd ° ì (3.12)

I  L ¯ °}è I0  L ¯ ° e ¯ 2αd ± (3.13)

where I0  LO ° and I0  L ¯ ° are the intensities of LO and L ¯ in semi-insulating material and heav-
ily doped material with negligible space charge region, respectively. For GaAs, I0  LO ° Ú I0  L ¯ °
is equal to 2.65 [55]. α is the adsorption coefficient for Raman probe light, depending on its
wavelength. d is the surface depletion depth given by

d è  2ε0εrΦB Ú e2n ° 1 ò 2 ì (3.14)

where ΦB is the built–in surface potential (for GaAs, 0.8 eV) and εr the static dielectric constant.
According to Eqs. (3.12) and (3.13), the ratio between LO and L ¯ is

I  LO ° Ú I  L ¯ °}è  I0  LO ° Ú I0  L ¯ °¾°  e2αd ® 1 ° ì (3.15)

which allows the estimation of the depletion depth or thus the free-carrier concentration near the
surface.Z����[�5����(w)&%�9h�y9�#2,>)&9_%�(>c�de1[*-13)�%�=4,/.x9�a�(�%�.E(�=�;
An integrated Raman system, LABRAM from the Dilor company, was used in the present studies.
The basic parameters of the LABRAM Raman microscope are listed in the following:S Laser: He–Ne, 20 mW, polarized 500 : 1, wavelength 632 ± 817 nm,S Confocal hole: 0–1500 µm; CCD detector with the detection range from 400–1100 nm,S z resolution: � 1 µm; xy resolution: ï 0 ± 5 µm,S Spectral resolution: ï 1 cm ¯ 1.

Sample

Confocal Hole

Spectrometer

Objective

Laser beam

Mirror

Figure 3.3: Schematic principle diagram of the proceeding of information in Raman spectroscopy.

The principle diagram of the Raman microscope is schematically shown in Fig. 3.3. The confo-
cal hole is actually limiting the region of the sample where the signal is collected from. By using
the confocal hole, the analyzed surface is specially defined with the precision down to 0 ± 1 µm at
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best and adjustable; and the depth of focus is reduced to about 1 µm. As a result, the contrast in a
collected image is increased and the back scattered light is minimized. In general, there are three
sorts of resolutions for an optical microscope:

1.) z resolution (depth discrimination)

∆Z è RIλ
4 S NA2 ì

2.) xy resolution

∆R è 0 ± 61λ
NA ì

3.) Spectral resolution

∆ω ó cm ¯ 1 ô è 107

λ 2 ó nm ô ∆λ ó nm ô and ∆λ è λ
msNg

±
RI is the refraction index, NA the numerical aperture of the objective, Ng the number of the grat-
ings, and ms is the order of the spectrum. In the case of our equipment, the spectral resolution is
typically 1 cm ¯ 1.õ�¼�»  &Ð�À��FÁ�ÍwÁÔÏ�É×Â!Ã�ÓFË�ÆLÄ.Ë'ÓÊÄ.Ë¢¡£ �¤$¥Z��G�����Y\]#3)2^[13*f,�)9_13`¦=>a:��)>.��=3`y,-(�c§�©¨
Cathoduluminescence is the emission of light under electron bombardment. In general, it re-
sults from the radiative recombination of non-equilibrium charge carriers like electron–hole pairs
excited by the incident electron beam. In semiconductors, the luminescence can be achieved by
several radiative transitions between the conduction band (Ec), the valence band (Ev), exciton (Ee),
donor (Ed), and acceptor (Ea) levels, as shown in Fig. 3.4. Sometimes, the radiative transitions are
accompanied by non-radiative processes due to, e.g., the Auger effect or emissions of phonons.
The energy of an emitted photon equals the difference between the initial and final energy levels
of an excess electrons minus the energy of possibly emitted phonons accompanying the process of
the emission of the photons. In particular, for the donor–acceptor pair recombination, the energy
of an emitted photon depends further on the pair separation [56],

radiative

Ec

Ev

Eg

Ee Ed

Ea

Ed

E

radiative

Ec

Ev

Eg

Ee Ed

Ea

Ed

E

Figure 3.4: Schematic diagram of radiative recombination processes of electron–hole pairs between the
conduction band (Ea), the valence band (Ev), exciton (Ee), donor (Ed), and acceptor (Ea) levels in a semi-
conductor.
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3.2 Cathodoluminescence (CL)

hν è Eg
® Ed

® Ea
® mEph ê e2 Ú 4πε0εr± (3.16)

where m is the number of the emitted phonons with an energy of Eph, and r the donor–acceptor
pair separation.

In principle, the CL intensity with an energy hv collected by an ideal spectrometer can be
mathematically calculated by the integral of the radiative recombination over the volume V excited
by the incident electron beam [57],

ICL  hν °}è Q  hν ° ð Θ

0
sinΘdΘ ð V

d3r
τe

τrad
∆n  r ° exp é α  hν ° z

cosΘ ë ì (3.17)

where Q  hν ° is the quantum efficiency of the detector, Θ the 3D angle within which the emitted
photons can enter the detector, α  hν ° the optical absorption coefficient, and z the incident depth
of the electron beam. τe is the effective lifetime of excess minority carriers, τrad their radiative
lifetime, and ∆n  r ° the density of the electron–hole pairs (excess minority carriers) available to
recombination. Eq. (3.17) states that the CL intensity is proportional to ∆n  r ° and to the ratio
of τe to τrad . Since dislocations are centers with high non-radiative recombination rate, τe at a
dislocation can be calculated by

1
τe

è ª«¬ «
1

τrad
ê 1

τnonrad
( beyond the dislocation core, i.e.r k r0

° ì
1

τrad
ê 1

τnonrad
ê 1

τdislocation
 within the dislocation core ì i.e. r ï r0

° ± (3.18)

τdislocation is the non-radiative lifetime of excess minority carriers associated with dislocations,
τnonrad the non-radiative lifetime through the other recombination centers. ∆n near a dislocation
can be expressed as [58–60]

∆n  r °�è grτe ó 1 ® exp( ® r Ú Le
° ô ì (3.19)

where gr is the generation rate of the minority carriers, depending on the the electron beam en-
ergy Ebeam and current Ibeam, as well as the ionization energy Ei (i.e., the energy required for the
formation of an electron-hole pair): gr

è EbeamIbeam  1 ® η f
° Ú eEi. η f represents the fractional

electron-beam-energy loss due to backscattered electrons [56]. r is the distance from the dislo-
cation, Le

è L Dτe the effective diffusion length of the minority carriers, and D their diffusion
coefficient. If it is assumed that the probability for the recombination of an electron–hole pair
through a certain recombination path p is ζp, an expression such as

Ip ∝ ª¬  ζpCp
τe

τrad
∆n  r ° ;  r k r0

° ì
0;  r ï r0

° ± (3.20)

can be given. Here Cp is the density of transition paths p. Since dislocations are widely assumed
to be non-radiative recombination centers, almost no luminescence appear at the dislocation core,
i.e, Ip � 0. Particularly for shallow-level-donor doping in GaAs, Eq. (3.20) is valid only when
the concentration of the shallow-level donors is below its solubility limit, above which the lu-
minescence intensity decreases with increasing dopant concentration because of the formation of
dopant-related precipitates acting as non-radiative centers [61, 62].Z��G�¦�G�P��!�,/.x9 (�cA,£®�9_,>a<)21[`�.E(w)>^��y9h�"(�)&%¯(w)��°¨±%�=4,/.x9�a�1
Since CL spectra are connected to the band gap or to the energy levels in the band gap, any vari-
ation of these levels must have an important influence on a luminescence band in the CL spectra.

23
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The intensity and peak position of a luminescence band depend on several external parameters,
such as temperature, pressure and the free-carrier concentration. Therefore, by monitoring the
energy positions of the luminesce bands in the CL spectra, the information on the influence of
temperature, pressure and the free-carrier concentration on the band gap and the energy levels in
the band gaps can be obtained. As well known, the band gap becomes narrower to result in a red
shift of the band-to-band luminescence with increasing temperature.

Some studies have found that the band gap

Figure 3.5: The hydrostatic pressure dependence of
the band gap and the yellow luminescence (YL) band
in GaN at 300 K. The data on the band gap and the YL
band are taken from Refs. [63] and [64], respectively.

or the defect-related luminescence bands be-
come wider and shift up to a higher-energy
position with increasing pressure. As an ex-
ample, Fig. 3.5 displays the band gap and the
yellow luminescence (YL) band in GaN as a
function of pressure.

As pointed out by Sernelius [65], there are
three possible kinds of near band gaps con-
tributing to the near-band-edge (NBE) transi-
tions in doped semiconductors: the first band
gap Eg O 1 is the distance in energy from the bot-
tom of the conduction band to the top of the
valence band. The second band gap Eg O 2 means
the energy distance between a shallow-level
donor state (or the bottom of the conduction
band) and the top of the valence band (or a
shallow-level acceptor state). Finally, Eg O 3 de-
notes the energy difference between a shallow-
level donor and a shallow-level acceptor states
if the vertically optical transition between them is allowed. Given the unperturbed band gap is Eg,
the band-gap shift is defined as

∆Eg O i è Eg O i ® Eg ì i è 1 ì 2 ì 3 (3.21)

Figure 3.6: Calculated band-gap shift of (a) GaAs and (b) GaN as a function of the free-carrier concentra-
tion. The data on GaAs are taken from Ref. [65] and on GaN from Ref. [66].
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3.2 Cathodoluminescence (CL)

In heavily doped semiconductors, where donor or acceptor states enter the conduction or the
valence band, ∆Eg O 3 equals the so-called Burstein–Moss shift when no interactions are present
between electrons (holes) and ions, i.e. ∆Eg O 3 increases with the free-carrier concentration [65].
The various band gaps in GaAs are shown in Fig. 3.6(a) as a function of the free-carrier concen-
tration. On average, the total band-gap shift ∆Eg

è  ∆Eg O 1 ê ∆Eg O 2 ê ∆Eg O 3 ° Ú 3 decreases firstly
with the free-carrier concentration up to about 2 ± 0 � 1019 cm-3, above which it increases with the
free-carrier concentration, similar to the case in GaN [compare (a) and (b) in Fig. 3.6].

The present CL investigations were carried out on a JSM 6400 or a BS 300 scanning elec-
tron microscope (SEM). A photomultiplier, a germanium (Ge), or a charge coupled device (CCD)
detector and a computer-controlled monochromator were used to process the corresponding CL
images or spectra. It is sometimes necessary to correct the spectra obtained by cathodolumines-
cence microscopy according to the quantum efficiency of the detector used in order to determine
accurately the energy position and the intensity of a luminescence band. The range of the detected
wavelengths depends on the type of the detectors. The effective wavelength detected by a Ge de-
tector ranges from 800 nm to 1800 nm. The CCD used at present is front illuminated CCDs with
the effective range of the detected wavelengths from 400 to 1100 nm. The efficiencies of the Ge
and the CCD detectors as a function of the wavelength are shown in Fig. 3.7.

Figure 3.7: Quantum efficiency of (a) the Ge detector and (b) the CCD used as a function of the wavelength
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A dislocation is well known as a sink of point defects so that a point-defect atmosphere is formed
at the dislocation. This point-defect atmosphere result in an inhomogeneous distribution of the
electrical and optical properties of the material. Although extensively experimental investigations
have been performed, there are still some issues to need clarifying further. For example, the reduc-
tion in the concentration of SiĀs  Te IAs

° acting as acceptors (donors) has recently been suggested to
explain the significant increase (decrease) in the free-electron concentration from the matrix to the
dislocations in n-type GaAs:Si (Te) [44, 67]. However, the explanation is problematic especially
for n-type GaAs:Si, since the SiĀs concentration in n-type GaAs:Si is much low compared to the
Si IGa concentration so that the reduction in the SiĀs concentration cannot vary drastically the spa-
tial distribution of the free-electron concentration. Moreover, there are various point defects acting
as acceptors or donors in doped GaAs, whose concentrations must increase or decrease with the
distance from the dislocation. Therefore, the variation in the free-electron concentration must be
determined from total change in the concentrations of various point defects, not simply by one kind
of point defects such as SiĀs  Te IAs

° . In fact, the conclusion mentioned above conflicts with the
experimental observations of n-type GaAs:S as shown later, where sulfur, similar to Te, occupies
the arsenic site and the free-electron concentration increases from the matrix to the dislocation,
in contrast to GaAs:Te. On the other hand, defect complexes have attracted a long-term attention
due to their technological and scientific interest. Investigations have found that donors at arsenic
lattice sites like Te IAs in GaAs:Te and in GaAs:S or at gallium sites like Si IGa in n-type GaAs:Si
are combined with gallium vacancies to form nearest-neighbor or second-nearest-neighbor com-
plexes [68–71]. However, the effect of dislocations on the complexes have hardly been studied. In
particular, although arsenic precipitates were observed to be frequently formed at dislocations in
GaAs doped with Cr, O, Si and Zn [67, 72], it is not still clear to what extent they can influence
the spatial distribution of point defects and of the free-electron concentration.
 ¼¾½ ·A¸��NËÊÇhÃ�ÂçË8Ó�ÀVÐwÏ?ÂçË5À��FÁÔÍNÆ
Samples of n-type Si doped GaAs(100) with about 1 ± 0 � 1018 silicon atoms Ú cm3 were grown by
vertical gradient freezing (VGF) technique under arsenic-rich environment. The dislocation den-
sity is about 104 cm-2. Prior to the experimental observation and characterization, the samples
were mechano–chemically polished to obtain smooth and clean sample surfaces. Then they were
photoetched by a photo-assisted diluted sirtl–like (DSL) technique to reveal the dislocations at the
surface [73]. The solution used for DSL is HF (with a concentration of 48%):CrO3(with a con-
centration of 33%):H2O=1 : 1 : 8 in volume. The etching of GaAs in the DSL solution occurs by
a mechanism of oxidative dissolution of a GaAs molecule that requires six holes h+,

GaAs+6h+ ñ Ga3+ ê As3+ ± (4.1)

The holes are initially supplied by the etching solutions. The etching velocity is largely enhanced
by illuminating the sample with light. Then the dissolution of the GaAs molecules is mostly due
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4 Interactions of Point Defects with Dislocations in GaAs:Si

to the holes generated by light inside the sample and reaching the sample surface. The density of
holes at the sample surface depends on the band bending at the interface between GaAs and the
etching solution according to

ps
è  p0 ê pscr ê pb

° exp( ® eVsc Ú kBT ° ì (4.2)

where p0 is the equilibrium density of the holes in the bulk, pscr the density of the holes photo-
generated in the surface space charge region, pb the density of the holes photogenerated in the
bulk and reaching the sample surface, and Vsc the surface band bending potential [see Fig. 4.1(a)].
Given a dislocation recombines holes, reducing the hole density, the etching rate is lower and the
dislocation appears as a hillock. Similarly, the higher doping level in n-type GaAs, i.e. the higher
free-electron density (n) suppresses the hole density (p) by the relation np=n2

i to reduce the etch-
ing rate. Therefore, an etch hillock (depression) at the smooth surface of an n-type GaAs sample
corresponds to an increased (decreased) free-electron concentration in the vicinity of dislocations.
In Fig. 4.1(b) is an example of a dislocation in GaAs:Si revealed by the DSL technique.
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EV

VSC

hv

GaAs CrO3:HF:H2O

(1:1:8)
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GaAs CrO3:HF:H2O

(1:1:8)

(a)

1 mm

300 nm

(b)

Figure 4.1: (a) Sketch of the DSL etching mechanism of GaAs. (b) Light microscopy image of a dislocation
line in GaAs:Si revealed by DSL etching; the dislocation is decorated by arsenic precipitates appearing as
dots along the dislocation line. In the inset of (b), a TEM image shows an arsenic precipitate on the
dislocation line.

In addition to the DSL technique, etching of GaAs in molten KOH is also regarded as the
reliable and unambiguous method for revealing dislocations on the (100) surface of GaAs [74].
However, it is not suitable to reveal changes in the free-carrier concentration or the decoration of
dislocations with precipitates. Although the A/B etchant has been applied to reveal dislocations
on the surface, it has not been convincing, since this procedure is usually accompanied with the
production of ridges and grooves [75].

After DSL etching, the samples were transfered to the Raman and SEM-CL microscopes to
acquire the relevant information. All Raman spectra were recorded in backscattering geometry
at room temperature. The samples were further observed in the secondary electron (SE) and
canthodoluminecence (CL) modes in a JSM 6400 scanning electron microscope (SEM) equipped
with an Oxford monochromatic CL system at a temperature of 75 K. A 20 keV electron beam was
selected to excite the samples.
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In Fig. 4.2(a), a high-intensity TO-like mode can be observed at about 263 cm ¯ 1. The fact that the
weak LO mode contrasts with the strong TO-like peak seems in contrast to the general selection
rule, according to which only the LO mode is Raman active for the GaAs(100) surface. The x–ray
diffraction indicates that the surface of GaAs is indeed (100). To confirm these measurements,
another Raman scattering study on semi-insulating GaAs(100) has been made to show a good
agreement with the selection rule, i.e. only the LO phonon can be observed in the backscattering
geometry. The appearance of the TO-like peak can thus be attributed to the doping effect, in which
the LO mode is split into two submodes: a low frequency branch L ¯ and a high frequency one L I
introduced by the phonon–plasmon coupling (see Sec. 3.1.3). Therefore, the contribution to the
TO-like peak comes mainly from the L ¯ mode. Fig. 4.2(a) shows further that the L I peak at the
dislocation is at a higher frequency than that in the matrix, which implies a higher free-electron

M

D

M

D

20 µm

(b)

20 µm

(d)

Figure 4.2: (a) Raman spectra in the matrix of semi-insulating (S.I) GaAs(100), of GaAs(100):Si,
and around the dislocation in GaAs:Si; in the inset is shown a typical spectrum detected at a dislo-
cation exhibiting arsenic precipitates. The Raman intensities at low frequencies below 285cm 	 1 for
GaAs:Si are pronouncedly lifted due to the strong noise. (b) A map of the spatial distribution of the
free-electron concentration from the matrix [M: n «+� 9 � 70 ¹ 0 � 50 ��º 1017 cm 	 3] to the dislocation [D:
n «f� 1 � 15 ¹ 0 � 35 ��º 1018 cm 	 3]. (c) The fitted LO peak (smooth curve) according to the Raman correlation
model. For comparison, experimental data are also plotted (curve+symbol). The two peaks obtained by
fitting and experiment on the right are related to semi-insulating GaAs (S.I), the peaks in the middle to the
matrix (M) and the ones on the left to the dislocation (D) in GaAs:Si. (d) A light microscopy image around
the dislocation in GaAs:Si, appearing as a hillock after etching. The position is the same as in (b).
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4 Interactions of Point Defects with Dislocations in GaAs:Si

concentration at the dislocation than in the matrix. By calculating the ratio of the integrated in-
tensity of the L ¯ to the LO peak [55] or the position of the L I peak [76] (also see Sec. 3.1.3),
the free-electron concentration can be obtained as 9 ± 5 � 1017 cm ¯ 3 in the matrix and increases
from the matrix to the dislocation [Fig. 4.2(b)]. Additionally, the inset of Fig. 4.2(a) displays a
Raman peak at the spectral position of 257 cm ¯ 1 occasionally detected at the dislocations, which
has been assigned to the LO mode of rhombohedral arsenic precipitates [67]. The TO mode of
arsenic precipitates cannot be found in the present Raman spectra possibly due to the strong noise
there.

The detailed examination of the LO peak in Fig. 4.2(a) indicates that this peak shifts down by
1 ± 5 cm ¯ 1 in the matrix and 2 ± 5 cm ¯ 1 at the dislocation in GaAs:Si compared to that for semi-
insulating GaAs. Although the feature has been observed in p-type GaAs (e.g. GaAs:Zn [53]
and GaAs:Be [77]), it has usually been overlooked in the case of n-type GaAs. A negative fre-
quency shift would imply the existence of tensile strain. If a conversion factor of 0.0034 cm from
the Raman shift to the strain is applied [78], a strain of 0.51% in the matrix and of 0.80% at the
dislocation would be achieved. Although early experiments have found that the lattice constant
of GaAs increases linearly with the silicon concentration at a rate of 2 ± 0 � 10 ¯ 24 nm Ú cm ¯ 3 when
the free-electron concentration is below 2 ± 0 � 1018 cm ¯ 3 [79], a tensile strain based on this rela-
tionship is too small to explain the pronounced shift of the LO peak. There are thus other factors
responsible for the negative frequency shift. It is well known that only single phonons near the
center of the Brillouin zone (wave vector q � 0) can contribute to the Raman spectra in an infinite
crystal because the momentum of phonons and photons must be conserved. However, phonons can
be confined in defects in a real crystal, which results in non-conserved momenta and thus allows
phonons with q zè 0 to contribute to the Raman spectra [80]. As a result, the line shape of Raman
spectra may be broadened and asymmetric. Considering this, a so-called spatial correlation model
was constructed [80]. According to this model, the Raman line shapes can be calculated by super-
imposing Lorentzian curves centered at ω(q), weighted by the wave-vector uncertainty caused by
the defects [80],

I  ω ° ∝ ð 1

0

exp  ® q2L2 Ú 4 ° 4πq2dqó ω ® ω  q ° ô 2 ê+» Γ0 Ú 2 ¼ 2 ì (4.3)

where the wave vector q is in units of 2π Ú a, L the correlation length in unit of a, and Γ0
è 3 ± 0 cm-1

the natural full width at half maximum (FWHM) of the intrinsic line shape of the defect-free
material at room temperature [80]. The phonon dispersion curve ω(q) of the LO phonon in GaAs
was taken as [80]

ω  q °·è A ê�½ A2 ® B ó 1 ® cos(πq ° ô¿¾ 1 ò 2
(4.4)

with A è 4 ± 26 � 104 cm-2 and B è 7 ± 11 � 108 cm-4.
Fig. 4.2(c) shows the Raman line shape of the LO modes fitted by Eqs. (4.3) and (4.4), which

exhibit a reasonable agreement with experimental results. Therefore, the negative frequency shift
originates probably from an enhanced wave-vector nonconservation scattering induced by some
defects to imply the aggregation of the defects around the dislocation [53].

Panchromatic CL images over a wavelength range from 400 to 900 nm were acquired by a
photomultiplier [Fig. 4.3(a)]. The image exhibits dark dots corresponding to the dislocations, as
non-radiative recombination centers, contrasting the bright surrounding. Similarly, Fig. 4.3(c)
displays another panchromatic CL image for the same spatial region obtained with a Ge detector,
whose sensitivity range is from 800 to 1600 nm, exhibiting the same trend for the CL intensity
as Fig. 4.3(a), i.e. the total CL intensity decreases from the matrix to the dislocation. In addition
to the near-band-edge (NBE) transitions, two more peaks at 940 nm (1.33 eV) and at 1080 nm
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Figure 4.3: (a) A panchromatic CL image taken by the photomultiplier, whose effective detection range is
from 400 to 900 nm, so the image comes mainly from the near-band-edge emission [see (b)]. (c) Corre-
spondingly, a panchromatic CL image detected by the Ge detector, whose effective detection range is from
800 to1600 nm, so the image comes from the NBE, the � eB 	As � and the � SiGaVGa � 2 	 transitions [see (d)].
(b) and (d) CL spectra of GaAs(100) at 75 K taken from points 1 to 3 marked in (a) by the photomultiplier
and by the Ge detector, respectively. The spectra have not been corrected by the sensitivity curves of the
detectors.

(1.15 eV) have been measured in the CL spectra [Fig. 4.3(d)]. The 1.15 eV band has been identified
as the transitions within  SiGaVGa

° 2 ¯ complexes [68], while the 1.33 eV band is believed to be
due to the recombination from the states near the conduction band, to the acceptor BĀs states,
i.e. (eBĀs) [82]. Therefore, as indicated in Figs. 4.3(b) and (d), the CL images in Figs. 4.3(a)
and (c) are connected to the NBE, the BĀs acceptor-related, and the  SiGaVGa

° 2 ¯ complex-related
emissions, respectively. The  SiGaVGa

° complex is believed to have a double negative charge state
because the previous studies showed that V3-

Ga is the most favorable state of a gallium vacancy
in n-type GaAs:Si [35] [81]. In Chapter 6, it will be confirmed that a gallium vacancy is triply
charged, especially at a high doping level. Fig. 4.3(b) shows that the NBE band lies at 840 nm
(1.47 eV), indicating a red shift from 820 nm (1.51 eV) in semi-insulating GaAs at 75 K due to
the doping effect and possibly a higher concentration of B0

As acceptors. Boron is contributed by
the encapsulant (boron oxide) during crystal growth of GaAs. A boron atom may form a neutral
acceptor (B0

As) or a singly charged one (BĀs). The energy level of B0
As and BĀs is expected to

be respectively around 71 meV and 188 meV above the valence band maximum [114, 115]. The
transitions from the states near the conduction band to B0

Asstates contribute to the NBE band while
the eBĀs transitions result in the 1.33 eV luminescence band.

Eq. (3.18) states that τe Ú τrad is not larger than one, because of the contribution of non-radiative
recombination centers like dislocations. Eq. (3.19) indicates that the density of excess minority
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4 Interactions of Point Defects with Dislocations in GaAs:Si

carriers ∆n  r ° decreases from the matrix to the dislocation (see Sec. 3.2.1). Therefore, the differ-
ence in the experimental CL intensities of a given luminescence band cannot indicate whether the
corresponding defect concentration increases or not. If τe Ú τrad outside the dislocation core (i.e.
r k r0), where the non-radiative effect of the dislocation should be accounted for, is assumed to
keep constant from the matrix to the dislocation, the integral intensities of the three bands are di-
vided simply by ∆n  r ° to eliminate the passivation effect of a dislocation for evaluating the spatial
variation of the defect concentrations as suggested by Eqs. (3.19) and (3.20). In this way, Fig. 4.4
displays a distinct increase in the concentrations of point defects such as BĀs and  SiGaVGa

° 2 ¯
complexes around the dislocations.

Figure 4.4: The defect concentrations from the matrix
to the dislocation deduced by Eqs. (3.19) and (3.20)
(symbols). The curves are the fit to show the expone-
tial decay of the defect concentration with the dis-
tance from the dislocation. The diffusion length Le of
excess minority carriers is obtained as 2.5 µm. C � r �
and Cm are the defect concentrations at the distance
r from the dislocation and in the matrix far from the
dislocation, respectively.

In order to explain why the free-electron and the  SiGaVGa
° 2 ¯ complex concentrations increase

from the matrix to the dislocation, computer simulations based on the diffusion–drift–aggregation
model as described in Eqs. (2.20)–(2.26) were performed. In spite of the amphoteric nature of
the group-IV elements, it is known that nearly all Si atoms take up only Ga sites when the silicon
concentration is below 5 � 1018 cm ¯ 3, as in the present GaAs:Si samples. Therefore, the conver-
sion of the Si IGa species into the SiĀs is neglected in the simulations. At the initial time (t è 0),
the silicon donors were distributed homogeneously from the matrix to the dislocation and the sil-
icon concentration was selected as 1 ± 0 � 1018 cm ¯ 3 so that the free electron concentration in the
matrix is nearly the same as the experimental one. Annealing at high temperatures from 700 ¬ C
to 1000 ¬ C has been revealed to be effective for arsenic precipitation at the dislocation [41, 83].
Arsenic precipitates were found to be dissoluted at the temperature above 1000 ¬ C [44]. It is
found that a longer time is needed at a lower temperature in the simulations in order to achieve the
free-electron concentration comparable with Raman scattering from the matrix to the dislocation.
The simulations of the diffusion–drift–aggregation processes presented here were carried out for 4
hours at 950 ¬ C. The simulations show that CSi úGa

, C
V3 �

Ga
, and C J SiGaVGa K 2 � increase from the matrix to

the dislocation within a short-range increasing distance, i.e, only about 0.03 µm if no precipitate is
formed (γ è 0), (Fig. 4.5). Due to the aggregation around the dislocation, CSi úGa

Ú C0 in the matrix is

actually a bit below 1 to conserve the total amount of Si IGa donors in the whole region. Especially,
in addition to the interaction between a Ga vacancy and a dislocation assumed in the diffusion–
drift–aggregation process [see Eq. (2.23)], the Fermi-level effect under consideration enhances the
aggregation of V3

Ḡa and  SiGaVGa
° 2 ¯ complexes around the dislocation. In fact, an increase in

the silicon concentration causes a higher Fermi level and thus reduces the formation energies of
a Ga vacancy and a  SiGaVGa

° 2 ¯ complex to increase their concentrations [36]. As a competition
of the amount of Si IGa donors with that of V3

Ḡa and  SiGaVGa
° 2 ¯ acceptors, the free-electron con-

centration also becomes higher near the dislocation. However, the extent of about 0.03 µm in the
simulation is too small to match the experimental results from the Raman scattering study [see
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4.2 Results and discussion

Fig. 4.2(b)], which shows an extent of about 10 µm around the dislocation.

Figure 4.5: (a) The simulated spatial distribution of Si ÀGa and (b) the simulated spatial distribution of V3 	Ga
and � SiGaVGa � 2 	 after 4 hours at 950 ß C (C0 is the respective equilibrium concentration at the initial time);
the corresponding distribution of the free-electron concentration is shown in the inset of (a). r is the distance
from the dislocation. A log scale is used for r to clearly distinguish the long-range and short-range effects
due to precipitation and the interactions between point defects and the dislocation. γ is in unit of s 	 1. The
arrows are drawn to guide the eyes (same below).

Assuming the formation of arsenic precipitates at the dislocation (γ è 1 and γ è 5), the increase
in CSi úGa

, C
V3 �

Ga
, and C J SiGaVGa K 2 � , as well as in the free-electron concentration is extended signifi-

cantly up to a radius of 10 µm or so. A larger γ means a higher precipitation rate. Comparison
of the three cases with different values of γ states that the higher formation rate of arsenic pre-
cipitates reduces further the number of Si IGa donors but increases that of V3

Ḡa and  SiGaVGa
° 2 ¯ ,

so the free-electron concentration decreases with increasing γ at the same distance from the dis-
location. In fact, the free-electron concentration is determined mainly by Si IGa, so a similar trend
to Si IGa appears, because the concentrations of both V3

Ḡa and  SiGaVGa
° 2 ¯ are far below that of

Si IGa. Experimentally, Raman scattering shows that the free-electron concentration increases from
the matrix to the dislocation and, particularly, that the region of the increase is broad, i.e. about
10 µm from the dislocation [Fig. 4.2(b)], comparable to the simulations with γ è 5. Therefore, the
direct comparison of computer simulations with Raman scattering indicates that the formation of
arsenic precipitates is critical for the spatial redistribution of free electrons. Comparing Fig. 4.5
with Fig. 4.4 indicates that the simulated spatial distribution of point defects is qualitatively, not
quantitatively, in agreement with that deduced from CL measurements. The difference may pos-
sibly be related to the fact that the effect of the other non-radiative recombination centers such as
EL2 and precipitates on the CL intensity has been neglected in evaluating the defect concentration
through CL measurements.

In summary, the interactions of point defects with dislocations in the case of n-type Si doped
GaAs(100) have been studied by means of Raman scattering and cathodoluminescence, in combi-
nation with computer simulations based on a microscopic diffusion–drift–aggregation model. The
studies elucidate that the interactions induce silicon dopants, gallium vacancies and  SiGaVGa

° 2 ¯
complexes to diffuse to and to accumulate at the dislocations. Computer simulations reveal that the
experimentally extended increase of the free-electron and  SiGaVGa

° 2 ¯ concentrations originates
from the formation of arsenic precipitates at the dislocation. It should be stressed that the effect of
arsenic precipitates on the spatial distribution of point defects from the matrix to the dislocation is
rather rough in the simulations because Eq. (2.29) was not obtained strictly from the detailed ki-
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4 Interactions of Point Defects with Dislocations in GaAs:Si

netic process as indicated by Eq. (2.28). As has been pointed out in Sec. 3.2.1, precipitates may act
as non-radiative recombination centers to reduce the luminescence. Therefore, the experimental
evaluation of the defect concentrations around the dislocation based on Eq. (3.20) is not accurate.
This may be one reason why the simulations are only qualitatively, not quantitatively, in agreement
with the CL data (compare Figs. 4.4 and 4.5). However, the results of Raman spectroscopy, where
the distribution of the free-electron concentration at the dislocation was deduced from, are in a
good quantitative agreement with the simulations.
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In this chapter, the interactions of point defects with in-grown and fresh dislocations will be studied
in GaAs:S. Moreover, the influence of the dislocations on the spatial distribution of point defects
as a function of the sulfur concentration will be discussed. The diffusion of sulfur atoms into
GaAs has been investigated in various studies [84], but information on the interactions between
the point defects and dislocations in GaAs:S have not been given up to now although this directly
affects some technological applications of sulfur in some certain GaAs-based devices. Different
from n-type GaAs:Si, where most silicon atoms occupy gallium sublattice sites and their diffusion
is mediated by gallium vacancies, sulfur atoms in GaAs:S take up arsenic sublattice sites. They
diffuse via the kick-out mechanism mediated by interstitial arsenic atoms. In spite of the different
diffusion mechanism from GaAs:Si, the whole characters of the dislocations in GaAs:S will be
found to be similar to in GaAs:Si. This means that an extended region of increased free-electron
concentration around the dislocation is also the case in GaAs:S. Although dislocations act as non-
radiative recombination centers to passivate the luminescence, whether the dislocations appear
dark or bright in the CL images contrasting their surroundings will be elucidated in this chapter as
the competition between radiative and non-radiative recombination channels.��¼¾½ ·XãùËMÄ@À�Á8ÌºÃ£Ó�÷zåÔÇ(ÁHÂ�ÓÍ�ÃÒÆ�ÏÒÁÔÄÑÐFÀÈÃÎÁ�ÓFÆ<Á�ÓæËÊÏÒË�Ä@ÀÈÇhÃÒÄÑÐNÏXÐNÓÊÍÖÁÃ�ÊÀÈÃÒÄÑÐwÏ�ÊÇ�ÁÃ�NË'Ç ÀÈÃÒË5Æ
Similar to the case of GaAs:Si, samples of n-type sulfur doped GaAs with (110) surfaces were
grown by the VGF technique under arsenic-rich conditions. The sulfur concentration is about
1 ± 65 � 1018 atoms Ú cm3. The samples were firstly cleaned by mechano–chemical polishing. Then
they were etched by the DSL photoetching procedure as described in Chapter 4 in order to re-
veal the in-grown dislocations at the sample surface in Raman scattering experiments. Raman
scattering at room temperature and cathodoluminescence experiments at 75K were carried out to
determine the spatial distribution of the free-electron concentration and luminescence due to inter-
actions between point defects and dislocations. The experimental procedures are the same as the
ones in Chapter 4.

The x–ray Laue pattern confirms that the surface of GaAs used here is nearly of the (110)
orientation. According to the selection rules, the LO phonon is prohibited, while the TO mode is
allowed in the Raman scattering from (110) surfaces of a perfect GaAs crystal. A certain disorder
around the dislocation or a small deviation from the (110) orientation may result in the appearance
of the LO phonon in Raman scattering [Fig. 5.1(a)]. The L- and L+ peaks are the two submodes of
the split LO phonon due to the phonon–plasmon coupling. The L- submode probably degenerates
with the TO phonon present in the Raman spectra, so it is no more suitable to take the ratio
of the intensity of the L- mode to that of the LO mode for the calculation of the free-electron
concentration by Eqs. (3.14) and (3.15). Alternatively, the peak position of the L I mode is utilized
for this purpose according to Eqs. (3.8) and (3.10). Fig. 5.1(c) shows a hillock in the optical image
after the DSL etching, indicating an increased free-electron concentration around the dislocation,
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5 Interactions of Point Defects with Dislocations in GaAs:S

as is confirmed by the spatial mapping of the free-electron concentration calculated from the peak
position of the L I mode [see Fig. 5.1(d)]. The free-electron concentration increases from the
matrix (1.64 � 1018 cm-3) to the dislocation (1 ± 75 � 1018 cm-3) with a radius of about 10 µm, similar
to that in n-type GaAs:Si. One more Raman mode around 200 cm-1 occasionally appears in the
Raman spectra [Fig. 5.1(b)]. This mode, generally attributed to the TO phonon of rhombohedral
arsenic precipitates, suggests their formation at the dislocations [67]. The LO phonon of arsenic
precipitates at 257 cm-1 cannot be distinguished in the present Raman spectra, possibly because of
its submergence into the broad TO Ú L ¯ peak.

10 µm

(c)

10 µm

D

M
M

D

(d)

Figure 5.1: (a) Raman spectra around the dislocation and in the matrix in (110)-orientation GaAs:S. (b)
Arsenic-precipitate-related feature appears in the Raman spectra at the dislocation. For better resolution of
the TOAs peak, a smaller confocal hole and thus a smaller focus diameter at the surface of the sample than
in (a) was selected. (c) Light microscopy image of a hillock at the dislocation after the DSL etching. (d) A
map of the spatial distribution of the free-electron concentration around the dislocation revealed by Raman
scattering. It increases from 1.64 º 1018 cm-3 in the matrix (M) to 1 � 75 º 1018 cm-3 at the dislocation (D).
The position is the same as in (c).

Panchromatic CL images at a wavelength range from 400 to 900 nm were acquired by a pho-
tomultiplier. One of them is shown in Fig. 5.2(a). The image exhibits dark dots, corresponding
to dislocations, contrasting the bright surrounding. Similarly, Fig. 5.2(c) shows another panchro-
matic CL image of the same spatial region. This picture is obtained by the Ge detector, whose
sensitivity range is from 800 to 1600 nm. As a matter of fact, as indicated in Fig. 5.2(b) and
(d), the CL images in Figs. 5.2(a) and (c) are connected to the NBE, BĀs acceptor-related, and SAsVGa

° 2 ¯ complex-related emissions, respectively. BĀs is contributed by the encapsulant (boron
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5.1 Effect of in-grown dislocations on electrical and optical properties

oxide) during the growth of GaAs. The luminescence band at 830 nm (1.49 eV) is correlated with
the NBE transition. The other two bands at 930 nm (1.33 eV) and at 1050 nm (1.18 eV) have
been observed by the Ge detector [Fig. 5.2(d)]. The 1.18 eV band is identified as the transitions
within the  SAsVGa

° 2 ¯ complexes [68], while the 1.33 eV band is due to the recombination from
the states near the conduction band to the BĀs acceptor states, about 180 meV above the valence
band [82].

5 µm

1
2

3

(a)

5 µm

(c)

Figure 5.2: (a) A panchromatic CL image of GaAs:S taken by the photomultiplier. The image comes
mainly from the NBE emission [see (b)]. (c) A panchromatic CL image for the same region as in (a) taken
by the Ge detector. The image comes mainly from the NBE, the � eB 	As � , and � SAsVGa � 2 	 transitions [see
(d)]. (b) and (d) CL spectra of GaAs:S at 75 K taken at different positions 1, 2, and 3 marked in (a) by the
photomultiplier or by the Ge detector. The spectra and images weren’t corrected according to the sensitivity
of detectors.

Similar to the treatment of the CL results of GaAs:Si in Chapter 4, the integral intensities
of the three bands are divided by ∆n  r ° so as to eliminate the passivation effect of a disloca-
tion. In this way, the spatial variation of the defect concentrations is evaluated, as suggested by
Eq. (3.20). Fig. 5.3 shows a distinct increase in the concentrations of point defects such as BĀs
and  SAsVGa

° 2 ¯ complexes around the dislocations, similar to that in n-type GaAs:Si discussed in
Chapter 4.

As will be shown in Sec. 5.3, the interaction of point defects with dislocations and arsenic
precipitation at the dislocation result in the spatially extended increase in the free-electron con-
centration from the matrix to the dislocation in GaAs:S, as revealed by Raman scattering [see
Fig. 5.1(d)]. Additional investigations of n-type GaAs:Te show that the free-electron concentra-
tion decreases from the matrix to the dislocation although tellurium atoms occupy arsenic lattice

37



5 Interactions of Point Defects with Dislocations in GaAs:S

Figure 5.3: Variation of defect concentrations from
the matrix to the dislocation in GaAs:S. The symbols
represent the values deduced by Eqs. (3.19) and (3.20)
from the experimental intensity of the corresponding
CL bands; the curves are the fit and show an expo-
nential increase in the concentrations of various de-
fects from the matrix to the dislocation. The effective
diffusion length Le of excess carriers is obtained as
2.5 µm. C � r � and Cm are the defect concentrations at
the distance r from the dislocation and in the matrix
far from the dislocation, respectively.

sites as sulfur atoms. It has been found that there are much more dislocation loops in GaAs:Te than
in GaAs:S. Fig. 5.4 shows a TEM bright-filed image of n-type GaAs:Te to reveal interstitial dis-
location loops at the in-grown dislocation. The formation of a lot of interstitial dislocations loops
may largely consume the interstitial arsenic so that no arsenic precipitate can be formed. Accom-
panying the formation of interstitial dislocation loops, gallium vacancies acting as acceptors, are
pronouncedly generated,

1 µm

g 220

Figure 5.4: A TEM bright-field image of n-type
GaAs:Te shows the decoration of interstitial disloca-
tion loops at the in-grown dislocation. g denotes the
diffraction vector.

IAs ñ VGa ê Φ ± (5.1)

where Φ represents an interstitial dislocation
loop. As a result, the free-electron concentra-
tion near the dislocation becomes lower than
in the matrix. Therefore, these studies eluci-
date that the increase or decrease in the free-
electron concentration from the matrix to the
dislocation cannot be simply attributed to a
dilution of the concentration of acceptors or
donors occupying the arsenic sublattice sites
at the dislocation suggested in Refs. [44] and
[67]. Isolated gallium vacancies are not sta-
ble at low temperatures. They combine with
Te IAs donors to form  TeAsVGa

° 2 ¯ complexes
in GaAs:Te. Correspondingly, a luminescence
band at about 1.20 eV, originating from inter-
nal transitions within  TeAsVGa

° 2 ¯ complex-
es, has been observed in GaAs:Te, as in n-type
GaAs:Si and GaAs:S.
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In order to further understand the effect of dislocations on electric and optical properties of GaAs
with respect to their interaction with point defects, a set of GaAs:S samples with fresh dislocations
have been prepared as follows. In such a way, the influence of parameters such as temperature,
arsenic pressure, and dopant concentration on the interaction can be determined. In-diffusion
experiments were carried out with sulfur of different quantities solved in benzene  C6H6

° . Semi-
insulating GaAs wafers with (001) surfaces grown by the VGF technique were used. The in-
diffusion experiments were performed under 1 atmosphere arsenic pressure at 1100 ¬ C for 12
hours in quartz ampoules after evacuating them to a pressure below 1 ± 5 � 10 ¯ 6 Torr. After 12 hours
at 1100 ¬ C, the samples were quenched immediately in water. As a third step, fresh dislocations
were created by scratching the (001) surface along the ó 100 ô direction using a diamond scriber at
room temperature. The applied load was 6 mN. The orientation of the scratch and the character
of the dislocations are shown in Fig. 5.5. Finally, the samples were annealed at 900 ¬ C for 2
hours in sealed quartz ampoules still under 1 atmosphere arsenic pressure and then cooled down
at a rate of 0.6 K/s. In this way, the diffusion, drift, and aggregation of point defects at the
dislocation is realized. It is well known that a scratch in the Û 100 Ü direction on a (001) surface leads
mainly to dislocations on  11̄1 ° As and  111 ° Ga slip planes [48]. Before each thermal processes,
the quartz ampoules used were cleaned by RCA1  H2O : H2O2 : NH3

è 5 : 1 : 1 ° and RCA2 H2O : H2O2 : HCl è 6 : 1 : 1 ° solutions to remove the carbon and other organic residuals (RCA1)
and metals (RCA2) possibly existing in the quartz ampoules. The GaAs samples were cleaned by
HCl to remove oxide at the surface. Afterwards, secondary ion mass spectroscopy (SIMS) was
performed to evaluate the sulfur concentrations in the final samples. R The samples were observed
by Raman scattering, TEM, and CL.

s

s

[ ]110

(001)

Scratch

(1 1)As1

[110]
[100]

Figure 5.5: The schematic diagram of the
formation of dislocations at a scratch on a
GaAs(001) surface. With the scratch along the� 100 � direction, elongated loops with leading
60 ß α or β and long screw dislocations may
be formed on the Ç 11̄1 È As or � 111 � Ga slip
planes. Only one slip plane is shown here.
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SIMS reveals that the sulfur concentration near the surface of GaAs increases from sample 1#
(1 ± 0 � 1016 cm-3), 2# (2 ± 5 � 1017 cm-3) to 3# (1 ± 5 � 1018 cm-3) and that the concentration of boron
atoms acting as acceptors is 5 ± 0 � 1017 cm-3.

Figs. 5.6, 5.7 and 5.8(a) and (b) show some dislocations which appear as dark dots to indicate
that the dislocations end at (001) surface of GaAs. The other dark lines in CL images representn

SIMS was performed at RTG Mikroanalyse GmbH Berlin.
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Figure 5.6: (a) A panchromatic CL image taken by the photomultiplier. (b) A panchromatic CL image in
the same region as (a) taken by the Ge detector. (c) CL spectra of GaAs(001):S with a sulfur concentration
of 1 � 0 º 1016 cm-3 (sample 1#) at 75 K taken at different positions, A, B, and C marked in (a), from the
matrix to the dislocation-rich region. In (b), S denotes scratch.

dislocations inclined or parallel to the (001) surface. Both the dark dots and lines are aligned inÛ 110 Ü directions from the scratched line.

The CL images in Figs. 5.6, 5.7 and 5.8 (a) are correlated with the NBE luminescence while
those in Figs. 5.6, 5.7 and 5.8(b) are contributed mainly by the deep-level defect-related recombi-
nation with a wavelength of the emitted luminescence larger than 900 nm. With increasing sulfur
concentration, the defect-related luminescence band and thus possibly their origin vary [compare
(c) of Figs. 5.6, 5.7 and 5.8]. The defect-related luminescence will be discussed in more detail in
Chapter 6, where the bands at 930 nm, at 950 nm and at 1080 nm are determined to be connected
to BĀs,  SAsVGa

° ¯ , and  SAsVGa
° 2 ¯ , respectively. Since the sulfur concentration in sample 1# is

so low that it is nearly semi-insulating, the defect-related luminescence is mainly from the transi-
tion of  eBĀs

° [see Fig. 5.6(c)]. When the sulfur concentration is high enough (2 ± 5 � 1017 cm-3)
in sample 2#, the transitions within the  SAsVGa

° ¯ complexes are dominant. Although the sul-
fur concentration and thus the  SAsVGa

° ¯ -complex concentration in sample 2# is still below the
boron concentration (5 ± 0 � 1017 cm-3), the luminescence band around 930 nm related to BĀs is
rather weak so that it is submerged in the band around 950 nm due to the transitions within the SAsVGa

° ¯ complexes [see Fig. 5.7(c)]. The fact indicates that the recombination probability
through the channel of  eBĀs

° is smaller than the one through the channel of the complexes [see
Eq. (3.20)]. At the highest sulfur concentration (sample 3#), mainly the transitions within the
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5.2 GaAs:S with fresh dislocations

15 µm

A
B

C

(a)

15 µm

(b) (c)

Figure 5.7: (a) A panchromatic CL image taken by the photomultiplier. (b) A panchromatic CL image in
the same region as (a) taken by the Ge detector. (c) CL spectra of GaAs(001):S with a sulfur concentration
of 2 � 5 º 1017 cm-3 (sample 2#) at 75 K taken at different positions, A, B, and C marked in (a), from the
matrix to the dislocation-rich region.

 SAsVGa
° 2 ¯ complexes contribute to the defect-related luminescence band around 1080 nm [see

Fig. 5.8(c)]. Engler et al. found that the radiative recombination within the  SAsVGa
° 2 ¯ com-

plexes could exceed the non-radiative channels at the dislocations so that the dislocations have a
bright contrast when the concentration of the sulfur atoms and the  SAsVGa

° 2 ¯ complexes is high
enough [85].

Although the dark dislocations contrast with their locally bright surroundings, the contrast for
the defect-related luminescence from the matrix to dislocation-rich region is different from a low
to a high sulfur concentration, that is, the intensity of the defect-related luminescence band from
the matrix to the dislocation-rich region decreases at the lowest sulfur concentration [sample 1#,
see Figs. 5.6(b) and (c)], then weakly increases at the modest sulfur concentration [sample 2#, see
Figs. 5.7(b) and (c)], and increases at the high sulfur concentration [sample 3#, see Figs. 5.8(b)
and (c)]. The density of the dislocations generated near the scratch is high so that they are very
close to each other, so the luminescence around an individual dislocation may be influenced by
the neighboring ones. Therefore, it is not meaningful to identify the effect of a single dislocation
on the luminescence. Comparisons of the luminescence between the dislocation-free matrix and
the dislocation-rich region are made.

Given that the excess electron–hole pairs available for the NBE transition are assumed to keep
constant from the matrix to the dislocation region, and that τe Ú τrad at the same position is the
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Figure 5.8: (a) A panchromatic CL image taken by photomultiplier. (b) A panchromatic CL image the
same region as (a) taken by the Ge detector. (c) CL spectra of GaAs(100):S with a sulfur concentration of
1 � 5 º 1018 cm-3 (sample 3#) at 75 K taken at different positions, A, B, and C marked in (a), from the matrix
to the dislocation-rich region.

same for the different luminescence bands, a parameter C RCL is introduced in order to eliminate the
passivation effect of dislocations to connect roughly CL intensity directly to the concentration of
the corresponding point defects,

C RCL
è I  r ° Ú INBE  r °

IM Ú IM
NBE

∝
C  r °
CM (5.2)

In Eq. (5.2), I  r ° and INBE  r ° or IM and IM
NBE represent the integral intensity of a defect-related

luminescence band and the NBE band at the distance r from the dislocation, or in the matrix far
from the dislocation, respectively. C  r ° or CM denotes the concentration of defects at the distance r
from the dislocation or in the matrix. It is worth noting that the direct application of Eqs. 3.19 and
(3.20) for evaluating the difference in the defect concentration from the matrix to the dislocation-
rich region is no longer suitable here since the distance r from an individual dislocation in the
dislocation-rich region is ambiguous. For accurately evaluating the integrated CL intensity of the
luminescence band, the CL spectra have actually been decomposed into four bands, i.e. NBE, eBĀs

° -related,  SAsVGa
° ¯ -related, and  SAsVGa

° 2 ¯ -related bands. Fig. 5.9 shows that the CL
contrast from the matrix to the dislocation-rich region and thus the aggregation of  SAsVGa

° 2 ¯
complexes around the dislocation is enhanced with increasing sulfur concentration, comparable
to the simulated results, where the arsenic precipitates are assumed to be formed at individual
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5.2 GaAs:S with fresh dislocations

dislocations in accordance with Sec. 2.5.2.

Figure 5.9: (a) The CL contrast of the 1.20 eV-luminescence band, originating from the transitions within� SAsVGa � 2 	 complexes, as a function of position from the matrix to the dislocation-rich region. The sepa-
ration between two neighboring points is about 4 µm. (b) Simulated spatial distribution of the � SAsVGa � 2 	
complexes at an individual dislocation with different sulfur concentrations in the matrix. r is the distance
from the dislocation. The simulation were carried out at 900 ß C for 2 hours based on the diffusion–drift–
aggregation model built in Sec. 2.5.2. Arsenic precipitation at the dislocation was assumed in the simula-
tions (γ �f« 1 � .

The simulations can interprete qualitatively, but not quantitatively the experimental results. Sev-
eral limitations should be considered. 1.) The samples after thermal processing might contain
some defects in non-thermal equilibrium so that the defect concentration is higher than in the
simulation, where the defect concentration at thermal equilibrium was utilized at initial time. 2.)
Dislocation climb is not included in the simulations although it may be a very important process
when annealing the sample with fresh dislocations. In practice, dislocation climb would induce
the absorption of Ga vacancies (As interstitials) plus the simultaneous emission of As interstitials
(Ga vacancies) [33]. Moreover, the dislocation density as shown in CL images is so high that
the dislocation-dislocation interactions should have been taken into account in the simulations.
3.) The possible effect of the residual stress due to the deformation on the luminescence is not
experimentally accounted for. 4.) Arsenic precipitation around the dislocation may actually be
accompanied by emission of vacancies for accommodating the precipitates although the process
was neglected in the simulations.�¦�G�¦�G�ÎÍÏ�ÑÐ (wÒ2%�,>aÓÌ/1&9h�"(�)&%�(>cAc<a�,�%�0±^w�5%'`"(w.E19h�5(w)2%
Transmission electron microscopy (TEM) with a 1000 kV high voltage microscope (JEM 1000)
was applied to characterize the nature of the dislocations. Fig. 5.10 shows a series of dislocations
as dark lines in the TEM bright-field (BF) diffraction contrast. Stacking faults are also visible,
appearing as fringes in Figs. 5.10(a) and (c). The nature of the dislocations created by scratch
is determined from the TEM bright-field images by using g S b è 0 invisible rule, where g is the
diffraction vector and b is the Burgers vector.

The dislocations are found to be mixture of Shockley partial dislocations, having Burgers vec-
tors of a Ú 6 Û 112 Ü , and perfect dislocations with Burgers vectors of a Ú 2 Û 110 Ü . The dislocations at
different glide planes may attract each other to intersect each other at some segments, as AB and
CD dislocations in Fig. 5.10(d). The extinction length ξg for the Û 220 Ü and Û 040 Ü diffraction vec-
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Figure 5.10: TEM bright-field images of the GaAs:S sample 2#. (a) and (b) are taken at the same positions
but with the different diffraction vectors g. (c) A higher magnification of the marked region in (a) to show
the stacking fault. (d) The intersection of two dislocations (circle). The typical characters of dislocations
are the same for the samples 1# and 3#.

tors is about 50 nm, so the width of a dislocation dark contrast in TEM BF contrast is ξg Ú π , about
17 nm. This implies that the diameter of a precipitate at the dislocation must be larger than 17 nm
in order to be observed from the TEM BF contrast. The diffusion–drift–aggregation process was
experimentally carried out at 900 ¬ C for 2 hours. This temperature may be low and the time may
be short for arsenic precipitates to be significantly formed at the dislocations. This may be the
reason why TEM BF contrast cannot systematically detect precipitates.

No interstitial or vacancy dislocation loops are systematically observed in the GaAs:S samples
under investigation, although it is the case in group-VI (Te) doped GaAs [86,87]. In-diffusion ex-
periments of sulfur in GaAs showed that the amount of dislocation loops depends on the annealing
conditions and they can be formed only when the gallium vacancies are supersaturated [88].
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Metal-semiconductor composites, in which metal precipitates are dispersed in a crystalline semi-
conductor, present a fruitful field of investigation for various electrical and optical properties with
some potential applications. Special attention has been paid to arsenic precipitates in GaAs. Ar-
senic precipitates are assumed to be semimetallic in nature and to form buried Schottky barri-
ers [89]. Many investigations have shown that arsenic precipitates could be formed after annealing
above 550 ¬ C of low-temperature-grown (LT) GaAs containing 2 vol.% excess arsenic in the form
of As IGa antisites and IAs interstitials [90]. The semimetallic nature of arsenic precipitates was
exploited to modify the electronic properties of LT-GaAs [91]. Other works reported that arsenic
precipitates exist at dislocations, despite their absence in the matrix of semi-insulating or doped
bulk GaAs [41,67,72]. As it is revealed in Raman spectra from n-type GaAs:Si and GaAs:S in the
former sections, the free-electron concentration increases from the matrix to the dislocation in a
cylinder having a radius as large as 10 µm, which was preliminarily explained by considering the
formation of arsenic precipitates at dislocations. It is thus of fundamental interest to further clarify
why arsenic precipitates prefer to stay at dislocations, but not in the matrix and to what extent
they can influence the spatial distribution of point defects and the free-electron concentration. The
computer simulations presented here will show that it is energetically and kinetically favorable
for arsenic precipitates to stay at dislocations. Two kinds of simulations have been carried out.
The first approach is molecular dynamics (MD) simulations to explore the difference in the total
energy of the As–GaAs system as a function of the distance of the arsenic precipitate from the dis-
location. In the second approach, the microscopic diffusion–drift–aggregation processes of point
defects are simulated to elucidate i.) whether there are kinetic reasons to form arsenic precipi-
tates at dislocations, but not in the matrix, and ii) why the free-electron concentration obtained in
previous Raman scattering experiments increases from the matrix to the dislocation in a cylinder
having a radius as large as 10 µm in n-type GaAs such as GaAs:Si and GaAs:S.�¦�GZ¦������)&,>a�j�,£9h��.-c¿1>.x9_(4a
Molecular dynamics simulations have been performed to elucidate whether the formation of ar-
senic precipitates at the dislocation in GaAs is energetically favorable or not. Simply, MD is a
computer simulation technique where the time evolution of a set of interacting atoms is com-
pletely determined by integrating their equations of motion, given a set of initial positions and
velocities. In MD, the classical equation of motion of an atom i is the usual Newtonian equation

mi
d2ri
dt2

è Fi
è ® ∇iE ì (5.3)

where mi is the mass of atom i, ri its coordinate and Fi the force acting upon it due to the interac-
tions with other atoms; E is the interaction potential of the system containing N atoms. Eq. (5.3)
can be solved by numerical integration to produce the atomic trajectories. The velocity Verlet
algorithm was applied for this purpose in the present MD simulations [92].

In most semiconductors, the atoms are bound by forming covalent or predominantly covalent
bonds. The covalent bonds typically have a strong directional dependence with some preferred
angles between the bonds because of the nature of the hybridization of the electron orbitals. So
the interaction potential should have an angular dependence, and thus they are at least three-
body potentials. Several empirical potentials such as Stillinger–Weber [93] and Tersoff-type [94]
potentials, especially for C, Si, Ge, GaAs and InAs, have been developed to allow one to simulate
a large atomic system. The common character of the potentials is that they explicitly consist of
two-body and three-body interactions. A so-called Sayed potential based on the Tersoff-potential
formalism is used here to construct the interactions between Ga–Ga, As–As and Ga–As, depending
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5 Interactions of Point Defects with Dislocations in GaAs:S

on the local environment [95]. The total potential energy of the system is

E è 1
2 ∑

i Øý j
fc  ri j

°wÙ Erep  ri j
°V® Bi jEbond  ri j

°ÛÚ ì (5.4)

where fc  ri j
° is a smooth cutoff function,

fc  ri j
°}è ª«¬ «

1 ì  for ri j ï Ri j
°

1
2 ê 1

2 cos Ù π  ri j
® Ri j

° Úv Si j
® Ri j

°ÛÚ ì  for Ri j ï ri j ï Si j
°

0 ì  for ri j k Si j
° ì (5.5)

Erep  ri j
°Èè Ai jexp  ® λi jri j

° and Ebond  ri j
°�è"® Bi jexp  ® µi jri j

° ì (5.6)

Bi j
è  1 ê β ni j

i j
ζ ni j

i j
° 1

2ni j ± (5.7)

Here,
ζi j

è ∑
k Øý i O j fc  rik

° g  θ jik
° exp Ù η3

ik  ri j
® rik

° 3 Ú ì (5.8)

g  θ jik
°�è 1 ê c2

ik
d2

ik

® c2
ik

d2
i j ê� hi j

® cosθ jik
° 2 ± (5.9)

Here ri j is the distance between atoms i and j. Bi j measures the relative strength of the attraction
between atoms i and j, which depends on the parameters β , n, and the function ζ i j , which mea-
sures the total effect of all nearby atoms on the interaction. θ jik is the angle between ri j and rik.
The parameters A, B, R, S, c, d, λ , µ and h are determined by fitting experimental data such as lat-
tice constant, cohesive energy, elastic constants of bulk GaAs, as well as of small As precipitates
and of GaAs dimers. Table. 5.1 gives Sayed’s potential parameters for Ga–Ga, Ga–As and As–As
interactions used in the present molecular dynamics simulations. From Sayed’s potential with the
original parameters, the zinc-blende structure is not in the ground state of a bulk GaAs crystal, and
vanishingly small values of the Young’s modulus and elastic constant C44 are obtained. However,
by setting the parameter η è 0, the potential gives a fairly reasonable behavior [96].

Table 5.1: Parameter values for Sayed’s potential used in the present MD simulations [95]

Ga–Ga Ga–As As–As
n 3 � 4729041 6 � 317410 0 � 60879133
c 0 � 07629773 1 � 226302 5 � 27313100
d 19 � 796474 0 � 790396 0 � 75102662
h 7 � 1459174 � 0 � 518489 0 � 15292354
β 0 � 23586237 0 � 357192 0 � 00748809
λ 2 � 50842747 2 � 82809263 2 � 384132239
µ 1 � 490824 1 � 72301158 1 � 728726300
η 0 0 0
A 993 � 888094 2543 � 29720 1571 � 86084
B 136 � 123032 314 � 459660 546 � 4316579
R 3 � 4 3 � 4 3 � 4
S 3 � 6 3 � 6 3 � 6

A perfect GaAs matrix was built as a 7 L 2a � 8 L 6a � 6 L 3a block in ó 110 ô , ó 112 ô , and ó 111 ô
directions (lattice parameter a è 5 ± 65 Å). It contains 16128 atoms. Next, all the atoms were dis-
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5.3 Why are arsenic precipitates formed at dislocations

placed according to the isotropic elasticity theory to generate a 90 ¬ partial glide dislocation in the
center of the supercell. According to the isotropic elasticity theory, due to the existence of an
edge dislocation, an atom is displaced from its equilibrium position only in the directions perpen-
dicular to the dislocation line. The displacement depends on the Burgers vector, Poisson’s ratio,
and its coordination from the dislocation [97]. Although most crystals are elastically anisotropic,
it is simpler to use linear isotropic elasticity theory. This still results in a good approximation,
except for the dislocation core, for energy of the dislocation, the interaction force between two
dislocations and the interaction energy between the dislocation and the point defect [97]. In the
MD simulations, the matrix is divided into two regions, boundary and core regions. The thickness
of the boundary region is larger than the cutoff radius in order to avoid that atoms in the core
region feel the finiteness of the system. The atoms in the boundary region are fixed and those in
the core region are allowed to move freely. There are hence 9086 movable and 7042 fixed atoms
in the supercell. A periodic boundary condition has been applied in the ó 110 ô direction, and a fixed
boundary conditions has been imposed in the ó 112 ô and ó 111 ô directions. The newly constructed
GaAs matrix with a dislocation has been equilibrated at a temperature T è 0K. Next, an arsenic
precipitate with 83 atoms was embedded into the GaAs matrix at some position. The precipitate
must be large enough. Otherwise, if the precipitate is too small, such as a few atoms, the total en-
ergy of the system depends further on the detailed sites (e.g. bond center, hexagonal or tetrahedral
sites) occupied by the precipitate in addition to the distance of the precipitate from the dislocation.
The structure of the modeled precipitate is rhombohedral, in accordance with experiments [98].
Afterwards, the system was relaxed by means of MD energy minimization at 0 K (i.e. the velocity
is set to zero when the dot product of force and momentum is negative. Otherwise, the velocity is
unchanged) for a time long enough that its total internal energy no longer varies with time.

Figure 5.11: MD calculation of the difference in
the total energy of the As83–GaAs system as a
function of the distance of the As83 precipitate
from the dislocation in the � 112� direction. The
90 ß partial dislocation lies at Y « 0 in the � 112�
direction and at Z « 0 in the � 111 � direction. The
line is drawn to guide the eye.

The arsenic precipitate was placed at several positions Y in the ó 112 ô direction with the precipi-
tate center–of–mass coordinates X è 0 in the ó 110 ô and Z è 0 in the ó 111 ô direction for calculating
the total internal energy Etotal  Y ° of the As–GaAs system. Fig 5.11 shows the difference in the
total internal energy, ∆E è Em

total
® Etotal  Y ° as a function of the position Y of the precipitate from

the dislocation. Em
total corresponds to the total energy in the matrix far from the dislocation. Since

the internal energy is negative, a larger ∆E means that the As–GaAs system has a smaller total
energy and thus lies in a more stable state. Therefore, it can be concluded from Fig. 5.11 that it
is energetically favorable for arsenic precipitates to stay at the dislocation. From observations by
transmission electron microscopy [98], arsenic precipitates have been found with diameters of at
least several tens of nanometers, by far larger than the simulated As83. However, it is still impossi-
ble for the processing capability of present computers to simulate such a large-precipitate-matrix
system. In general, large precipitates originate mainly from the coarsening of smaller precipitates,
or from small aggregates acting as capture sites for single atoms. Although the MD simulation
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does not take into account the nucleation of precipitates and the coarsening, it is expected that
larger precipitates prefer to stay at dislocations as well.�¦�GZ��G�ÆÜC�7)&,£9h��.fc¿1>.x9_(4a
As a second step, the simulations of the diffusion–drift–aggregation processes of point defects
have been carried out for a time of 4 h at 1000 ¬ C by applying the model constructed in Sec. 2.5.2.
The dislocation-core radius is taken as 7Å. A capture radius of 14Å for forming precipitates is
used in the simulations. The possible size effect of precipitates on the diffusion–drift–aggregation
processes is ignored. Sulfur with a concentration of Ceq

S
è 2 ± 0 � 1018 cm ¯ 3 is evenly distributed

throughout the matrix regardless of the presence of dislocations at the initial time t è 0. Corre-
spondingly, Ceq

IAs
, Ceq

V3 �
Ga

and CeqJ
SAsVGa K 2 � are estimated to be 5 ± 0 � 1017 cm ¯ 3, 8 ± 6 � 1016 cm ¯ 3, and

2 ± 3 � 1016 cm ¯ 3, respectively [84]. These initial concentrations have been selected on the assump-
tion that point defects are in local thermal equilibrium at t è 0. The result of the simulations
(Fig. 5.12) indicates that the concentration of IAs increases from the matrix to the dislocation
within a short distance if no precipitate is formed at the dislocation (γ R è 0). This is known as
a Cottrell atmosphere around the dislocation. R Provided that the solubility of interstitial arsenic
atoms at any position is assumed to be the same as that in the matrix (Ceq

IAs
), the aggregation of

IAs at the dislocation increases the supersaturation ratio Σ and thus the probability to form arsenic
precipitates according to the classic nucleation theory [see Eq. (2.45)]. It should be noticed that
CIAs

Ú Ceq
IAs

in the matrix is actually smaller than 1 since an increase of CIAs
at the dislocation must

be accompanied by its reduction in the matrix in order to conserve the total amount of IAs. It is
found that the increase in CIAs

near the dislocation is immediately followed by a depletion region
at the early stage of the time evolution of the system (within 1 min). In the simulations, the arsenic
atoms incorporated into arsenic precipitates are assumed to be immobile and are excluded from the
calculations of CIAs

. So the formation of arsenic precipitates at the dislocation (γ R è 1) decreases
the concentration of arsenic atoms available to the diffusion–drift–aggregation processes at any
position from the dislocation, compared with the case γ R è 0 (see Fig. 5.12).

Figure 5.12: Simulated spatial distribution of in-
terstitial arsenic from the matrix to the dislocation
in GaAs:S without (γ �È« 0) and with (γ �È« 1) ar-
senic precipitates formed at the dislocation. The
concentration CIAs

of interstitial arsenic is normal-
ized to the local equilibrium concentration Ceq

IAs
at

initial time. r is the distance to the dislocation
core. In all simulations, the dislocation core ra-
dius is taken as 7Å.

The distinct increase in the free-electron concentration with no arsenic precipitate formed at
the dislocation (γ R è 0) is limited to a small distance from the dislocation core [about 0.05 µm,
see Fig. 5.13(a)], which cannot explain the experimental findings by Raman microscopy. Raman
scattering reveals that the radius of increased free-electron concentration around the dislocation
amounts to about 10 µm [Fig. 5.13(b)]. Experimentally, the free-electron concentration is deter-n

More precisely, the atmosphere formed by interstitials is called Snoeck atmosphere while the aggregation of sub-
stitutional atoms at dislocations is called the Cottrell atmosphere [97].

48



5.3 Why are arsenic precipitates formed at dislocations

mined by the peak position of the L I mode in the Raman spectrum (see Secs. 3.1.3 and 5.1) [14].
The formation of arsenic precipitates (γ R è 1) in the simulation extends the radius of the increased
free-electron concentration up to 10 µm beyond the dislocation [see Fig. 5.13(a)], in agreement
with the Raman scattering experiments. Therefore, the comparison of computer simulations with
experiments states that the formation of arsenic precipitates at dislocations is essential for the
spatial distribution of the free-electron concentration at dislocations.

10 µm

D

M
M

D

(b)

Figure 5.13: (a) Simulated spatial distribution of the free-electron concentration in GaAs:S without (γ �V« 0)
and with (γ �L« 1) arsenic precipitates formed at the dislocation. The experimental free-electron concentra-
tion (symbols) is obtained by averaging the free-electron concentrations over several directions from the
dislocation in the two dimensional mapping in (b). The spatial distribution of the free-electron concen-
tration (b) has been obtained by Raman microscopy in GaAs:S. It increases from 1.64 º 1018 cm-3 in the
matrix (M) to 1 � 75 º 1018 cm-3 at the dislocation (D). Since the spatial resolution of the Raman microscope
is above 0.1 µm, the strong increase in the free-electron concentration for r Ý 0 � 01 µm in the theoretical
calculation is not resolved in the experiment. For a better visualization of the long- and short-range effects,
a log scale is used for r in (a). The arrow is drawn in (a) to guide the eye.

In conclusion, computer simulations elucidate that the formation of arsenic precipitates at the
dislocation is energetically and kinetically preferred, compared to that in the matrix. Its formation
is necessary to result in an extended region of the increased free-electron concentration. Finally,
it should be mentioned that the interface energy between a precipitate and the GaAs matrix may
be reduced due to the dislocation strain field to enhance further the formation of the precipitates at
dislocations according to Eq. (2.45).
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In this section, the effect of external conditions such as temperature and arsenic pressure on the
spatial distribution of point defects from the matrix to the dislocation is theoretically elucidated.
Starting from the diffusion–drift–aggregation model described in Sec. 2.5.2, the spatial distribution
of point defects in GaAs:S with the evolution time, temperature, and arsenic pressure is discussed.
The sulfur concentration at initial time is arbitrarily set as 1 ± 8 � 1018 cm ¯ 3 in all the simulations.
This value does not affect the general understanding of the topics issued here. It is assumed that
all of point defects are locally at equilibrium and are homogeneously distributed from the matrix
to the dislocation at initial time. As mentioned in Sec. 5.3.2, the possible size effect of precipitates
is ignored in the simulations. In fact, a change in the local volume of the host (GaAs) is expected

Figure 5.14: Spatial distribution of substitutional sulfur atoms (S ÀAs) from the matrix to the dislocation as
a function of evolution time at 950 ß C: (a) no arsenic precipitate is formed at the dislocation (γ �f« 0); (b)
arsenic precipitates are formed at the dislocation at a certain nucleation rate (γ �}« 1). Spatial distribution
of interstitial arsenic atoms (IAs) from the matrix to the dislocation as a function of evolution time at 950ß C: (c) no arsenic precipitate is formed at the dislocation (γ � « 0); (d) arsenic precipitates are formed at the
dislocation (γ �}« 1). C � r � is the defect concentration at the distance r from the dislocation and Ceq is the
local equilibrium concentration of corresponding point defects at initial time.
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5.4 Computer simulations of spatial distribution of point defects

when precipitates are formed there. Therefore, a precipitate may give rise to either a compressive
or tensile stress field, in addition to that originating from the dislocation, according to whether
there is an increase or a decrease in volume, respectively. As a result, the force exerted on point
defects through the stress field can be changed more or less (see Sec. 2.2).�¦�5�ß���àÍ���*-,á,£Ì(w`�#&9h�"(w)�(�câ9�0&,�%�;�%�9_,>*
The simulations were made firstly under the condition of 1 atm arsenic pressure. Fig. 5.14 shows
that the increase in the number of S IAs at the dislocation is followed immediately by a depletion
region at the early stage (t ï 1 min) whenever there are arsenic precipitates formed at the dislo-
cation or not. A depletion region is pronouncedly formed from the initial time (t è 0) to t è 1 s
and its depth reaches maximum at t è 1 s. Evolving from t è 1 s to t è 1 min, the depletion re-
gion is gradually shifting outwards the dislocation and its depth is reducing (compare the curve
at t è 1 s with the one at t è 1 min) until it is eventually eliminated. The system with no arsenic
precipitate formed at the dislocation (γ �}« 0) reaches quickly a new equilibrium state within 1 h.
A Cottrell atmosphere with an extension of 0.1 µm is formed at the dislocation[see Fig. 5.14(a)].
As discussed in Sec. 2.2, the amount of S IAs in the new equilibrium state obeys the Maxwell distri-
bution from the matrix to the dislocation. However, the formation of arsenic precipitates (γ �}« 1)
extends the radius of point-defect atmosphere up to 4 µm after 2 h while no equilibrium state
can be expected in this case. In the evolution from 1 min to 2 h, the sulfur concentration at the
dislocation is actually enhanced and the radius of the enhancement is extended continously from
0.05 µm after 1 min, 1 µm after 1 h to 4 µm after 2 h [see Fig. 5.14(b)]. Experimentally, when the
system is cooled down quickly from high to low temperatures, the diffusivity of each species of
point defects rapidly decreases so that their spatial distribution from the matrix to the dislocation
keeps nearly the properties at high temperatures. Therefore, the simulations are equivalent to an
annealing at 900 ¬ C for 2 h and a rapid cooling to room temperature.

Figure 5.15: Spatial distribution of various defects from the matrix to the dislocation after evolving for 2 h
at 950 ß C. (a) No arsenic precipitate is formed at the dislocation (γ �V« 0); (b) arsenic precipitates are formed
at the dislocation (γ �f« 1). C � r � is the defect concentration at the distance r from the dislocation and Ceq is
the local equilibrium concentration of corresponding point defects at initial time.

It is also the case for interstitial arsenic atoms to form a depletion region at the early stage of the
time evolution when no arsenic precipitate is formed at the dislocation (γ ��« 0) . The formation of
arsenic precipitates (γ �}« 1) enhances the formation of the depletion region of interstitial arsenic
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atoms, as shown in Fig. 5.14(d), where CIAs
 r ° at the same position from the dislocation decreases

while the depth and extension of the depletion are growing larger with time (see Fig. 5.14).

Figure 5.16: Spatial distribution of (a) S ÀAs, (b) IAs, (c) V3-
Ga, and (d) (SAsVGa � 2- from the matrix to the dislo-

cation as a function of temperature after evolving for 2 h with arsenic precipitates formed at the dislocation
at a certain nucleation rate (γ � « 1). C � r � is the defect concentration at the distance r from the dislocation
and Ceq the local equilibrium concentration of corresponding point defects at initial time.

Under the condition that no arsenic precipitate is formed at the dislocation (γ R è 0), the system
reaches completely the equilibrium, and the concentration of various defects increases from the
matrix to the dislocation with a small increased radius (< 0.1 µm) after time evolution of 2 h
(see Fig. 5.15). This aggregation of point defects around the dislocation due to their interaction is
usually characterized as a Cottrell atmosphere with a narrow extension. The formation of arsenic
precipitates (γ R è 1) results in an increase in the concentration of S IAs, V3

Ḡa and  SAsVGa
° 2 ¯ with

an extended radius of 4 µm but different amplitudes from the matrix to the dislocation, and in a
strong depletion following an increase in the concentrations of i IS and IAs around the dislocation.
In addition to the effect from the interaction of point defect with dislocations, the increase in the
concentration of S IAs, V3

Ḡa , and  SAsVGa
° 2 ¯ comes partly from the contribution of the formation
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5.4 Computer simulations of spatial distribution of point defects

of arsenic precipitates (γ R è 1) so that their amplitudes at the dislocation are higher than that
for γ R è 0 [compare Figs. 5.15(a) and (b)]. This confirms definitely the former conclusion from
TEM observations that the formation of arsenic-precipitates is correlated with the agglomeration
of gallium vacancies [44].

Fig. 5.16 shows that the aggregation of S IAs, V3-
Ga, and (SAsVGa

° 2- around the dislocation is
enhanced, while the depletion in IAs becomes more significant with increasing temperature due to
the formation of arsenic precipitates.�¦�5�ß�G�ÎBC%ã8�=>a�,�%�%�#3aÓ,N,£!�,/.x9
In the following, the arsenic-pressure dependent concentration of intrinsic point defects already
discussed in Sec. 2.4 is treated in detail to elucidate its influence on the spatial distribution of
various defects from the matrix to the dislocation. From the mass-conservation law over reaction
(2.35), a relationship

Ceq
S úAs

Ceq
IAs

C Ii úS è constant (5.10)

can be obtained, whatever the external condition such as temperature and arsenic pressure is.
Table. 2.1 indicates that

Ceq
IAs

 pAs4

°}è p1 ò 4
As4

Ceq
IAs

 pAs4

è 1 atm) ± (5.11)

Since Ceq
S úAs

is always far larger than C Ii úS , Ceq
S úAs

is approximately equal to the concentration of all sulfur

atoms, which can be manually controlled provided that it is below its solubility limit. Thus, C eq
S úAs

is independent of the arsenic pressure and C Ii úS  pAs4

°Ñè p1 ò 4
As4

Ci úS  pAs4

è 1 atm) from Eqs. (5.10)
and (5.11). Since the diffusion coefficient Di úS of sulfur interstitials is always lower than that of
arsenic interstitials, the diffusion via the kick-out mechanism proceeds under equilibrium or quasi-
equilibrium conditions of arsenic interstitials, except for the case of high sulfur concentrations
( k 1019 cm-3). Otherwise, the diffusion is under non-equilibrium conditions of arsenic interstitials
so that a significant supersaturation of arsenic interstitials occurs [84]. The effective diffusion
coefficient of sulfur atoms under the (quasi)-equilibrium or non-equilibrium conditions of arsenic
interstitials is respectively expressed as

De f f ä eq
S

è DiS
Ceq

iS
Ceq

S
ì (5.12)

and

De f f ä noneq
S

è DIAs
Ceq

IAs

Ceq
S

é Ceq
S

CS ë 2 ± (5.13)

Therefore, De f f
S

 pAs4

°Lè p1/4
As4

De f f
S

 pAs4

è 1 atm). The arsenic pressure also influences the arsenic
and gallium diffusivity. DI

As
è DIAs

Ceq
IAs
Ú C0 represents the contribution of IAs to the arsenic diffusion

while DV
Ga

è DVGa
Ceq

VGa
Ú C0 represents the contribution of VGa to the gallium diffusion in GaAs.

Here C0
è 2 ± 215 � 1022 cm-3 denotes the density of arsenic or gallium sublattice sites. Since

Ceq
IAs

∝ P1/4
As and Ceq

VGa
∝ P1/4

As (see Table. 2.1),

DI
As  pAs4

°}è p1/4
As4

DI
As  pAs4

è 1 atm) ì (5.14)
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and
DV

Ga  pAs4

°Èè p1/4
As4

DV
Ga  pAs4

è 1 atm) ± (5.15)

are obtained.
Fig. (5.17) indicates that the aggregation of S IAs, V3-

Ga and (SAsVGa
° 2- around the dislocation

is enhanced, while the depletion in IAs becomes more pronounced with increasing arsenic pres-
sure. At 1000 ¬ C, the arsenic pressure under Ga-rich conditions is 6 ± 6 � 10 ¯ 5 atm given by the
expression [121].

pAs4
 Ga-rich) è 3 ± 38 � 1016exp(-5.35 eV/kBT ° ± (5.16)

Comparison of Fig. (5.16) with Fig. (5.17) indicates that temperature and arsenic pressure play
a similar role. That is, a higher temperature or a higher arsenic pressure leads to a stronger aggre-
gation of S IAs, V3-

Ga and (SAsVGa
° 2- around the dislocations, accompanied by a broader extension

Figure 5.17: Spatial distribution of (a) S ÀAs, (b) IAs, (c) V3-
Ga, and (d) (SAsVGa � 2- from the matrix to the

dislocation as a function of the arsenic pressure after evolving for 2 h at 1000 ß C with arsenic precipitates
formed at the dislocation (γ �}« 1). C � r � is the defect concentration at the distance r from the dislocation
and Ceq is the local equilibrium concentration of corresponding point defects at initial time.
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5.4 Computer simulations of spatial distribution of point defects

in the aggregation area, and to a deeper and broader depletion in the number of interstitial arsenic
atoms beyond the dislocations.

It must be noted that dopant-related precipitates such as Ga2S3 or As2S3 may be formed at the
dislocation in heavily doped GaAs, because the aggregation of dopants at the dislocation can eas-
ily lead to an increase in the dopant concentration above its solubility limit and thus the formation
of precipitates according to Eq. (2.45). In the present simulations, the climb of dislocations was
neglected. The so-called Petroff–Kimerling mechanism has not been incorporated in evaluating
the effect of the dislocations on spatial distribution of point defects. The Petroff–Kimerling mech-
anism indicates that dislocation climb causes absorption of Ga vacancies (As interstitials) plus the
simultaneous emission of As interstitials (Ga vacancies) [33]. The absorption or emission of va-
cancies may increase or decrease the local stress around the dislocation and affect the interaction
of point defects with dislocations.

As a summary, the simulations presented here indicate that the aggregation amplitude of point
defects around the dislocations depends on several factors such as their diffusivity, the rate of
forming precipitates, annealing temperature, and evolution time as well as vapor pressure.
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The defect-related luminescence bands in the range of 0.95–1.30 eV in n-type GaAs doped, e.g.,
with silicon, sulfur, or tellurium have been known for a long time, but their origins are still con-
troversial. The defect-related luminescence bands at 0 ± 95 eV in n-type GaAs was suggested to
be correlated to acceptors [99, 100], to the VAsSiGaVGa complexes [101] or to the SiGa

® SiAs
pairs [102]. Most theoretical calculations [81] and experiments [121, 122] predicted that nega-
tive gallium vacancies are dominant vacancies in n-type GaAs while positive arsenic vacancies
were found to exist in a significant amount in undoped and lightly doped n-type GaAs [103]. Iso-
lated gallium vacancies usually combine with donors by Coulomb interactions to form donor–VGa
complexes. The donor–VGa complexes are frequently related to the luminescence band around
1 ± 20 eV [68]. However, several research groups have identified that the band seemingly related
to the donor–VGa complexes can be located at very different energy positions, from 1.10 eV to
1.30 eV [68–71]. The big difference may originate, on the one hand, from sample treatments
during preparation, and on the other hand, from different doping levels. Systematic investigations
of the effect of these factors on the luminescence are not available. So it is not clear whether
the luminescence bands observed are really related to donor–Ga vacancy complexes. Therefore,
further efforts are necessary to elucidate from what kind of defects the bands really originate. In
this chapter, at first, n-type GaAs:Si is dealt with to determine the origin of the 0.95 eV band, and
then GaAs:S is investigated with respect of the effect of the doping level on the luminescence. A
suggestion is presented which defects are responsible for the 1.30 eV band.éZ¼¾½ ¤×ÉNÂ!Ã�ÓFË�ÆfÄÑË'Ó'ÄÑË×ÞÊÐNÓÊÍNÆ Ã�Ó$Ó�÷hÀêÕë�NËÕ�ÐÊ¿�Æ¦ÄÅX Ã
Two kinds of n-type GaAs:Si wafers (No. n3# and w2#) were grown by the VGF technique. The
wafers were supplied by Freiberger Compound Materials. The average free-electron concentra-
tion was determined by Hall effect measurements to be 1 ± 0 � 1017 cm-3 and 7 ± 8 � 1017 cm-3 in the
samples n3# and w2#, respectively. The total silicon and boron concentrations in w2# were deter-
mined by SIMS to be 1 ± 5 � 1018 cm-3 and 5 ± 5 � 1018 cm-3 . The samples were investigated by CL
microscopy at temperatures from 20 to 100 K. Positron lifetime spectroscopy was performed by
using a conventional fast–fast spectrometer at temperature from 30 K to 500 K. A 22NaCl source
was deposited on a thin aluminum foil and placed between a sandwich of identically treated sam-
ples. More than 1 ± 0 � 107 events were collected for a complete positron lifetime spectrum. The
annihilation-momentum distribution of positrons was measured by Doppler broadening coinci-
dence spectroscopy using a setup of two Ge detectors.

The luminescence bands in the samples n3# and w2# are shown in Fig. 6.1(a). The band A at
1 ± 50 eV is due to the NBE emission; the band B at 1 ± 33 eV originates from the transition from
states near conduction band to BĀs states, i.e.  eBĀs

° [82]; the band C at 1 ± 14 eV is connected
to  SiGaVGa

° 2 ¯ complexes [68–71]. The origin of the band D at 0 ± 95 eV can not be determined
at this stage. It might be related to  VGaSiGaVAs

° complexes [101], to SiGa
® SiAs pairs [102] or

to others. For convenience, later we call this defect X. The band C correlated to the  SiGaVGa
° 2 ¯
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6 Identification of luminescence bands in n-type GaAs

Figure 6.1: (a) CL spectra of GaAs:Si taken by the Ge detector at 75 K. (b) Average positron lifetime as
a function of temperature. The symbols are experimental data and the lines are the results of fit . The CL
spectra are not corrected according to the sensitivity of the Ge detector used.

complexes is much stronger in the sample w2# than in n3#. As a matter of fact, the band A has
shifted from 1 ± 51 eV in n3# to 1 ± 47 eV in w2#. The reason may be a higher doping level (see
Fig. 3.6) and a higher concentration of shallow-level B0

As acceptors (71 meV above the valence
band) in w2#. A large number of boron atoms (5 ± 5 � 1018 cm-3) in w2# result in a high intensity
of the band B. It is worth noting that boron may form a neutral acceptor (B0

As) or a singly charged
one (BĀs). As it will be revealed by positron lifetime spectra, the concentration of shallow positron
traps, mainly attributed to BĀs acceptors, is about 4 ± 4 � 1017 cm-3 in w2#, much higher than the
concentration of shallow positron traps with 1 ± 2 � 1016 cm-3 in n3#. This is the reason why the
sample w2# is still n-type despite a lower silicon concentration (1 ± 5 � 1018 cm-3) than the boron
concentration (5 ± 5 � 1018 cm-3).

Positron lifetime spectra were processed to study further the characters of defects in the samples
n3# and w2#. Fig. 6.1(b) shows a typical temperature dependence of the average positron lifetime.
It can be explained by positrons trapped in negatively charged vacancies in competition to trapping
in shallow positron traps [104]. The trapping coefficient of negatively charged vacancies decreases
with increasing temperature due to the temperature dependence of the diffusion-limited trapping
so that the average positron lifetime decreases with increasing temperature above 200 K in sample
n3#. Below 200 K, the effect of shallow traps becomes dominant, and the average positron lifetime
decreases with decreasing temperature. The two-component lifetime fitting gives the positron
lifetime of vacancy-related defects τX

è 260 m 6 ps. This is the same as the value at VGa or SiGaVGa
° complexes [105]. It can thus be deduced that the dominating defects X responsible for

the band D includes a negatively charged vacancy. It is certainly a gallium vacancy because an
arsenic vacancy is always positively charged in n-type bulk GaAs [106]. Theoretical calculations
showed that the positron lifetime at  VAsSiGaVGa

° complexes is about 320 ps [105], far larger
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6.1 Luminescence bands in n-type GaAs:Si

than the value of 260 ps measured here. Therefore, it is concluded that there is no arsenic vacancy
included in X. From the different pressure dependence of the polarizations for the band D in n-type
GaAs doped with different donors, Reshchikov et al. concluded that the main dopant (Si IGa here)
is one component constituting X [101].
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Figure 6.2: (a) Scheme of the positron potential for a negatively charged vacancy. The shallow Rydberg
states acting as precursor trapping states are indicated. (b) Scheme of the two-stage trapping into a nega-
tively charged vacancy. The positron may also annihilate through shallow positron traps at the nearly same
annihilation rate λb as that in defect-free bulk. A negatively charged vacancy results in both Rydberg states
and a deep bound state to capture positrons.

The course of the average positron lifetime in the sample w2# is similar to that in the sample
n3# below 200 K. A fit of the temperature dependence of the average positron lifetime has been
made for both samples. This fit is based on the model of competitive trapping and detrapping in
a shallow positron trap and a negatively charged vacancy [104, 107]. The characteristic quantities
of the fit are the positron binding energy Er to the Rydberg state of the vacancy, the concentration
of shallow positron traps, and the concentration of the vacancy-related defects X. The Coulomb
interaction between a negatively charged vacancy and a positron gives rise to Rydberg states acting
as precursor positron traps for the deep bound state of the vacancy (see Fig. 6.2). In the fitting, not
a series of Rydberg states, but only one effective shallow state with the positron binding energy Er
is assumed. A stronger Coulomb potential between a positron and a negatively charged vacancy
shifts down the potential barrier for positrons, and thus results in deeper Rydberg states and a
larger Er. Considering positron trapping and detrapping at the shallow positron traps and the
Rydberg states according to the model of Ref. [107], the fit of the average positron lifetime gives
Er

è 110 meV for w2# and Er
è 75 meV for n3#. Therefore, the charge state of X in n3# should

be smaller than 2-, which corresponds to the charge state of a  SiGaVGa
° complex in w2# [81,

120–122]. Taking into account the concrete condition in n-type GaAs:Si, it is suggested that Si IGa
be one component of X. As a result, X must consist of a gallium vacancy (VGa) and two Si IGa
donors forming a  SiGaVGaSiGa

° ¯ complex. Although a gallium site has twelve nearest-neighbor
gallium sites, the Coulomb repulsion between the two Si IGa donors separates them in a distance as
large as possible to result in a linear atomic structure of a  SiGaVGaSiGa

° ¯ complex. The distance
between the two Si IGa donors is L 2a and VGa lies at the midpoint between them, as shown in
Fig. 6.3(b). The fit of the positron lifetime additionally indicates that the concentrations of gallium
vacancies (CV

° and shallow positron traps dominated by BĀs (CS) are higher in w2# than in n3#
[see Fig. 6.1(b)].

In order to acquire more information on positron annihilation at gallium vacancies, positron
annihilation-momentum distribution was measured at 200 K for n3# and at 400 K for w2# by
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Figure 6.3: (a) Positron annihilation momentum distribution measured at 200 K for sample n3# and at
400K for sample w2#. The intensity is normalized by taking the ratio to undoped semi-insulating (SI)
GaAs reference. (b) The atomic configurations of � SiGaVGa � (above) and � SiGaVGaSiGa � (below).

Doppler-broadening coincidence spectroscopy. The temperatures chosen correspond to maximum
trapping in vacancies, as shown in Fig. 6.1(b). Fig. 6.3 shows the positron annihilation-momentum
distribution in the samples w2# and n3#. The data are normalized by taking the ratio to undoped
semi-insulating GaAs reference. In semi-insulating GaAs, there is no positron trapping in de-
fects, thus representing the positron-annihilation character in bulk GaAs. In a vacancy, the frac-
tion of valence electrons taking part in the annihilation process increases to result in a narrower
momentum distribution with a higher annihilation intensity at low annihilation momentum (i.e.
pL ï 10 � 10-3 m0c), compared to that in the bulk GaAs (m0 is the positron rest mass). At high
annihilation momentum (pL k 10 � 10-3 m0c), the positron annihilation with the core electrons is
much more intense than with valence electrons. The core electrons are tightly bound to the nuclei
and thus the high-momentum part of the positron annihilation momentum reflects the chemical
environment where the annihilation event takes place. In bulk GaAs, the dominant contribution to
the core annihilation comes from 3d electrons of Ga and As atoms. The core annihilation at Ga 3d
is stronger than at As 3d [108]. The positron annihilation at a gallium vacancy occurs mainly with
3d electrons of As atoms which are closest to this gallium vacancy. Therefore, the intensity of the
high momentum at the two kinds of complexes is smaller than the one in bulk GaAs, as shown in
Fig. 6.3(a). The chemical environments at  SiGaVGa

° and  SiGaVGaSiGa
° are almost the same so

that their momentum distributions are very similar.
The luminescence bands in the sample n3# were measured at temperatures from 20 K to 100 K.

Their CL intensities are shown in Fig. 6.4 as a function of temperature. It is obtained that the CL
intensities of the four bands always follow an approximately exponential decay with increasing
temperature, as expected by the relationship

I è I0 ó 1 ê f S exp( ® ∆E Ú kBT ° ô ¯ 1 ± (6.1)

where f is a temperature-independent constant. ∆E represents an activation energy for thermal
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6.1 Luminescence bands in n-type GaAs:Si

(a) (b)

Figure 6.4: CL intensity as a function of temperature in the sample n3# taken by the Ge detector. The
spectra in (a) are not corrected according to the sensitivity of the Ge detector. The integral CL intensity in
(b) has been normalized to the one at 20 K. The symbols represent experimental data and line the fit based
on Eq. (6.1).

quenching processes. Eq. (6.1) states that the CL intensity of the luminescence band decays with
temperature in the form of Fermi–Dirac-like statistics [109], which is consistent with the statistic
characters of the electrons and holes. But this fit on the band C is inconsistent with that by Williams
[68] and by Sauncy et al [70], who obtained a Boltzmann-type decay with temperature. From
a least square fit of the experimental data, ∆E for the different luminescence bands have been
obtained and they are almost the same (see Fig. 6.4). In addition to the possible increase in
the fraction of non-radiative transitions with temperature, i.e. τe Ú τrad decreases with increasing
temperature [110], the decrease in the number of the electron–hole pairs available to the radiative
recombinations in unit volume due to an enhanced thermal activation may reduce the CL intensity
of the bands. As a matter of fact, if we assume that the radiative recombination over a certain path
involves at least a trap in the band gap which captures a electron or a hole, ∆E can be understood
as the energy level of the trap lying below the conduction band, above the valence band, or the
activation energy for a non-radiative relaxation process in terms of the configurational coordinate
model [68, 70] (also see Fig. 6.8 in Sec. 6.2).

In general, the band C is due to the transition from the upper (excited state) to lower (ground
state) energy level of a molecule-like  SiGaVGa

° complex [68, 70]. The lower energy level of
the molecule-like  SiGaVGa

° complex is a deep state, at about 0 ± 3 eV above the valence band [70].
Thus, it is difficult for the hole trapped in the complex to escape from this level to the valence band.
So it must be the electron lying ∆E below the conduction band which are thermally activated and
enter the conduction band in the probability given by Eq. (6.1). This reduces the number of the
electrons available to the radiative transitions and suppresses the intensity of the luminescence
band C with temperature. In other words, Fig. 6.4(b) implies that the upper level of a  SiGaVGa

°
complex lies at 22 meV below the conduction band. Similarly, the upper level of a  SiGaVGaSiGa

°
complex is estimated at 22 meV below the conduction band and the lower level at about 0 ± 5 eV
above the valence band. The analysis indicates additionally that the lower level of a molecule-like SiGaVGa

° or a  SiGaVGaSiGa
° complexes is different from the energy level of an isolated VGa.

The detailed examination of the peak energy position of each band (see Fig. 6.5) indicates that
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6 Identification of luminescence bands in n-type GaAs

Figure 6.5: Energy position of each luminescence band on the sample n3# as a function of inverse temper-
ature.

the peak positions of the NBE and  eB-
As
° bands shift to lower energies with increasing temperature

similar to the band gap. Unlike the band gap, the peaks positions of both bands C and D shift to
higher energies with increasing temperature. This implies that the effect of the temperature on the
energy levels responsible for the two bands C and D is different from that for the band gap. Since
the CL intensity of the band C is too weak to be distinguished at the temperature above 50 K, no
peak position is given in Fig. 6.5(b). The shallow donor (acceptor) levels are known to shift rigidly
with the conduction (valence) bands [111]. Since the upper level of the complex is a shallow level
below the conduction band and its lower level is a deep level, it should be the lower level that
shifts down towards the valence band with increasing temperature to result in the blue shifts of the
bands C and D.

In conclusion, the combination of CL with positron annihilation suggests that there are two
possible kinds of the gallium vacancy-related complexes,  SiGaVGa

° 2 ¯ and  SiGaVGaSiGa
° ¯ . They

result in the luminescence bands at 1 ± 14 eV and at 0 ± 95 eV in n-type GaAs:Si, respectively. The
ground states (the lower level) of the two kinds of complexes lie at 0 ± 3 eV and 0 ± 5 eV, respec-
tively, above the valence band. Their excited states (the upper level) are shallow levels, about
20 meV below the conduction band. It is well known that light with the wavelengths ranging from
1300 nm (0 ± 96 eV) to 1550 nm (0 ± 80 eV) traveling through quartz fibers suffers minimum energy
loss. So the existence of the band at 0 ± 95 eV allows GaAs to be applied in the field of optical-fiber
communications. Further efforts are necessary to systematically explore which conditions are es-
sential to grow GaAs that can result in a strong luminescence band at 0 ± 95 eV, as the sample n3#
used here. Since VGa is triply charged at high doping levels in n-type GaAs:Si [81, 121, 122] and
the luminescence band at 1 ± 14 eV is certainly related to the  SiGaVGa

° 2 ¯ , it can be deduced that
the energy level of V3-

Ga is at least 0.3 eV above the valence band, in agreement with theoretical
calculations [81,120]. At this point, further discussions will be made below in the case of GaAs:S.

62



6.2 Luminescence bands in n-type GaAs:SéZ¼�» ¤×ÉNÂ!Ã�ÓFË�ÆfÄÑË'Ó'ÄÑË×ÞÊÐNÓÊÍNÆ Ã�Ó$Ó�÷hÀêÕë�NËÕ�ÐÊ¿�Æ¦ÄÅX
The samples were prepared step by step in the same way as described in Section 5.2. In this
Section, it is stressed that the collected spectra have been corrected by the corresponding sensitivity
of the detectors in order to accurately determine the energy positions of luminescence bands (see
Fig. 3.7 in Sec. 3.2).

SIMS measured the depth profile of sulfur

Figure 6.6: The in-diffusion profile of sulfur simu-
lated at 1100 ß C for 12 hours. The figure shows that
the gradient of the in-diffusion profile near the surface
is small and independent of the sulfur concentration
[S] near the surface of GaAs.

concentration within the range of 2–4 µm be-
low the surface, indicating that the sulfur-depth
profile has very small gradient after long-time
diffusion (12 hours) at 1100 ¬ C. The sulfur
concentration near the surface is given in Ta-
ble. 6.1. The computer simulations of in-diffusion
profiles of sulfur state that the small gradient
is valid only when the depth below the sur-
face is smaller than 10 µm, above which the
sulfur concentration decreases rapidly to zero,
implying a semi-insulating (SI) internal region
of the samples (see Fig. 6.6). Since the 20 keV
incident electron beam used in CL equipments
can penetrate 2 µm into GaAs material, any
information achieved by CL is from the near-
surface region of the samples, consistent with
SIMS measurements. The concentration of boron
atoms acting as acceptors, which is contributed
by the encapsulant (boron oxide) during crys-
tal growth, was also measured by SIMS and is spatially homogeneous from the surface to the
internal region of the samples.

Table 6.1: The free electron concentration in samples 1#, 2#, and 3# determined by Hall-effect measure-
ments � n̄ � and Raman scattering � n � . The electron resistivity (ρ) and the carrier mobility (µ) determined by
Hall-effect measurements. The sulfur and boron concentrations are from SIMS. Raman scattering overesti-
mates the free-electron concentration (see text for the reason).

No. n̄ (cm-3 ° ρ (Ω S cm) µ (cm2/Vs) n (cm-3 ° [S] (cm ¯ 3) [B] (cm ¯ 3)
1# � SI 39 312 � 2 ± 0 � 1016 1 ± 0 � 1016

2# 9 ± 0 � 1014 2.87 2410 � 3 ± 8 � 1017 2 ± 5 � 1017 5 ± 0 � 1017

3# 5 ± 9 � 1015 0.37 2848 � 8 ± 5 � 1017 1 ± 5 � 1018

Hall-effect measurements were carried out to determine the average free-carrier concentration
n̄ over the whole region of a sample. R The optical absorption coefficient of the laser wavelength
(632.8 nm) applied in the present Raman scattering spectroscopy is 4 ± 0 � 104 cm ¯ 1 for GaAs,
which corresponds to a laser penetration depth of 0.25 µm. Therefore, n obtained by Raman
scattering is the value near the surface and should be larger than the value by Hall-effect measure-
ments. In Raman scattering, n is determined by calculating the ratio of the Raman intensity of the
L- mode to that of the LO mode on the basis of Eqs. (3.14) and (3.15), but not by peak position
of the L I mode. Due to the contamination during preparations, the sample surface is rough and
the L I mode is strongly damped. The measured L- mode actually contains the contribution of then

The Hall-effect measurements were performed by B. Gründig, TU Begakademie, Freiberg.
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6 Identification of luminescence bands in n-type GaAs

Figure 6.7: CL spectra of GaAs:S by samples 1#, 2# and 3# at 75 K. The solid lines are from experiments
and the dot lines are obtained from fit. The CL intensity has been magnified by 10 times for 1#, 2 times
for 2# and 1 time for 3#. The band at 0.99 eV appearing in (b) and (c) is suggested to be related to� SAsVGaSAs � 	 complexes, similar to the case of n-type GaAs:Si in Sec. 6.1. The spectra have been corrected
by the sensitivity of the Ge detector used for the measurements.

TO mode. This results in a larger n from Raman spectra than the real one. It is the reason why n
obtained by Raman scattering is abnormally larger than ó S] obtained by SIMS (see Table. 6.1).

The CL spectrum from the sample with a lowest sulfur concentration (sample 1#) shows a
broad luminescence band around 1.33 eV [Fig. 6.7(a), solid line]. The CL spectrum from sample
2# exhibits a band around 1.20 eV and a shoulder around 1.30 eV [Fig. 6.7(b), solid line]. The
CL spectrum from sample 3# shows one band around 1.20 eV [Fig. 6.7(c), solid line]. Thus
three luminescence bands can be detected in these samples. In addition to the three bands, two
more bands around 1.51 eV related to the NBE emission and around 0.99 eV, probably related
to � SAsVGaSAs �Å	 complexes (see discussion in Sec. 6.1), have also been observed by CL although
they will not be discussed further here. For better identifying the properties of the luminescence
bands, the luminescence bands from 1.40 eV to 1.0 eV are decomposed into three subbands. One
is expected to be around 1.33 eV (band A for convenience), the second one around 1.30 eV (band
B), and the third one around 1.20 eV (band C). The decomposition is based on a Gaussian fit.
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6.2 Luminescence bands in n-type GaAs:S

Boron-related defects are frequently used to explain the luminescence bands A and B [82,112–
114]. Boron occupying an arsenic lattice site may form a neutral acceptor (B0

As) or a singly charged
one (B-

As). Since the energy level of B0
As and BĀs is expected to be respectively around 71 meV

and 188 meV above the valence band maximum [114, 115], the band A can be attributed to the
eBĀs transition [82]. The emission of one phonon (36 meV for the LO phonon of GaAs) possibly
shift the photon energy from the band A to the band B. However, the expectation on the band B
cannot interprete why the CL intensity of the band A relative to the band B decreases from sample
1# to 2#, in which direction the sulfur concentration and the free-electron concentration go higher.
The CL intensity of the band A relative to the band B or C is reduced probably due to the enhanced
competition of the radiative recombinations resulting in the bands B and C with increasing sulfur
concentration.

Since the CL intensity of the bands B and C increases from sample 1# to 2#, it is natural to
turn to sulfur-related or sulfur-induced defects to be responsible for the two bands. The bands
B and C may originate from the transition within molecule-like donor (S IAs

° -Ga vacancy com-
plexes in GaAs treated under As-rich environment [68–71]. However, it is not clear what the
charge states of the complexes are at this stage. By measuring the compensation ratio in n-type
GaAs:S, Se and Te grown by chloride vapor phase epitaxy (VPE), Wolfe and Stillman found that
the compensation ratio is independent of the free-electron concentration (FEC) when the FEC is
below 1 � 1018 cm ¯ 3 and thus deduced a double charge state for the Ga vacancy [116]. The doubly
charged Ga vacancies were also deduced from measurements by electron-paramagnetic-resonance
(EPR) [117] and electrochemical C–V profiling [118] of p-type GaAs. However, theoretical cal-
culations [81, 119, 120] and gallium self-diffusion experiments [121] predicted a triply negative
charge state within band gap. Based on earlier suggestions and the present fact that the band B is
enhanced from sample 1# to 2#, but is weakened from sample 2# to 3#, while the band C is always
enhanced from sample 1#, 2# to 3#, it is assumed that the band B originates from the  SAsVGa

° ¯
complexes formed by S IAs and V2

Ḡa and the band C from the  SAsVGa
° 2 ¯ complexes formed by S IAs

and V3
Ḡa .
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Figure 6.8: The configurational co-
ordinate model for the transition
from the excited to the ground state
of a complex. The absorption en-
ergy, Eabs is greater than the emis-
sion energy Eems; and the difference
is due to the Stokes shift. X rep-
resents the configurational coordi-
nate.

Before confirming this assumption, two concepts must be firstly stressed. One is that a donor–
vacancy complex is molecule-like so that it is the orbital hybridization of the donor and the vacancy
that results in its ground and excited states. The other one is that the shorter distance between the
donor and the vacancy leads to a larger separation between the ground and excited states [50]. The
latter explains why the luminescence band C through the transitions within the nearest-neighbor SAsVGa

° 2 ¯ or  TeAsVGa
° 2 ¯ complexes is positioned at a higher energy than the transitions within

the second-nearest-neighbor  SiGaVGa
° 2 ¯ complexes. From the configurational coordinate model

(see Fig. 6.8), the energy of an emitted photon [123, 124]
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6 Identification of luminescence bands in n-type GaAs

hν è Eg
® ED

®  EA
® e2 Ú 4πε0εr °V® Ecc ê 1

2
hνe ± (6.2)

is obtained, where Eg is the band gap, EA and ED are the ionization energies of an isolated
VGaacceptor and a S IAs donor. r is the distance between VGa and S IAs. Ecc is the configurational
coordinate shift between the final state of the optical emission and the ground state energy curve
minimum. It was deduced as 0 ± 24 eV by Williams and White for the band C of the  SiGaVGa

°
complexes in GaAs:Si [123, 124]. 1

2 hνe is the vibrational energy of a phonon at excited state with
zero vibrational level (i.e. m è 0 in Fig. 6.8), and it is given as 11 meV [68]. Given Ecc

è 0 ± 24 eV
is the same for the  SAsVGa

° complexes with all the charge states [124], the ionization energy of
VGa can be obtained as 0 ± 52 eV for V3-

Ga and 0 ± 42 eV for V2
Ga. According to Eq. (2.11), the ratio

of the concentration of V3-
Ga to V2

Ḡa is equal to

Figure 6.9: Calculated concentration of V2 	Ga and V3 	Ga
as a function of the free-electron concentration un-
der 1 atm arsenic pressure at 1100 ß C according to
Eqs. (2.11), (2.16), and (6.4). The Gibbs free en-
ergy of forming a neutral gallium vacancy is taken
as 2.2 eV [126], and the energy level of V 	Ga is es-
timated very roughly to be 0.25 eV. Although these
parameters cannot possibly give the correct vacancy
concentration, it is enough for understanding the is-
sue expressed here (see text).

CV 3 �
Ga

CV 2-
Ga

è exp Ù � EF
® EV3-

Ga � Ú kBT Ú ì (6.3)

The free-electron concentration n in an n-type
semiconductor is expressed as

n è Ncexp ó  EF
® Ec

° Ú kBT ô ì (6.4)

where Ec is the conduction band minimum,
Nc the effective density of states estimated to
be approximately 2 ± 88 � 1018 cm-3 in GaAs at
1100 ¬ C [125]. From Eqs. (6.3) and (6.4),

CV 3 �
Ga

CV 2-
Ga

è n
Nc

exp Ù � Ec
® EV3-

Ga � Ú kBT Ú (6.5)

is obtained. The temperature dependence of
the energy gap of GaAs is [125]

Eg  T °�è 1 ± 519 ® 5 ± 4 � 10 ¯ 4T 2 Úv T ê 204 ° eV ±
(6.6)

Eq. (6.6) results in Ec
è 0 ± 87 eV above the valence band maximum at 1100 ¬ C. Consequently,

an important information is achieved that C
V3 �

Ga
Ú CV2 �

Ga
is smaller than 1 and thus V2

Ḡa are favorable

gallium vacancies when n is below a critical value of 1 ± 0 � 1017 cm-3, above which V3
Ḡa are domi-

nant gallium vacancies at 1100 ¬ C (see Fig. 6.9). Of course, the concentration of the two kinds of
vacancies increases from the low-level to the high-level doping due to Fermi-level effect. Since a
V2

Ḡa is a deep-level acceptor, 0 ± 42 eV above the valence band, the probability that an electron is
thermally excited from the valence band to the V2

Ḡa state is low so that the transition from a V2
Ḡa

to a V3
Ḡa state is difficult by capturing an electron from the valence band. Therefore, the character

of the gallium vacancies after quenching the sample is supposed to be the same as that at 1100 ¬ C.
Previous theoretical calculations provided the energy level of VḠa, V2

Ḡa and V3
Ḡa of 0.11 eV,

0.22 eV and 0.33 eV above the valence band maximum, respectively [81, 120]. The calcula-
tions by Baraff and Schlüter (0.2, 0.5 and 0.7 eV) [119] and by Xu et al. (0.28 eV, 0.44 eV and
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6.2 Luminescence bands in n-type GaAs:S

0.65 eV) [127] as well as the experiments on p-type GaAs [117,118] supported deeper levels above
the valence band, comparable to the deductions here. The discussion above suggests that the lu-
minescence band B result from the  SAsVGa

° ¯ complexes formed by S IAs and V2
Ḡa and the band

C from the  SAsVGa
° 2 ¯ complexes formed by S IAs and V3

Ḡa . The concentrations of  SAsVGa
° ¯

and  SAsVGa
° 2 ¯ complexes increase with the doping level. Consequently, the CL intensities of

the bands B and C relative to that of the band A increase with the doping level. The variation
in C

V3 �
Ga
Ú CV2 �

Ga
and hence in the ratio of the luminescence intensity of the band B to C leads to the

difference of the peak position when the two bands merge and form a single band. This is possi-
bly the reason why the gallium vacancy-related luminescence bands are found at different energy
positions from 1.10 eV to 1.30 eV by different groups.

According to the Fermi-level effect, the increasing strength in the number of V2
Ḡa is weaker

than in the number of V3
Ḡa with the free-electron concentration (see Fig. 6.9). Therefore, when the

doping level is high enough, V3
Ḡa dominate and enhance the compensation effect with increasing

doping level, as indicated in Ref. [128].
In this section, the luminescence in the case of GaAs:S was analyzed with different doping

levels. It has been suggested that both V2
Ḡa and V3

Ḡa acceptors contribute to the luminescence, de-
pending on the doping level. The energy levels of an isolated V2

Ḡa and V3
Ḡa have been deduced to

lie at 0 ± 42 eV and 0 ± 52 eV, respectively, above the valence band maximum. The transition within SAsVGa
° ¯ complexes causes a luminescence band around 1.30 eV, while the transition within SAsVGa
° 2 ¯ complexes results in the band around 1.20 eV. It is worth noting that the absolute

CL intensity of a luminescence band in a CL spectra with several luminescence bands does not
directly correspond to the concentration of the defects contributing to the band since the recombi-
nation probability for an electron–hole pair may be different for different recombination paths. An
enhanced luminescence band may suppress other bands due to different increases in the strength
of the amount of the relevant defects.
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The effect of dislocations on the electronic and optical properties of GaN-based devices has been
a controversial topic since the work by Lester et al., who showed that light emitting diodes based
on GaN can work efficiently in spite of a high density of dislocations (1010 cm ¯ 2) [129]. It is
known that dislocations in conventional semiconductors such as GaAs, GaP, and ZnSe act as non-
radiative recombination centers to reduce the luminescence intensity, leading to fatal degradation
of optoelectronic devices. In principle, two different models have been applied to explain the ex-
otic characters of GaN: (i) Dislocations in GaN do not act as recombination centers [129]. (ii)
More frequently, dislocations are believed to act as recombination centers. However, the diffu-
sion length of excess minority carriers (about 0.25 µm) is too short so that they cannot reach the
dislocations for recombination [12, 130, 131]. It is difficult to determine whether dislocations as
recombination-active centers are non-radiative or radiative ones because some point defects usu-
ally aggregate around the dislocations to make it ambiguous to distinguish experimentally who,
dislocations themselves or point defects, affect the luminescence at the dislocations. Recent exper-
iments on fresh dislocations created by micro-indentation of single GaN crystal seem to overcome
this difficulty, suggesting that dislocations in GaN can be either radiative or non-radiative recom-
bination centers, depending on the dislocation type [132]. It has been deduced that the enhanced
yellow luminescence (YL) band around the dislocations actually originates from the aggregation
of gallium vacancies there [133].

Although experiments have found that almost all n-type GaN samples exhibit a broad YL band
around 2 ± 2 ® 2 ± 3 eV [64, 134–138], it is still controversial whether the YL band originates from
intrinsic defects [137–139] or from impurities [140–142]. The YL intensity was found to in-
crease with the concentration of gallium vacancies. Furthermore, from theoretical calculations, it
has been concluded that a gallium vacancy is energetically favorable in n-type GaN. VGa-related
complexes (e.g. with impurities like oxygen) have been suggested to be the most likely sources
responsible for the YL [134]. It is generally expected that two mechanisms are responsible for
the YL: a radiative transition from a shallow-donor state to a deep-acceptor level [143]; or a tran-
sition from a deep-double donor level to a shallow-acceptor state [144]. In this chapter, Raman
scattering and cathodoluminescence microscopy are used to obtain information about the struc-
ture of GaN associated with in-grown dislocations or dislocations freshly introduced by Vickers
micro-indentations. While the in-grown dislocations originate from the crystal growth at high
temperatures, the dislocations at the indentations were generated at rather low temperatures. It is
expected that both types of dislocations exhibit a different character with respect to the decoration
with a point-defect atmosphere.ï ¼¾½ ·A¸��NËÊÇhÃ�ÂçË8Ó�ÀVÆ
Similar to previous work [145], unintentionally doped n-type GaN single crystals with a wurtzite
structure and  0001 ° -orientation were grown under high-hydrostatic pressure of nitrogen (15 to
20 kbar) from liquid gallium at a temperature of 1600 ¬ C. The free-electron concentration amounts
to about 3 ± 0 � 1019 cm ¯ 3. Two groups of different samples without or with indentations were
prepared. The indentations on the N-polar  0001̄ ° surface were performed at 250 to 350 ¬ C under
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7 Dislocations in GaN

a 2 N load using a Vickers diamond indenter. The dwell time ranged from 1 to 20 min. After
deformation, the samples were cooled down slowly to room temperature. The local deformation
by Vickers indentation produces a high density of dislocations. In order to visualize dislocations,
the samples were etched for about 2 min in a molten KOH–NaOH eutectic at temperatures of
200 ¬ C, at which Ga-polar surfaces are resistant to the molten KOH–NaOH etchant whereas N-
polar surfaces are chemically active [146]. Afterwards, the samples were investigated by Raman
and CL microscopy.

Similar to GaAs, the etching process in GaN is based on the oxidation and dissolution through
two steps [147]. In the first step, GaN is oxidized,

2GaN+6OH- ê 6h+ ñ Ga2O3 ê 3H2O+N2 ð ± (7.1)

the oxide (Ga2O3) is chemically dissolved in the second step,

Ga2O3 ê 6OH- ñ 2GaO3-
3 ê 3H2O ± (7.2)

Reactions (7.1) and (7.2) indicate that the kinetics of surface reactions is controlled by  OH ° -

ions and holes. The hydrodynamics conditions are important for the dissolution rate and the mor-
phology. In order to reveal crystallographic defects like dislocations, the supplying rate of  OH ° -

ions to the GaN-solution interface must be faster than the rate of the reaction of GaN-surface bonds
with holes. In this way, reaction (7.2) is faster than reaction (7.1). As a result, the Ga2O3 oxide
produced by reaction (7.1) can be removed in time from the GaN surface through reaction (7.2)
not to hinder the appearance of the defects.ï ¼�» WùË�Æ·ÉwÏÎÀVÆ Ð×ÓÊÍÖÍ�ÃÒÆLÄ�ÉÊÆ�Æ·ÃÎÁ�Ó
The characteristic rosette around the Vickers indentation formed by dislocation etch pits is shown
in Fig. 7.1(a). In addition to the dislocation rosette, radial cracks are to be seen as dark lines.
Raman measurements were carried out at several different positions in the indentation, as indicated
in Fig. 7.1(a).
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Figure 7.1: (a) Image of the etched region around an indentation in GaN taken by optical microscopy. D
indicates the dislocation rosette, C crack. (b) Raman spectra acquired at the positions 1–4 marked in (a).
The labels of the peaks are explained in the text.

As described in Sec. 3.1.3, GaN with a wurtzite structure belongs to the C6v space group. Group
theory predicts eight q è 0 phonon modes, i. e. two E2, one A1  TO ° , one A1  LO ° , one E1  TO ° ,
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7.2 Results and discussion

one E1  LO ° , as well as two B1 modes [see Tab. 3.1(b)]. The E2 modes are Raman active, the A1
and E1 modes are both Raman and infrared active, and the two B1 modes are silent.

The Raman spectra obtained in the undeformed matrix are consistent with the hexagonal struc-
ture of GaN because of the existence of the E2 peak at 567cm ¯ 1 [Fig. 7.1(b), curve 1]. The line
position in a stress-free GaN sample is expected at 566 ± 2cm ¯ 1 [148]. The detailed examination of
the A1  TO ° -like peak of curve 1 reveals that it is actually at 518cm ¯ 1, 15cm ¯ 1 below the A1  TO °
peak expected in a perfect GaN crystal. Previous results showed that the peak around 518cm ¯ 1

reflects the low-frequency branch of the two A1  LO ° phonon–plasmon modes (LPP ¯ ), which is a
function of the free-electron concentration as shown in Fig. 3.2(b). LPP ¯ here corresponds to the
A1  L- ° in Fig. 3.2(b). The broad A1  TO ° -like peak in Fig. 7.1(b) may thus indicate the degenera-
tion of LPP ¯ and A1  TO ° peaks. As a matter of fact, the degenerated LPP ¯ Ú A1  TO ° peak is split
into the two subpeaks, LPP ¯ and A1  TO ° , near the indentation [Fig. 7.1(b), curve 2]. The approx-
imate attribution of 518cm ¯ 1 to LPP ¯ gives a free-electron concentration of 9 ± 5 � 1019 cm ¯ 3. It is
twice larger than the actual value (3 ± 0 � 1019 cm ¯ 3) in the matrix, as the peak position at 518cm ¯ 1

is determined by both LPP ¯ and A1  TO ° , not only by LPP ¯ .
A wide band around 650 cm ¯ 1 (labeled EF for convenience) is present in the high-energy part

of the curves 1–3 of Fig. 7.1(b). The EF peak has been proven to have a A1 character [149].
It is known from doped GaN with a high free-electron concentration [139], consistent with the
appearance of the LPP ¯ peak. Actually, the intensity of the EF peak increases with the free-
electron concentration [139].

Fig. 7.1(b) shows further that the LPP ¯}Ú A1  TO ° peak shifts up to a higher position from the
matrix to the indentation center [from point 1 to 4 marked in Fig. 7.1(a)], until it is finally a
shoulder in the E2 peak [see Fig. 7.1(b), curve 4]. There are two possibilities for the blue shift.
One is due to an increase in the free-electron concentration, the other one due to an enhanced
compressive stress. However, a reduction in the free-electron concentration from the matrix to the
indentation center follows from the weakening of the EF peak at the indentation center. Thus, an
increase in the compressive stress should be responsible for the blue shift of the LPP ¯ÈÚ A1  TO °
peak.

0.05

1.0

(a) (b)

1.5 GPa

0.0 GPa

Figure 7.2: (a) Spatial distribution of the intensity of the E2 peak at an indentation. The grey scale indicates
the intensity which has been set to 1 in the matrix. At the indentation center, the intensity of the E2 peak
amount to 5 % of the intensity in the matrix. (b) Calculated spatial distribution of the residual compressive
stress. The maximum stress of 1.5 GPa is reached at the indentation center.

Compared to that in the matrix, the Raman peaks at the indentation center are found to be rather
broad while their intensities are very low, especially that of the E2 phonon mode [Fig. 7.1(b), curve
4]. This suggests a poor hexagonal crystalline order after deformation. In spite of the structural
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7 Dislocations in GaN

changes at the indentation center, there are still Raman peaks like E1  LO ° around 740cm ¯ 1, which
is superimposed in the matrix by the wide EF band, suggesting that the indentation region does
keep some crystalline order.

The character of the peak at 420cm ¯ 1, which is always present from the matrix to the in-
dentation center, could not be identified. In the deformed region, the intensity of Raman shift
below 350cm ¯ 1 is lifted abnormally due to noise caused by surface roughness. Further low-
intensity peaks, marked as P1 at 250cm ¯ 1 and P2 at 300cm ¯ 1, appear near the indentation center
[Fig. 7.1(b), curve 4]. Previous experimental and theoretical work have elucidated that GaN with
a wurtzite structure at ambient pressure transforms to rocksalt structure under the pressure of
37 GPa [150]. In combination of these studies with the present observations, it is deduced that the
weak P1 and P2 peaks might be related to rocksalt structure. However, stronger proofs are required
to support this conclusion.

The mapping of the spatial distribution of the Raman intensity of the E2 peak in Fig. 7.2(a)
shows that the intensity decreases significantly from the matrix to the indentation center, while a
residual compressive stress [Fig. 7.2(b)] is found to concentrate mainly in the indentation region.
This residual stress is evaluated by calculating the peak position of the E2 mode in relation to that
of a perfect GaN crystal. A blue shift of the E2 mode is assumed to be caused by a compressive
stress, and a red shift by a tensile stress. A conversion factor of 3 ± 6cm ¯ 1 Ú GPa for the E2 Raman
mode [148] results in a maximum compressive stress of 1.5 GPa at the indentation center.
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Figure 7.3: (a) Etch pit of an in-grown dislocations. (b) Spatial distribution of the E2 Raman peak in the
same region. The relative intensity decreases from 1.0 to 0.8 from the matrix to the etch pit. (c) Raman
spectra acquired in the matrix and at the etch pit of an in-grown dislocation.

The Raman spectra obtained at the indentation with a high density of fresh dislocations are
compared to those obtained at individual in-grown dislocations, which are presumably formed at
very high temperatures during growth of the GaN crystal. After etching, in-grown dislocations
appear as etch pits with a diameter of about 15 µm [Fig. 7.3(a)]. The pits formed at in-grown
dislocations are distinctly larger than those formed at the dislocations in the indentation rosettes.
The remarkable difference in the size of the etch pits has been interpreted as the result of decoration
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7.2 Results and discussion

of in-grown dislocations with point defects [145]. A similar effect is also known for other III–V
semiconductors.

The special etching by molten KOH–NaOH eutectic results in the formation of point-top,
stepped circular etch pits. A typical example given in Fig. 7.3(a) shows a centra-symmetric etch
pit to indicate that the dislocation is perpendicular to the N-polar  0001̄ ° surface. It is also found
that some etch pits are non-symmetrical as the dislocations are inclined to the surface. Raman
spectra measured at the etch pit and in the matrix are shown in Fig. 7.3(c). The same Raman peaks
as in the matrix are found near in-grown dislocations. However, their intensity is slightly reduced.
The distribution of the E2 intensity around an in-grown dislocation is given in Fig. 7.3(b). The re-
duction in the Raman intensity of the E2 mode near the dislocation to about 80 % of the intensity
in the matrix may be attributed to the structural disorder induced by the dislocation. The reduction
in the intensities of the EF and the LPP- Ú A1  TO) peaks is due to a lower-carrier concentration in
the surrounding of the dislocation. The extention of the reduced carrier concentration is consistent
with the diameter of the etch pit.

20 µm
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Figure 7.4: (a) Panchromatic cathodoluminescence (CL) image of an indentation. The same area is shown
in the secondary-electron (SE) image in (b). CL spectra obtained at the positions 1–6 indicated in (a) are
shown in (c). (d) CL spectra measured at an in-grown dislocation (etch pit) and in the GaN matrix.

As a second step, investigations by means of CL microscopy were carried out in order to in-
vestigate the optical properties of GaN near deformation-induced and in-grown dislocations, re-
spectively. Panchromatic CL and secondary electron (SE) images of the indentation region are
shown in Figs. 7.4(a) and (b). Small dislocation etch pits are arranged in a rosette-like pattern in
the SE picture. The alignment of the dislocations in rosette slip lines can be recognized in the CL
image in a one-to-one correspondence to the SE picture. However, no individual dislocations can
be resolved in panchromatic cathodoluminescence images since their CL contrast is rather weak.
The indentation center appears dark. The dislocation rosette itself is surrounded by bright regions
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7 Dislocations in GaN

of high CL intensity.
CL spectra were measured at 4 K at a few typical positions in the indentation [Fig. 7.4(c)].

The luminescence band at 360 nm due to the near-band-edge emission cannot be detected due to
the limitation of the CCD detector used, by which the effective wavelength detected ranges from
400 to 1100 nm. In all the cases, a broad luminescence band around 550 nm, which is known
as the YL band, is acquired. The YL band has been attributed to intrinsic defects [137–139],
to impurities such as oxygen or carbon [140–142], or to complexes formed by intrinsic point
defects and impurities [151]. Recent positron annihilation in correlation to photoluminescence
measurements have made clear that these point defects must be vacancies, most likely VGa acting
as acceptors [152]. Isolated Ga vacancies in GaN are unstable at the temperature below 300 ¬ C,
so it has been concluded that they are part of complexes with impurities [153], similar to the case
of VGa in GaAs.

Combining the results of Raman and CL microscopy obtained near the indentation site, it is
reasonable to assume that the YL band originates from Ga vacancies which are generated as a
result of the plastic deformation. Vacancies in the vicinity of the indentation are formed as a result
of dislocation motion and interaction. When the indentation experiments were carried out at ele-
vated temperatures (250 to 350 ¬ C), a very effective process of vacancy supply is the jog dragging
mechanism, which is able to provide a high density of vacancies during plastic deformation [154].
It is likely that the deformation-induced vacancies form stable complexes with impurities such as
oxygen during the slow cooling to room temperature. The concentration of residual impurities in
the GaN samples investigated is high enough to ensure the formation of a large number of such
complexes near the indentation. The fact that the free-electron concentration decreases from the
matrix to the indentation center is in agreement with the increase in the density of compensating
acceptor-like complexes.

The YL intensity in the matrix [Fig. 7.4(c), curve 1] is not zero due to vacancies or vacancy-
related complexes formed during crystal growth. The intensity strongly increases in the surround-
ing of the indentations. The dislocations in the rosette act as non-radiative recombination centers,
and thus the measured YL intensity there (curve 4) is smaller than the ones at its surroundings
(curves 2 and 3). At the indentation center, a high density of dislocations and other possible non-
radiative recombination centers exist to passivate the radiative recombination; as a consequence,
the intensity of the YL band is strongly reduced (curves 5 and 6).

It is obvious from Fig. 7.4(a) that the YL intensity and thus the defects are inhomogeneously
distributed. Fig. 7.4(c) exhibits furthermore a blue shift in the position of the YL band in the
indentation region (curve 5) compared to that in the matrix (curve 1). The shift can be related to
the increase in the residual compressive stress near the indentation and to the reduction in the free-
carrier concentration (see Sec. 3.2.2), as determined by Raman scattering. If a stress coefficient of
36meV Ú GPa is assumed [64], the stress in the indentation region can be calculated as 4 GPa. This
is in reasonable agreement with the stress value of 1.5 GPa obtained from Raman scattering, since
the variation in the carrier concentration is not considered here.

The YL intensity at the center of the etch pit formed at an in-grown dislocation amounts to
about 80 % of the intensity in the matrix [Fig. 7.4(d)]. This can be understood as the balance of
non-radiative recombination at the dislocation line and the radiative recombination of vacancy–
impurity complexes decorating the dislocation.

In summary, structural, electrical and optical properties of GaN near deformation-induced and
in-grown dislocations by combination of Raman scattering and cathodoluminescence microscopy
have been presented. Fresh dislocations were introduced by indentations. Such high-pressure in-
dentations introduce structural disorder and a high density of dislocations. The dislocation motion
and interaction generates a high density of intrinsic point defects. These point defects are most
probably gallium vacancies which form stable complexes with residual impurities like oxygen
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7.2 Results and discussion

donors during cooling after the indentation. The YL band at 2.2 eV is probably related to the
VGa-related complexes. Its intensity is determined by the competition between radiative recom-
bination at the vacancy complexes and non-radiative recombination at dislocations. The results
from cathodoluminescence measurements are in agreement with the decrease in the free-electron
concentration and the increase in the compressive stress at the indentation center as deduced from
Raman microscopy. Similar to the region of the dislocation rosette at indentations, a decrease in
the free-electron concentration has been found at individual in-grown dislocations. Correspond-
ingly, characteristic changes in the Raman spectra are observed in the etch pit region.
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The effect of point defects and dislocations on the electrical and optical properties of III–V semi-
conductors (GaAs and GaN) has been investigated theoretically and experimentally by concentrat-
ing on the interactions between point defects and dislocations. A few summaries and conclusions
are given in the following.

Raman scattering has been applied to determine the free-carrier concentration from the ma-
trix to the dislocation by calculating the ratio of Raman intensity of LO phonon to that of the
low-frequency branch (L ¯ ) of the two LO phonon–plasmon coupled modes or by detecting the
position of the high-frequency branch (L I ) in Raman spectra. Raman scattering has further been
carried out to reveal the spatial distribution of the free-carrier concentration and stress in the GaN
single crystal with and without indentation. The residual stress from the matrix to the dislocation
after indentation of the GaN single crystal determined by Raman scattering is comparable to the
evaluation through the cathodoluminescence (CL) measurements.

A so-called diffusion–drift–aggregation (DDA) model has been developed to describe the ki-
netic processes of point defects due to their interactions with dislocations. Computer simulations
based on the DDA model have been carried out to reveal that the conventional “Cottrell” atmo-
sphere cannot correctly describe the aggregation of point defects at the dislocation in all cases. In
spite of different diffusion mechanisms, the whole character of the dislocations in n-type GaAs:Si
and GaAs:S are similar: the interactions of point defects with dislocations induce dopants, gal-
lium vacancies, arsenic interstitials, and donor–gallium vacancy complexes to diffuse towards and
to aggregate around the dislocations. The aggregation magnitude of point defects around the dis-
location in GaAs depends on temperature, arsenic pressure, and the doping level. The higher the
temperature, arsenic pressure, or the doping level is, the stronger the aggregation of point defects
around the dislocations is. In addition to an important influence on the aggregation magnitude
and extension of the point-defect atmosphere around the dislocations, the arsenic precipitation at
the dislocation is found to decisively extend the increasing region of the resultant free-electron
concentration around the dislocation. Computer simulations based on the DDA model reveal that
an arsenic precipitate is kinetically preferred to be formed at the dislocation. Molecular dynamics
simulations with a Tersoff-type interaction potential have been carried out to elucidate that it is
energetically favorable for arsenic precipitates to be formed at the dislocations.

Dislocations act as non-radiative recombination centers to passivate the luminescence in GaAs
and GaN. Whether the dislocations appear dark or bright in the CL images relies on the concentra-
tion of point defects aggregated there, the density of excess minority carriers, and the competition
between radiative recombination and non-radiative recombination channels at the dislocations. By
eliminating the passivation effect of dislocations on the luminescence, the spatial variation in the
defect concentration from the matrix to the dislocation has been determined from CL measure-
ments. By considering the detailed atomic diffusion mechanism, it is explained why the concen-
trations of the Si IGa (S IAs) donors, gallium vacancies (V3

Ḡa ), and donor-vacancy complexes such as SiGaVGa
° 2 ¯ and  SAsVGa

° 2 ¯ , as well as the resultant free-electron concentration increase from
the matrix to the dislocation in n-type GaAs:Si and GaAs:S. The formation of a large number of
interstitial dislocation loops may largely consume the interstitial arsenic. In this case, no arsenic
precipitate can be formed and the free-electron concentration near the dislocation may be lower
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8 Summary and Conclusion

than in the matrix due to the pronounced production of gallium vacancies acting as acceptors, ac-
companying the formation of interstitial dislocation loops. Therefore, the increase or decrease in
the free-electron concentration from the matrix to the dislocation cannot be simply attributed to a
dilution of the concentration of acceptors or donors occupying the arsenic lattice sites around the
dislocation.

Positron annihilations (positron lifetime and Doppler broadening) in GaAs have been carried
out to distinguish point defects and their chemical environments. By correlating positron annihi-
lation with CL, the defects responsible for the 0.95 eV luminescence band have been identified. In
n-type GaAs:Si and GaAs:S, depending on the doping level, there are three possible kinds of gal-
lium vacancy-related complexes. A doubly or triply charged gallium vacancy and one donor form
a complex such as  SAsVGa

° ¯ or  SAsVGa
° 2 ¯ in GaAs:S, and  SiGaVGa

° 2 ¯ in GaAs:Si. A triply
charged gallium vacancy and two donors form a complex such as  SAsVGaSAs

° ¯ in GaAs:S and SiGaVGaSiGa
° ¯ in GaAs:Si. These complexes result in the luminescence bands around 1 ± 30 eV

[  SAsVGa
° ¯ ], 1 ± 20 eV [  SiGaVGa

° 2 ¯ or  SAsVGa
° 2 ¯ ], and around 0 ± 95 eV [  SiGaVGaSiGa

° ¯ or SAsVGaSAs
° ¯ ], respectively. The ground states of the three kinds of complexes lie at about 0 ± 2 eV,

0 ± 3 eV ì and 0 ± 5 eV, respectively, above the valence band maximum, while their excited states are
shallow levels (about 20 meV) below the conduction band minimum. Using the configurational
coordinate model, the energy levels of an isolated V2

Ḡa and V3
Ḡa are supposed to lie at 0 ± 42 eV

and 0 ± 52 eV above the valence band maximum. The formation energy of charged point defects,
which is dependent of the Fermi level, determines their concentration at a given doping level. The
CL and positron-annihilation investigations of n-type GaAs:Si and GaAs:S suggest that the for-
mation energy of a  SiGaVGaSiGa

° ¯ ,  SAsVGaSAs
° ¯ , or a  SAsVGa

° ¯ complex be lower than that
of a  SiGaVGa

° 2 ¯ or a  SAsVGa
° 2 ¯ complex at a low doping level. It is vice versa at a high doping

level. Due to the Fermi-level effect, the concentration of the gallium vacancy-related complexes
with higher charge states increases at a higher rate with the doping level than that of complexes
with lower charge states. In the same way, the compensation at the low doping level is low due to
the formation of singly charged gallium vacancy-related complexes. In contrast, the compensation
is enhanced at the high doping level by forming gallium vacancy-related complexes with higher
charge states. The enhanced compensation from the low to the high doping level is one of the rea-
sons why the free-carrier concentration in semiconductors is actually limited within some range
and cannot always increase with the dopant concentration.

A high density of intrinsic point defects is formed during dislocation generation, motion, and in-
teraction during plastic deformation by indentation of GaN. These point defects are most probably
gallium vacancies which form stable complexes with residual impurities such as oxygen donors
during cooling after the indentation on GaN. The gallium vacancy-related complexes have been
suggested to be responsible for the yellow luminescence (YL) band at 2.2 eV in GaN. The in-
tensity of the YL band is determined by the competition between radiative recombination at the
gallium vacancy-related complexes and non-radiative recombination at dislocations. Cathodolu-
minescence measurements indicate a decrease in the free-electron concentration and an increase
in the compressive stress at the dislocation rosette at indentations, as deduced from Raman scatter-
ing. The aggregation of gallium vacancy-related complexes acting as acceptors at the dislocation
results in a decrease in the free-electron concentration at individual in-grown dislocations, similar
to that in the dislocation-rosette region at indentations.
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