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Chapter 1

Introduction

1.1 Motivation

The human-induced climate change is one of the largest catastrophes that mankind

will have to deal with in the foreseeable future. One of the key solutions to change

the human impact on the global climate is the switch to renewable energy sources and

the reduction of the overall energy consumption. One of the cheapest energy sources

today is the sun, as it is available everywhere on the planet and can be harvested with

relatively low-tech solutions. Despite the success of existing photovoltaic technolo-

gies, the need for high e�cient solar cells rises to satisfy the ever-growing need for

energy. Especially in densely populated areas the space for energy sources is limited

so that solar cells with higher e�ciencies can become more cost-e�ective.

The e�ciency of the standard �rst generation solar cell, like the single- or polycrys-

talline silicon solar cells, is limited by the band gap of the used material. All photons

with energies below the band gap of the absorber material cannot be converted to elec-

trical energy, while photons with energies above the band gap can be converted only

partially into electrical energy. The Shockley–Queisser limit (Shockley and Queisser

1961) gives us the theoretical maximum energy conversion e�ciency such a photo-

voltaic device can have: 33.7 % under sunlight spectrum on the surface of the earth

(AM 1.5) (Rühle 2016). While there are di�erent ways to overcome this limit by e.g.

light concentration, multiple p-n-junctions or photon upconversion, we will focus on

the technology used in this thesis: The intermediate band solar cell (IBSC).

1



2 1.2 Intermediate band solar cell

1.2 Intermediate band solar cell

As the name suggests, this photovoltaic technology utilizes additional energy bands

inside the band gap of the absorbing semiconductor to e�ectively absorb photons of

multiple energies. The basic concept uses one band inside the band gap, the inter-

mediate band (IB), which allows the device to absorb three di�erent photon energies

without loosing their energy during the conversion. There are currently four known

ways to implement such an intermediate band (Okada et al. 2015; Ramiro et al. 2020):

Through quantum dots (A. Luque et al. 2004; Marti et al. 2000), highly mismatched

alloys (Lin et al. 2009; Yu et al. 2003), organic molecules (Ekins-Daukes et al. 2008;

Simpson et al. 2015) or deep level impurity bands.

The latter approach uses a host semiconductor with a high energy band gap which

is hyperdoped with impurities that create deep-level energy states within the band

gap. The density of these impurities have to exceed the necessary threshold for a

Mott transition to occur, overlapping the single impurity energy states into a material

spanning energy band. The necessary impurity concentration depends on the host

material, as well as the hyperdoped impurity element. (Antonio Luque et al. 2001;

Marsen et al. 2012)

At the current state of research none of these four techniques have resulted in

solar cells with any e�ciency gain over the respective single-junction devices and their

potential is far from been reached (Ramiro et al. 2020).

1.3 In2S3:TM as an IB material

In this work we grow In2S3:TM (TM = V, Ti, Nb) impurity-band absorbers, study the

structural and optoelectronic e�ects of hyperdoping on the host material as well as

show the existence and basic properties of the intermediate band. The chosen host

material is indium sul�de (In2S3) which was suggested by Palacios et al. (2008). In2S3is

known to have a band gap around 2 eV (Barreau, Mokrani, et al. 2009; Ghorbani and

Albe 2018) and is widely researched as a less-toxic alternative for the bu�er layer in

second generation thin-�lm photovoltaic devices (Abou-Ras et al. 2005; Naghavi et al.

2010). We incorporate the transition metals (TMs) vanadium (V), titanium (Ti) and

niobium (Nb) as impurities, as they have already shown promise for the formation of
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intermediate bands in In2S3 (Ho 2011; Lucena, Conesa, et al. 2014; McCarthy, Weimer,

Haasch, et al. 2016; Tapia et al. 2016). The literature review in section 2.4.2 illustrates

that the existence of an intermediate band in transition metal-doped In2S3, or at least

energy states inside the band gap, is not only predicted, but also con�rmed. But there

are missing key pieces to fully understand the origin of the measured doping-induced

inter-band states. The β-In2S3structure is very complex which makes it a di�cult can-

didate for theoretical calculations. None of the publications show a complete picture

of the e�ects of hyperdoping on In2S3; especially the structural changes are neglected.

Despite the low predicted maximum e�eciency for In2S3:V of 20.8 % (Strandberg and

Aguilera 2012), In2S3:TM (M=V, Ti, Nb) with its high band gap and multiple possible

impurities is a good material to research impurity band solar cells in general.

1.4 Goals

This thesis aims to use physical vapor deposition (PVD) from the elements to grow

high quality polycrystalline thin-�lm In2S3 and hyperdope it with vanadium, titanium

and niobium. The systematic research of the e�ects of hyperdoping on the host In2S3

lattice are the main focus of the material analysis.

At the end of this work, an e�ective PVD process should be found that can reliably

produce In2S3:TM thin �lm absorbers. The structural changes of the host material from

hyperdoping and the positioning of the transition metal atoms within the host In2S3

material should be better understood. Last but not least, the intermediate states created

by hyperdoping should be detected and compared to the other preparation methods

published until now.
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Chapter 2

Fundamentals

2.1 Crystals

2.1.1 Crystal growth

A material can be called a crystal, if its atoms exhibit a long range order in all three

dimensions. Certain conditions apply for atoms to arrange themselves into crystals

which vary strongly between materials. For semiconductors crystal growth is often

done from a melt or gas of single elements or molecules needed to form the material.

If the crystal is grown from gas, a substrate is used as a basis for the crystal to grow on.

For semiconductor devices the substrate is mostly chosen for its electrical or optical

properties, but can also be used to change the structure of the crystals growing on top.

In the following we will only look at the crystal formation from evaporated material

on a substrate.

Crystal growth always starts with nucleation, which describes the time for the

�rst crystal to grow. A nucleus is the initial crystal seed that determines the structure

and orientation of the crystal. After its formation, the incoming atoms or molecules

can either grow the existing nuclei, or form new nuclei. The substrate temperature

determines the mobility of the adsorbed molecules, while the gas saturation above

the substrate determines the amount of available molecules and the pressure they ex-

ert on the surface. These two parameters determine the crystal growth rate and the

balance between growing existing crystals and forming new nuclei. At low temper-

atures the mobility of the molecules is low, more nuclei form and the crystal growth

5



6 2.1 Crystals

rate is low. If the temperature is too high, the molecules start to desorb before they

can be incorporated into a crystal. If the temperature is in the right range only the

molecule transportation limits the crystal growth. The vapor pressure or saturation

above the substrate also dictates the growth rate, as it determines the amount of avail-

able molecules. But a too high saturation causes the molecules to form new nuclei with

each other before they can settle on existing crystals, decreasing the crystal size.

The structure that crystals form is also determined by the temperature. A higher

temperature increases the thermal energy and therefore vibrations of the atoms, which

can cause the ordering to change. The higher thermal energy forces the atoms to re-

arrange into a di�erent structure, with a higher symmetry. The di�erent crystal struc-

tures a material can form are called crystal phases. The stoichiometry, or proportions

between the elements, can also determine the phase of a crystal. It is important in

which phase a crystal is, as the structural di�erences can have a large impact on the

optical and electrical properties of the material. (Kittel 2006)

2.1.2 Crystal types

The unit cell of a crystal lattice describes (most of the time) the smallest possible part a

lattice that can be used to recreate the complete crystal by translation. The unit cell is

de�ned by the three lattice vectors that span the unit cell in three dimensions. There

are 14 di�erent base lattices, called Bravais lattices, which can be used to describe any

crystal. On these lattices the atoms are placed to construct the real crystal. Two of

the Bravais lattices are needed for this thesis: The face centered cubic lattice, where

all sides and angles are the same, with additional lattice bases on the faces of the cube,

and the body centered tetragonal lattice, where the lattice is elongated along one axis

with an additional lattice base in the center of the lattice.

One of the main techniques to get information about crystal structures is through

scattering. The long range order of the crystals is utilized by scattering e.g. photons

o� the lattice planes. Interference between the scattered photons results in detectable

patterns, that contain information about the structure of the crystals. Since it is an

indirect measurement of the lattice, this pattern is not part of the real space, but of

the so called the reciprocal space. The reciprocal lattice is the Fourier transform of the

real or direct lattice. All parallel planes in the direct lattice result in one point or re�ex
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in the reciprocal lattice. The position and shape of these re�exes contain information

about the lattice structure, but also about preferred growth directions (texture), strain

on the crystals, microstrain within the crystals and the crystal size.

The Miller indices (h, k and l) are a way to easily distinguish lattice planes. They

are very useful as they de�ne a point in reciprocal space (the measurable re�ex), but

also have meaning in real space: They de�ne the intercepts of the lattice plane with

the lattice vectors of the unit cell. Given the lattice vectors of a crystal the Miller

indices hkl can be used to calculate the distance between the parallel planes de�ned

by the Miller indices. On the other hand, measuring the lattice plane distance via the

interference pattern following Bragg’s law, it is possible to calculate the lattice vectors,

if the Miller indices are known. As already stated above there are only a limited number

of basic lattice types which allows the simpli�cation of the lattice vectors. Instead,

only lattice parameters (lattice constants) together with angles between the vectors

are used. For example in a cubic lattice the angles between the lattice vectors are all

90° and their length is the same for all three directions, so only one lattice parameter

is needed to describe the crystal’s complete unit cell. (Kittel 2006)

2.1.3 Secondary phases

During the growth of crystals with two or more elements it is possible that the incom-

ing molecules form di�erent stoichiometries than the main material. These are called

secondary phases and can form, if for example the proportions between the supplied

elements are incorrect or the secondary phase is energetically favorable.

2.2 Semiconductor physics

2.2.1 Energy bands

A crystal contains electronic energy bands that consist of many energy levels spanning

the whole crystal. Electrons stay on these energy levels, but are relatively free to move

as long as there are free positions. A band can either be �lled, partially �lled or empty,

depending on the number of electrons that �ll the energy levels. Because the energy

levels in a band are so close together, electrons can easily switch energy levels within
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a band and move around in a way, which would be impossible in separated atom.

The bands form due to the long range order of the atoms in a crystal. The electron

wave functions of the atoms overlap with each other which creates delocalized energy

bands that electrons (previously localized around one atom) can use to move through

the whole material. Atoms have multiple electron shells that provide a �xed amount

of electrons per atom and overlap to form multiple energy bands. The electrons that

were previously localized around one atom now �ll the bands from low (nearest to

atom) to high (farthest from atom) energy. (Kittel 2006)

2.2.2 Electron transition types

The energy position of energy states in a semiconductor is dependent on the crystal

momentum k of the electrons. This dependency is described by the dispersion relation

E(k) which can have multiple extrema. The conduction band and valence band follow

di�erent E(k) which can place the conduction band minimum (CBM) at a di�erent k

vector than the valence band maximum (VBM). The Fermi-Dirac distribution for the

electron position determined by the thermal energy of the system states that lower

energy positions are more likely to be occupied by electrons. As such, most electrons

will be found at the CBM, and most holes (missing electrons) at the VBM.

If the CBM and VBM are at the same

E(k)

k

EC

EV

k

direct
transition

indirect
transition

q
ħω

ħω

Figure 2.1: Schematic diagram of direct
and indirect radiative transitions in the dis-
persion relation E(k) resulting in a pho-
ton with energy ~ω. The indirect transition
needs a phonon q for momentum conserva-
tion.

k vector, the electrons can directly switch

between the two by absorbing or emit-

ting photons. This is then called a di-

rect semiconductor that allows for direct

electron transitions. If the CBM and VBM

are at di�erent momenta, the electrons

cannot directly switch between the bands

due to the required momentum conser-

vation. In this case the electrons need

additional phonons (lattice vibrations) with

the right momentum for them to be able to transition to the other band. Depending

on the temperature, this process is much less likely than a direct transition and re-

duces the absorption in the energy range of the indirect transition. Figure 2.1 shows
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di�erences between the direct and indirect radiative transitions.

Defects can add additional transitions that are explained in the next section. (Kittel

2006)

2.2.3 Defects and recombination

A real crystal often has disturbances to the long range order called defect. There are

di�erent defects that can in�uence a material in di�erent ways. Point defects like im-

purities, vacancies or an element at the wrong position (interstitial or antisite defects)

have an e�ect on the electrical and optical properties of a material. Every element

brings about di�erent electron energy states and number of electrons, that a�ect the

available energy positions and occupations. Isolated point defects are often localized.

The electrons then cannot move freely away from the defect, without either giving up

energy or gaining energy. A high enough defect density of e.g. an introduced impu-

rity that acts as a shallow (near a band) defect can increase the amount of electrons or

holes available for conduction (called doping). Deep defects on the other hand form

energy states in between the valence and conduction band that can act as electron traps

that hinder conduction and induce non-radiative recombination. In equilibrium, the

energy position of electrons is given by the above-mentioned Fermi-Dirac probability

distribution determined by the thermal energy of the system. When an electron in

the conduction band �nds a suitable hole in the lower energetic valence band with the

same momentum it will, dependent on the temperature, most likely �ll the hole (recom-

bine). The energy conservation requires that the excess energy is either released as a

photon (radiative recombination) or given to another electron (Auger recombination).

Another recombination path opens, if deep defects are available in the band gap. Elec-

trons can use these defects to recombine non-radiatively by emitting phonons instead

of photons. As found by Hall (1951) and Shockley and Read (1952) this works because

localized deep defects have di�erent dispersion relations than the bands. Electrons

can therefore switch to these defects while still conserving the momentum. Additional

occupation dependency of the defects’ dispersion relation and energy position allow

the recombination via the defects. Especially in indirect semiconductors this is much

more probable than the radiative recombination where the momentum conservation

is di�cult to satisfy. If the defect density increases, the non-radiative recombination
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increases, reducing the life-time of free charge carriers. A high life-time is crucial for

the separation of charge carriers and therefore generation of a current in a solar cell.

(Kittel 2006)

2.3 Deep-level impurity band

An intermediate band has to have certain properties to maximize the e�ciency in-

crease of the IBSC (Antonio Luque et al. 1997; Martí et al. 2013).

Its energy position should be near one third of the band gap. From theoretical

calculations it follows that under black-body radiation the e�ciency is at a maximum

for the energy positions shown in table 2.1. These values are slightly di�erent under

AM 1.5 spectrum, but the general trend of splitting the band gap EG with the IB into

roughly EL ≈ 0.4 · EG and EH ≈ 0.6 · EG is the same (Bremner et al. 2008).

Table 2.1: Calculated optimal highest IB to CB or VB distance EH , band gap EG for unconcen-
trated and maximally concentrated black-body radiation (Ramiro et al. 2020).

Concentration EH EG

no 1.53 eV 2.40 eV
yes 1.27 eV 1.96 eV

The absorption coe�cients for the three possible transitionsEG,EL andEH should

not overlap. If they do, some photons can use multiple absorption channels, exciting

electrons e.g. far above the conduction band minimum and thereby causing thermal-

ization losses. (Martí et al. 2013) The IB should be half �lled, so that transitions into and

out of the IB are equally possible. Photo�lling an empty IB might be possible with con-

centrated light in some cases, but it will probably be less e�cient, as the photo�lled

electrons can drain out of the IB via non-radiative recombination. (Strandberg and

Reenaas 2009) The IB transitions should also have similar absorption cross-sections.

Otherwise, the IB will be �lled or emptied over time, limiting the e�ectiveness of the

excitation from the VB into the CB.

Figure 2.2 displays the band diagram of an IB absorber. In our case the IB is in-

troduced by hyperdoping the host material with impurities. The formation of energy

bands from localized defect states has been �rst described by Anderson (1958) and
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Figure 2.2: Band diagram of an IB absorber material. Three transitions are possible for
the electrons: VB-CB, VB-IB and IB-CB.

Mott (1949, 1968) on dopants. By increasing the impurity density and placing them

in an ordered host lattice, the electrons and the defects’ energy states start to interact

with one another. At a certain impurity density the wavefuntions of the electrons start

to overlap, similar as in the formation of the bands in a semiconductor. The dopants

form a super lattice within the host lattice with its own delocalized energy bands, al-

lowing for electrons to move freely. This Metal-Insulator transition is also called a

Mott transition. Ghorbani, Barragan-Yani, et al. (2020) calculated the needed impu-

rity concentrations for the delocalization of the defects for In2S3:Ti and In2S3:Nb to

≥ 5 at.% and ≥ 2.5 at.%, respectively. Therefore, two factors have to be considered:

The ordering of the impurities and the impurity concentration. Since localized deep

defects can drastically reduce the e�ciency of an absorber, the delocalization via the

Mott transition and the resulting recovery of the free charge carrier lifetimes is crucial

in a deep-level impurity band material.

2.4 Indium sul�de

2.4.1 Indium sul�de properties

Structural properties

The structure of In2S3 is based on a cubic spinel. It contains an anion (X) face centered

cubic (fcc) lattice, with usually two elements of di�erent valence as the cations (A, B)
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with the form AB2X4. While divalent ions (A) are situated on tetrahedral positions

(Th), the octahedral positions (Oh) are �lled with the trivalent (B) atoms. Indium is a

trivalent element so that common spinels are MIn2S4 with M being a divalent element

like Mn, Co or Mg. In the In2S3 structure no divalent atoms are available, so the indium

atoms have to �t in the sulfur tetrahedra that only need two electrons of the three

available. As a result, two indium atoms have enough electrons for three tetrahedral

positions, creating an intrinsic indium vacancy vIn (vacancies are denoted with a ’v’

to distinguish them from vanadium ’V’). Using a � to symbolize the empty position

the formula of this structure can be written as [In2/3�1/3]
Th

[In]
Oh
2 S4, which falls back

to In2S3. Because of the intrinsic defects, this crystal structure is also called a defect

spinel. The vacancies in the In2S3 structure can be ordered or disordered, depending

on the available sulfur and the temperature of the material. At room temperature the

defect spinel In2S3 is completely ordered in a tetragonal super-structure with the vIn on

a spiral along the structure’s c-axis. This structure variant is called the β-phase of the

material or simply β-In2S3. It has the space group I41/amd (141) with lattice constants

of a = 7.6231 Å and c = 32.358 Å (Pistor et al. 2016). For higher temperatures of

above ∼ 440 °C (Pistor et al. 2016), or lower sulfur content of below 59.5 to 59.0 at.%

(Goedecke et al. 1985), the indium atoms start to move to random positions on the

tetrahedral sites. This disordering destroys the tetragonal super-structure, leaving a

cubic defect spinel. This is the so called α-phase or α-In2S3. It has the space group

Fd-3m (227) with a lattice constant of a = 10.8315 Å at 475 °C (Pistor et al. 2016).

Because of the similarity between the α- and β-phase, it is di�cult to distinguish them.

This fact is very often overlooked in the literature, be it regarding XRD or Raman

measurements. For even higher temperatures of above ∼810 °C the In atoms are only

present on octahedral sites, changing the complete structure into a hexagonal one.

This is the γ-phase or γ-In2S3 that is not stable at room temperature. It crystallizes in

the P-3m1 (164) space group with lattice constants of a = 3.8656 Å and c = 9.1569 Å

at 825 °C. (Pistor et al. 2016) X-ray di�raction at lower temperatures (80 K) conducted

by Wyżga et al. (2020) did not reveal new phase transitions, but the e�ect of overlap

or twinning of XRD re�exes was reduced. In this paper they also show more accurate

phase transtion measurements and determined that the β-α transition is a 1st order

transition occuring at about 700 K (427 °C).
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Intrinsic defects

Rehwald et al. (1965) did a thorough analysis of the electrical properties of In2S3 grown

with chemical transport reaction with varying sulfur concentrations. They conclude

from resistivity, Hall, thermoelectric power and optical absorption measurements that

Ini and InvS
act as donors and vIn as a compensating acceptors. Pai et al. (2005) used

spray pyrolysis to prepare In2S3 that contained chlorine and had oxygen on the surface.

They estimated their band gap to be about 2.6 eV and varied the stoichiometry of the

material. Using thermally stimulated current measurements they found the activation

energies of four defects and assigned likely defects depending on the stoichiometry:

vIn (S-rich 0.1 eV), chlorine (0.26 eV), vS (In-rich 0.43 eV) and OS (O-rich 0.82 eV).

Jayakrishnan et al. (2005) prepared oxygen-contaning In2S3 via chemical spray pyrol-

ysis with a high band gap of 2.76 eV. They noticed two visible photoluminescence

bands occuring for di�erently prepared samples. For the In-rich sample they found a

transition at 1.88 eV assumed to be a transition from Ini to OvS
. For the S-rich sample

they found a transition at 2.19 eV assumed to be a transition from vS to vIn. Ho (2011,

2012) used chemical vapor transport to grow In2S3 single crystals with a band gap of

2.075 eV. One shallow defect at about 1.906 eV assigned to vS and two deep intrinsic

defect transitions were found at 1.518 eV and 1.572 eV and assigned to vS and v
S
′ to vIn

transitions. Extensive theoretical calculations using hybrid-functional DFT were done

by Ghorbani and Albe (2018). The main results are that under In-rich conditions donor

type defects, mainly Ini (1.72 eV above the VBM) and if the Fermi level is close to the

CBM vS (1.58 eV), v
S
′ (1.86 eV, 2.07 eV), v

S
′′ (1.27 eV) and InS (2.02 eV) can form. In

the S-rich case, the acceptor-like deep defects vIn (0.64 eV) and SIn (1.23 eV) are most

likely to occur.

Optical properties

Barreau (2009) have published a review of In2S3 �lms in the photovoltaic �eld and

show that the reported band gap varies greatly with di�erent growth techniques. CBD

grown samples can reach up to 3.7 eV, while PVD grown samples have the lowest

band gaps at around 2.0 to 2.3 eV. The main reasons are the strong dependence of the

band gap from the In2S3 stoichiometry and impurities, which are incorporated during

growth. Barreau, Bernède, Deudon, et al. (2002) and Barreau, Bernède, and Marsillac
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(2002) grew pure and Na-doped thin In2S3 �lms by annealing stacked indium, sulfur

and sodium layers. They �nd a direct allowed band gap of 2.1 eV for pure In2S3, which

increases to 2.95 eV with a sodium concentration of above 6 at.%. Barreau, Marsil-

lac, Bernède, Ben Nasrallah, et al. (2001) also investigated the incorporation of 5 to

10 % oxygen into In2S3 and noticed a strong increase of the band gap to 2.8 eV. In a

newer publication Barreau, Mokrani, et al. (2009) grew pure In2S3 500 nm thin �lms

via co-evaporation, which is closest to our growth method. Their �lms show an indi-

rect transition at 2.01 eV. A very detailed theoretical look on the band structure and

absorption of β-In2S3 was done by Zhao et al. (2013) using DFT. They found that the

1.977 eV band gap is indirect in nature. The conduction band minimum (CBM) is lo-

cated at the Γ-point, while the valence band maximum (VBM) is at the N -point. The

energy di�erence of the VBM to the direct transition at the Γ-point is only 0.089 eV,

which leads to the �rst direct transition to occur at 2.066 eV and makes it di�cult to

separate the indirect and direct transitions. Because of the tetragonal structure of β-

In2S3, the absorption is anisotropic. While the a and b axes have the same absorption,

the c axis has a di�erent absorption spectrum. It is calculated, that the a/b axis ab-

sorption has maxima at 2.2 eV, 3.0 eV and the c-axis has a peak at 2.8 eV. Ghorbani

and Albe (2018) used a hybrid functional DFT approach which is expected to result

accurate band energies. They �nd a 2.11 eV band gap.

Electrical properties

In2S3 is an intrinsically n-doped semiconductor which properties strongly depend on

the preparation process. Especially the presence of impurities (Barreau, Bernède, and

Marsillac 2002; Mathew et al. 2006) and excess of In or S during the process (Ghor-

bani and Albe 2018; Jayakrishnan et al. 2005; Rehwald et al. 1965) change the pres-

ence of defects and therefore also electrical properties. Rehwald et al. (1965) already

systematically measured the strong dependency of the conductivity on the sulfur con-

tent of In2S3 grown via chemical transition reaction. Resistivities between 0.13 and

2000 Ω cm−1 and free charge carrier densities between 1× 1018 cm−3 and 2.4× 1013 cm−3

were measured. They attributed this to the Ini and InvS
acting as donors and vIn as a

compensating acceptors. In stoichiometric samples the Ini and vIn might compensate

each other, leading to low free charge carriers densities. Later works have even reached
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resistivities as high as 1× 10−7 Ω cm−1 (Asikainen et al. 1994). Barreau, Bernède, and

Marsillac (2002) noticed an increased conductivity by doping In2S3 with Na, Mathew

et al. (2006) by doping with Ag. Ho (2012) showed that doping In2S3 with 0.2 at.% Nb

increases the resistivity from about 1× 105
to 1× 107 Ω cm−1. He attributed this to

the introduced deep defects that trap free charge carriers.

2.4.2 Intermediate band indium sul�de

The use of In2S3 for IBSCs was originally proposed by Palacios et al. (2008) backed by

density-functional calculations. These �rst calculations were conducted on MgIn2S4,

as the β-In2S3-phase has a very large unit cell and is di�cult to calculate. For vanadium-

doped In2S3 (In2S3:V) they predicted the VB-IB transition to start at about 0.7 eV. The

�rst realization was done by Lucena, Aguilera, et al. (2008) and Lucena, Conesa, et

al. (2014) with polycrystalline powder grown via solvothermal reactions. They hy-

perdoped with roughly 3.4 at.% V. They found additional sub-bandgap transitions in

absorption measurements indicating intermediate states at about 1.65 eV above the

VB. Ho (2011) published results on In2S3:Nb prepared with chemical vapor transport

and up to 0.2 at.% Nb with intermediate states found in temperature-dependent ther-

more�ectance measurements at about 1.52 eV above the VB. Strandberg and Aguilera

(2012) have calculated the maximum e�ciency that is to be expected for an In2S3:V

IBSC in 2012 and also given the optimal thickness of the absorber layer. For a hyper-

doping concentration of 5 at.% with an illumination of 1 sun they calculated a maxi-

mum e�ciency of 20.8 % for a layer thickness of 1 µm. This e�ciency is lower than

the detailed balance limit for a single band gap solar cell with the same bad gap. Chen

et al. (2013) grew iron doped In2S3 samples via solid state reactions. The band gap of

the pure In2S3 powder was at 1.85 eV. When incorporated with iron, a clear increase

of the absorption below the band gap was detected. The absorption showed a dis-

tinct second maximum at around 1 eV. McCarthy, Weimer, Haasch, et al. (2016) have

worked on thin �lm In2S3:V deposited by atomic layer deposition with up to 9 at.%

V and showed their results in 2016. Their absorption measurements displayed only

one additional transition at ∼0.8 eV above the VB, indicating a mostly �lled IB. Tapia

et al. (2016) showed extensive analysis of In2S3:V thin �lms on �uorine-doped tin ox-

ide with up to 3.4 % V content prepared using ion layer gas reaction (Spray ILGAR).



16 2.4 Indium sul�de

They notice a decrease of the carrier lifetimes and di�usion lengths when doping with

V which they attribute to in-gap V states increasing the non-radiative recombination

and trapping of free charge carriers. Together with the workgroup of Marius Grund-

mann at the university of Leipzig we presented a pin-diode solar cell concept based

on our In2S3:V samples. The back contact is ZnO:Al and two p-TCOs were tested as

window layers: ZnCo2O4 and NiO. Of the two, ZnCo2O4 showed better recti�cation.

Under illumination the solar cells displayed an open-circuit voltage of up to 300 mV

and a short-circuit current density of up to 0.29 mA cm−2. While even the V-doped

samples showed photovoltaic behavior, more optimizations have to be done to get any

decent e�ciency. (Jawinski et al. 2018) The newest theoretical calculations on β-In2S3

were conducted by Ghorbani et al. regarding intrinsic defects as well as incorpora-

tion of V, Ti and Nb impurities in octahedral positions using hybrid density functional

calculations. The latter calculations were inspired by private communications about

our experimental work on these three materials. For vanadium they found that the

neutral V
0

on the octahedral positions do not form an IB at all. V
−1

can form occupied

states in n-doped In2S3 at 1.83 eV above the VB. The results also indicate that there

are minimal impurity concentrations needed for IBs to form: ≥ 5 at.% for Ti and ≥
2.5 at.% for Nb. For In2S3:Ti the incorporation into one of the octahedral positions

(In
16h

) can form occupied states at 0.14 eV above the VB. For In2S3:Nb both octahedral

positions result in occupied intermediate states 0.45 eV and 0.62 eV above the VB. By

hyperdoping α-In2S3 with 1.9 at.% octahedral V, an empty IB at about 1.82 eV can be

expected. At higher concentrations and V in tetrahedral coordination the band gap of

α-In2S3 is reduced instead. (Ghorbani and Albe 2018; Ghorbani, Barragan-Yani, et al.

2020; Ghorbani, Erhart, et al. 2019; Ghorbani, Schiller, et al. n.d.)
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Preparation of transition
metal-doped In2S3

Physical vapor deposition is one of the best ways to grow thin and pure semiconductor

�lms (Barreau 2009). This chapter describes how we use this method to grow In2S3:TM

thin �lms.

3.1 Physical vapor deposition

In physical vapor deposition (PVD) the elements needed for the �lm are evaporated or

sputtered onto a heated substrate inside a vacuum. This allows �ne control over the

composition and growth conditions of the resulting layers. Since the growth happens

in a vacuum only with the needed elements very pure layers of the wanted material

can be grown. Co-evaporation from the elements is a special case where all required

elements are evaporated from separated sources at the same time, with the reaction to

the desired material happening during growth at the substrate. The stoichiometry and

crystallite sizes of the �nal �lm are determined by the provided vapor pressure of each

element and the temperature at the substrate (see section 2.1.1).

17
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3.2 Sample preparation

All samples are grown in a custom co-evaporation chamber which has been built for

the growth of In2S3:TM (see �gure 3.1). The high vacuum is achieved with a turbo-

molecular pump STP-301C from Edwards combined with a pre-pump e.g. a XDS5 from

Edwards. A Edwards WRG-S gauge is used to measure the pressure which is around

6 · 10−6 mbar after pumping overnight and 6 · 10−5 mbar during a process.

The chamber was originally designed

Figure 3.1: Evaporation chamber for
In2S3:TM preparation.

to be used in an in-situ X-ray di�raction

setup, where the X-rays enter and exit

through Kapton-covered slits in the side

of the chamber. Since in-situ XRD was

not used for the samples shown here, two

stainless steel covers replace the Kapton

to reach a better vacuum. To enable in-

situ XRD experiments the sample holder

is attached to the translator HLSM100-25-
SS from UHV Design for height calibra-

tion of the XRD geometry. This means

that the sample holder cannot be rotated,

as is usually done to increase the homo-

geneity of the evaporated samples. The

translator resides on the top of the cham-

ber with the sample holder in the upper

part of the chamber. The sources are fed through the bottom of the vacuum chamber

allowing the samples to be grown upside down. This is needed for the operation of the

thermal evaporation sources and additionally avoids contamination of the samples by

falling debris. The sample holder can be heated via a large graphite heating element

sitting just above it. Two thermocouples are used to monitor the temperatures of the

heater and the substrate.

The sample holder can hold �ve samples at the same time which can then be used

for di�erent experiments. Nearly all samples shown here were placed in the middle

of the sample holder, where the maximum thickness and homogeneity is possible. IR
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(1550 nm) and red (650 nm) laser-light scattering (LLS) is utilized to monitor the sam-

ple’s thickness on the substrates. The two lasers are aimed at the center sample and

the di�use re�ection is detected by two detectors. The laser light enters and exits the

chamber through glass windows at the bottom of the chamber. A quartz crystal mi-

crobalance XTC/3 from In�con is fed through the top of the chamber and connected via

a measurement card to the preparation PC. It can be bent to the approximate position

of the samples and measure the elemental �ux of the sources.

There are three sources in the chamber, which are angled toward the middle of

the sample holder: Two thermal evaporation sources for In and S and an electron

beam evaporated source. 6N (99.9999 %) indium from Alfa Aesar is evaporated from

a RADAK II furnace from LUXEL with a custom shutter and feed through. Standard

In-�ux rates for a growth rate of about 40 nm min−1 are around 4 to 5 Å s−1 obtained at

a source temperature of 920 °C. 5N (99.999 %) sulfur from Evochem is evaporated from

a custom thermal evaporation source without a shutter. The S-�ux is less controlled,

as the non-cooled source is additionally radiatively heated by the substrate heater.

The temperature of the S-source is between 130 and 140 °C, which results in a �ux of

around 290 Å s−1. This high �ux creates a sulfur atmosphere in the chamber allowing

for sulfur rich growth conditions for stoichiometric In2S3. The transition metals (3N+

V (99.9 %), 3N5 Nb (99.95 %), 4N5 Ti (99.995 %)) from HMW Hauner are evaporated

as rods from a customized e-�ux Mini E-Beam Evaporator from tectra. This electron

beam source was improved to work better in the sulfur atmosphere by swapping all

copper containing parts with aluminum. An additional shielding of the upper part of

the E-beam improved the stability of the evaporation by reducing the amount of sulfur

between �lament and transition metal rod. Nevertheless, the evaporation is not always

stable and depends strongly on the evaporated material. At higher voltages and cur-

rents needed for higher �uxes the risk of glow-discharges increases, limiting the max-

imum evaporation rate. While V was easiest to evaporate, it was more di�cult to get

higher �uxes with Ti and Nb. The reason was mainly the higher temperature needed

for evaporation to start and the lower vapor pressure leading to a meltdown of the rods

before a higher �ux can be reached. To counter the low �uxes the growth rate had to

be reduced to incorporate higher concentrations of the transition metals. The e-beam

�uxes are varied to obtain the desired doping concentrations. Maximum stable rates

were achieved with di�erent acceleration voltages and beam currents: V with 1 kV
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and ∼35 mA (∼0.4 Å s−1), Ti with 1 kV and ∼25 mA (∼0.25 Å s−1), Nb with 1.2 kV

and∼85 mA (∼0.05 Å s−1). The preparation process is controlled and monitored via a

custom LabView program that is connected to the LLS-system and the Eurotherm PID

controllers for the sulfur and indium sources.

Two sample sizes were used during the experiments, which should not impact the

experiments’ results. The 1 µm samples are grown on 10×10×0.7 mm3
Boro�oat glass

from Schott. The smaller size was originally chosen for the EXAFS experiment and al-

lowed four equivalent samples to be grown in the middle of the sample holder. Samples

used for XPS and UPS which are grown on 25× 25× 2 mm3
molybdenum coated �oat

glass from Guardian, including a sodium di�usion barrier. The 60 nm thick samples for

the absorption measurements are grown on 25 × 25 × 0.7 mm3
Boro�oat glass. The

Boro�oat glass was chosen, because it is Na-poor and chemically and mechanically

more stable than standard glass. Na-incorporation is known to change the properties

of In2S3 (Barreau, Bernède, Deudon, et al. 2002; Barreau, Bernède, and Marsillac 2002),

so any Na-di�usion was to be avoided. Additionally, the thin glass increases thermal

conductivity and reduces light absorption and interference so the samples were suit-

able for a wide range of experiments. The glass was cleaned in an ultra-sonic bath

with Rotisol and rinsed with bidistilled water. The substrate for photoluminescence

measurements were additionally roughened by laser ablation to reduce interference

e�ects. The Mo substrates for XPS and UPS were cleaned in a 10 % KOH solution and

rinsed with bidistilled water. The samples for EXAFS were scraped o� the glass using

a piece of a silicon wafer to avoid detectable contaminations. Then they were mixed

with high purity graphite powder and pressed into pellets with 8 mm diameter suitable

for EXAFS measurements in �uorescence mode.

3.3 Sample lists

The sample names use the following schema: Abbreviated material name, �oating

point value for the doping concentration, single integer for the numbering of mul-

tiple similar samples, three digit integer value for the temperature. A 60 indicates

60 nm samples, no temperature indicates the standard 500 °C, no �oating point value

indicates no additional hyperdoping. For example InS-1 is an undoped ∼1 µm thick

In2S3 sample grown at 500 °C, InSV-1.1-300 is a ∼1 µm thick In2S3:V sample with
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∼1.1 at.% V grown at 300 °C and InSNb-60-0.2 is a ∼60 nm thick In2S3:Nb sample

with ∼0.2 at.% Nb grown at 300 °C.
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Table 3.1: List of sample runs with ∼1 µm thickness. The thickness was measured with a pro-
�lometer or estimated from laser light scattering (with leading ∼), the concentrations were mea-
sured using EDX with the SUPRA, except: ∗ EDX measured with the Nova, � measured with XPS,
◦ estimated from process parameters. The measurements are valid for the sample in the center of
the substrate holder.

sample Tsubstrate thickness growth rate e-beam concentration

(°C) (µm) (nm min−1) (kV) (mA) (at.%)

InS-1 500 1.0(1) 37.1 - - -

InS-2 500 1.1(1) 27.4 - - -

InS-3 500 ∼1.0 ∼27.2 - - -

InSV-0.1 500 1.0(1) 29.0 1 28 0.1(4)

InSV-0.5 500 1.1(1) 39.6 1.5 22 0.5(4)

InSV-0.5-2 500 ∼1.0 ∼27.7 1 32 0.5(4)

InSV-0.8 500 1.0(1) 19.1 1 32 0.8(4)

InSV-0.8-550 550 1.2(1) 32.2 1 32 0.8(4)

InSV-0.9 500 1.2(1) 40.6 1 32 0.9(4)

InSV-0.9-400 400 1.1(1) 44.7 1 32 0.9(4)

InSV-1.1-300 300 1.1(1) 40.7 1 32 1.1(4)

InSV-1.9 500 1.1(1) 38.0 1 34 1.9(4)

InSV-3.3 500 0.9(1) 33.5 1.5 25 3.3(4)

InSV-3.9 500 ∼0.7 ∼5 1 32 3.9(4)

InSV-5.3 500 1.0(1) 11.6 1 35 5.3(4)

InSV-5.7-400 400 1.1(1) 13.5 1 35 5.7(4)
∗

InSV-5.9-300 300 1.2(1) 12.7 1 35 5.9(4)
∗

InSTi-0.3 500 1.1(1) 21.8 1 26 0.3(4)

InSTi-0.5 500 1.1(1) 33.4 1 26 0.5(4)

InSTi-0.9 500 1.1(1) 18.4 1 23 0.9(4)

InSTi-0.9-400 400 1.1(1) 29.4 1 23 0.9(4)
∗

InSTi-0.8-300 300 1.2(1) 27.7 1 23 0.8(4)
∗

InSTi-2.1 500 1.1(1) 5.9 1 24 2.1(4)

InSTi-4.2-400 400 1.2(1) 7.1 1 23 4.2(4)

InSNb-0.2 500 1.1(1) 34.0 1.2 85 0.2(6)
◦

InSNb-0.5 500 1.1(1) 13.7 1.2 85 0.5(6)

InSNb-1.1 500 1.0(1) 5.8 1.2 85 1.1(6)
�

InSNb-1.5 500 1.1(1) 5.5 1.2 85 1.5(6)
∗

InSNb-1.6-400 400 1.1(1) 4.9 1.2 85 1.6(6)
∗

InSNb-1.4-300 300 1.1(1) 4.6 1.2 85 1.4(6)
∗

InSNb-2.9 500 0.2(1) 1.6 1.2 85 2.9(6)
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Table 3.2: List of sample runs with 60 nm thickness. The thickness was measured with XRR, the
concentrations with RBS. Some concentrations were too low to be measured and are estimated from
process parameters and marked with a ∗. The measurements are valid for the sample in the center
of the substrate holder.

sample Tsubstrate thickness growth rate e-beam concentration

(°C) (nm) (nm min−1) (kV) (mA) (at.%)

InS-60-1 500 61(1) 13.4 - - -

InS-60-2 500 60(3) 9.6 - - -

InSV-60-0.2 500 67(3) 10.3 1 22 0.2(2)
∗

InSV-60-0.5 500 63(3) 10.7 1 26 0.5(2)

InSV-60-1.2 500 60(1) 9.7 1 30 1.2(2)

InSV-60-3.0 500 58(2) 11.7 1 34 3.0(2)

InSTi-60-0.2 500 61(1) 9.3 1 21 0.2(2)
∗

InSTi-60-1.0 500 61(1) 8.8 1 26 1.0(2)

InSTi-60-1.8 500 62(1) 2.7 1 24 1.8(2)

InSTi-60-2.5 500 62(1) 2.2 1 25 2.5(5)

InSNb-60-0.2 500 47(1) 29.5 1.2 85 0.2(2)
∗

InSNb-60-1.1 500 54(1) 4.5 1.2 85 1.1(2)

InSNb-60-1.9 500 61(1) 2.6 1.2 85 1.9(2)

InSNb-60-2.3 500 61(2) 1.9 1.2 85 2.3(2)
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Chapter 4

Analysis methods

This chapter details the various analysis methods used throughout this thesis. Each

method is introduced with a description, the experimental details and how the analysis

was conducted.

4.1 Scanning electron microscopy

Method fundamentals

Scanning electron microscopy (SEM) is one of the core methods to gather topograph-

ical and morphological data on grown samples. SEM o�ers the ability to image the

surface, and with some preparation the cross-section, of a sample with a resolution of

nanometers. This is useful to determine the surface size and shape of grown crystals.

To get an image resolution below the wavelength of visible light, electrons are used

instead of photons. The electron beam is produced by an electron gun, accelerated, fo-

cused and directed by a combination of charged apertures and electromagnets. On the

sample, the electrons can elastically scatter back, or excite atoms which release sec-

ondary electrons. The back scattered (BSE) and secondary electrons (SE) are separately

detected by two detectors, ampli�ed and combined with the parameters of the primary

beam to form topological images of the sample.

The SE image depends on the depth where the electrons are excited. If the beam

enters the sample perpendicularly, the penetration depth is at its maximum and few

secondary electrons escape the sample. If the beam hits at an angle, or even an edge,

25
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the distance to the surface is smaller and a lot more secondary electrons can escape

the sample. This detection method is therefore well suited to display the topography

and morphology with a high resolution.

The BSE image depends on the element atomic number of the material that is hit.

Elastic scattering from heavy atoms is higher than from light atoms, which results in

an elemental contrast. This method is useful to determine unwanted contamination of

the sample or segregation of the elements.

Experimental setup

The main SEM used during the experiments is a SUPRA 40VP from Zeiss from the

Optics Group of Prof. Dr. Georg Woltersdorf. The SE and BSE images are taken at

5 kV with magni�cations ranging from 100x to 20000x. A second SEM/EDX setup was

used during the maintenance of the SUPRA 40VP. It is a Nova NanoLab 200 from FEI
which is additionally equipped with a focused ion beam (FIB). This setup belongs to the

Semiconductor Group of Prof. Dr. Marius Grundmann at the University of Leipzig and

was operated by Jörg Lenzner. This system was also used for imaging cross-sections of

samples utilizing the integrated FIB to cut into the sample. Unfortunately the contrast

of the images was too low to be useable. Instead, samples were manually broken along

a scratch created with a diamond cutter on the backside of the samples. This created

rougher edges with better contrast in the SEM.

Since two di�erent systems are used, they are distinguished as SUPRA and Nova.

Analysis method

The surface SE images of samples are analyzed with the measurement tool in ImageJ
to get information about the crystallite sizes. A representative region of a sample at

a magni�cation of about 20000x is chosen. Then the diameter (size) of a statistically

large enough number of crystallites is measured manually. Some samples were imaged

with both the SUPRA and the Nova to compare and validate the resulting statistics.
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4.2 Energy dispersive X-ray spectroscopy

Method fundamentals

Energy dispersive x-ray spectroscopy (EDS) can measure the stoichiometrical compo-

sition of samples with a detection limit of below 1 at.%.

In EDS the characteristic X-rays emitted by the excited atoms are accumulated in

dependence of their energy by using a detector. This results in an X-ray spectrum that

characterizes the atomic components of the material. The sample should be �at, un-

coated and homogeneous at the measured area, to avoid an increase in uncertainty.

One major advantage of EDX is the possibility to measure without a standard. A stan-

dardless analysis can be done knowing the electron beam energy and the composition

of the material. The pure element EDX intensity for all elements in the material is

calculated and compared to the measured spectrum. This allows the calculation of the

concentration of the single elements which are normalized to a total of 100 %.

Experimental setup

The EDS system used with the SUPRA consists of detector, processor NumeriX and

software IDFix from SAMx. IDFix includes quantitative analysis procedures to auto-

matically �t Gaussian distributions to the data, while considering the background. To-

gether with the option to use ZAF, PAP or XPP correction to account for the atomic

number, self-absorption and secondary �uorescence, this system allows the standard-

less determination of the stoichiometry of the samples with a detection limit of about

0.5 at.%. To minimize e�ects from the rough surface and other inhomogeneities, the

EDX measurement is done while sweeping the electron beam at a 100x magni�cation.

This results in an average concentration over an area of roughly 3.5 mm2
. An accel-

eration voltage of 15 kV was chosen to balance the unwanted penetration into the

substrate with the needed energy to excite the atoms.

The EDS analysis on the Nova SEM is done with the Nova 200 132-10 detector, the

EDAX-TSL Pegasus 4000 System and the EDAX Genesis version 6.02 software. The mea-

sured area at 100x magni�cation is in this case around 1.5 mm2
with an acceleration

voltage of 15 kV.
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Analysis method

The analysis of the EDS on the SUPRA system is performed with IDFix by manually

adjusting the background parameters and then quantifying the composition using the

standardless ZAF quanti�cation. On the Nova system the analysis is done with EDAX
Genesis using standardless ZAF quanti�cation. In all cases the relative amount of in-

dium, sulfur and vanadium or titanium is extracted. The analysis of niobium-doped

samples is problematic, because the energies of the Kα lines (16.521 and 16.615 keV)

are so large that the 30 kV necessary for suitable excitation results in a deep penetra-

tion into the substrate. The Lα lines on the other hand are with 2.163 and 2.166 keV

very near to the sulfur Kα lines (around 2.307 keV) which makes a separation of the

two lines very di�cult. (Deslattes et al. 2005)

The large number of possible errors related to the SEM, the EDS and the data anal-

ysis make a complete error analysis challenging. Nevertheless, from the �tting error,

multiple measurements on the same system, as well as comparison with preparation

parameters, other EDS system and other techniques like RBS, or XPS, the error can be

estimated. Both EDS systems resulted in similar sample compositions, so we assume

that none of the two systems introduce a large systematic error. This leaves the largest

uncertainty to come from the data processing where the standardless approach results

in a large error. Considering all of the above, an upper estimate of the error of the

atomic concentration is around an absolute 0.4 at.%. This absolute value is important

for the lower doping concentrations, where the EDS spectrum �tting error alone can

reach above 50 %.

Exceptions are the EDX measurements of niobium. The overlap of the S Kα and

Nb Lα lines forces the use of an acceleration voltage of 30 kV to measure the Nb Kα

line. As a result the electron beam penetrates deep into the substrate of the sample

increasing the uncertainty of the measured atomic concentration. The upper estimate

of the error is therefore increased to 0.6 at.%.

The validity of the concentration measurements and error estimates is shown in

section A.1 of the appendix.

The �t error for In and S given by IDFix is around 4 % relative which is much

larger than needed for distinguishing the α- from the β-phase. The �t error from

EDAX Genesis is much better at below 0.05 %. A comparison between measurements
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from both EDX systems and the crystal phases measured with XRD shows that the real

uncertainty will probably be in the range of 0.5 to 1 %. A reasonable upper estimate

of relative 1 % can therefore be made for the measurement uncertainty of the In and S

atomic concentrations.

As before the uncertainty in the measurements of Nb-doped samples increases due

to the penetration into the substrate and the overlap of the S Kα and Nb Lα lines. An

upper estimate of a relative 2 % uncertainty in the In and S atomic concentrations

accounts for both e�ects.

4.3 X-ray di�raction

Method fundamentals

X-ray di�raction (XRD) can be employed to measure structural properties of the grown

crystal layers. By scattering an X-ray beam o� the sample, it comes to interference

between the photons scattered by di�erent lattice planes. For a certain photon wave-

length λ, incident angle θ and lattice distance d all photons are scattered towards o�

the lattice plane with the same angle θ. This process is described by the Bragg equation

4.1:

nλ = 2d sin (θ) (4.1)

By measuring the angle θ at which the X-rays with known wavelength are scattered

the distance between two lattice planes can be measured.

As described in section 2.1.2 there are only a �nite number of possible lattices and

each lattice has a de�ned set of possible Miller index values. One measured re�ex at a

certain angle belongs to one or multiple lattice planes that have the same distance d.

For an orthogonal crystal lattice this lattice plane distance d therefore depends on the

chosen lattice plane (XRD peak, or re�ex) described by the millier indices h, k and l

and the lattice constants a, b and c describing the unit cell:

1

d2
=
h2

a2
+
k2

b2
+
l2

c2
(4.2)

By combining equations 4.1 and 4.2 together with multiple re�exes it is possible to

calculate the lattice parameters. The width of the XRD re�exes depend on the number
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of parallel crystal planes (crystallite size), the order inside the crystals (microstrain)

and also the measurement system itself (instrument broadening). In a single crystal

all crystal planes are oriented the same way, everywhere inside the measured area. As

such, there is only a detectable re�ex if the exact angles needed to satisfy the Bragg

equation in all three dimensions is hit. In reciprocal space the re�exes are points. In

a polycrystalline material, the crystals in the sample are mostly oriented randomly

so that at a certain angle, there are always a few crystallites that can satisfy the Bragg

equation. In reciprocal space a powder creates spheres or shells, while a polycrystalline

material, depending on the randomness of the oriented crystals, create shells with

varying intensities and even holes.

There are di�erent scan methods that measure di�erent parts of the reciprocal

space. In this case the Bragg-Brentano geometry is used, which uses a �xed sample,

moving the X-ray source and detector towards each other. Incident angle ω and scat-

tered angle θ are equal, with the angle between incident and scattered beam 2θ so that

this method is also called θ-2θ. This measurement is often employed for powder and

polycrystalline samples, where in reciprocal space one line scan covers most of the lat-

tice planes. A favored growth direction (texture) can change the measured intensities

of re�exes. Some planes might not grow in a direction that is measurable with θ-2θ

measurements, unless the sample is tilted. This always has to be kept in mind when

comparing samples with one another.

Experimental setup

The main di�ractometer used for the analysis is the PANalytical Empyrean belong-

ing to the Polymer Physics Group of Prof. Dr. Thomas Thurn-Albrecht. The CuKα

source is an Empyrean Cu LFF HR driven at 40 kV and 40 mA and positioned together

with a PIXcel-3D area detector at a goniometer radius of 240 mm. The sample stage

is a Chi-Phi-Z stage which gives the maximum amount of freedom for the geometric

calibration. A programmable divergence and anti-scatter slit combination is utilized

to keep the irradiated and detected area the same for all angles. Two 20 µm nickel

�lters in the beam path minimize additional peaks from the aging Cu source as well

as the Bremsstrahlung. Two 0.04 rad Soller slits reduce the sideways divergence of

the X-rays. Once a day, the sample position calibration is performed with a paral-
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lel beam setup. After this a dial indicator with a precision of 2 µm is used to retain

the height calibration after swapping samples. The samples are measured from 10° to

80° with a step size of 0.0066° and a counting time of 118 s in Bragg-Brentano (θ-2θ)

geometry. The sample stage is �x, while source and detector are moved, measuring

all crystal planes parallel to the surface of the sample. Di�ractograms from a second

di�ractometer (Bruker D8 Discover) operated by Dr. Diana Rata from the Functional

Oxydic Boundaries Group of Prof. Dr. Kathrin Dörr were used verify the results from

the PANalytical Empyrean and evaluate systematic errors.

Some peaks in the θ-2θ-scans (see �gure 5.27) were identi�ed as measurement ar-

tifacts, repeating for every strong re�ex. They come from the degrading Cu-source

installed in the di�ractometer. These additional re�exes are peaks in the X-ray spec-

trum which are di�racted together with the bremsstrahlung and the Cu-characteristic

peaks and are therefore easy to identify. To reduce their intensity together with the

CuKβ peak a second Ni-�lter was used during the measurement which still could not

completely eliminate these peaks. Figure 4.1 compares two samples that were mea-

sured with one and two nickel �lters. All re�exes created by di�raction in the sample

should have a similar signal-to-noise ratio. The peaks that nearly vanish are the ones

present in the X-ray spectrum of the Cu-source and have been discarded for the anal-

ysis.
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Figure 4.1: Di�ractograms of two compara-
ble In2S3 samples measured with 1 and 2 Ni-
�lters. All peaks with reduced signal-to-noise
ratio come from the X-ray source spectrum
and not the sample.
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Analysis method

The di�ractograms are visualized in OriginPro and smoothed with a Savitzky-Golay

�lter with a 20 point window and a polynomial of the 5th order. This reduces spikes

and noise without degrading the peak shapes. The peak pro�le �tting of the di�rac-

tograms is done with PDXL2 from Rigaku by �tting all peaks simultaneously after

manually adjusting the automatically �tted background. Pearson pro�les are chosen

for highly crystalline samples with a dominating Lorentz shape, while pseudo-Voigt

pro�les were used for lower crystalline samples with a larger Gaussian component.

Some samples have a slight peak asymmetry so that split peak shapes have to be used

for the best �t. The PDF-4+ database was utilized to check for secondary phases, poly-

morphy and to index the di�raction peaks. With OriginPro, Mathematica and Python
the resulting peak parameters are further analyzed by calculating texture coe�cients,

lattice constants and microstrain.

The texture coe�cient t is calculated using the Harris method (Harris 1952) de-

scribed by the formula:

t =
Ihkl/I

powder

hkl

1
N

∑
i,j,k Iijk/I

powder

ijk

(4.3)

with the integrated intensity of the measured re�ex Ihkl, the integrated intensity of the

same re�ex in a powder sample I
powder

hkl and the number of re�exes of the reference N .

In this case N = 24 between 10° and 80° for the cubic re�exes (α-In2S3). The lattice

plane distance d is calculated by using the Bragg equation 4.1

d =
λ

2 sin (θ)
(4.4)

with the di�raction angle θ and the known wavelength λ of the X-rays. For a cubic lat-

tice the dependence of the lattice plane distance d on the Miller indices hkl in equation

4.2 can be simpli�ed. With acub = b = c it follows

1

d2
=
h2 + k2 + l2

a2cub
(4.5)

acub = d
√
h2 + k2 + l2 (4.6)

The lattice constants of the tetragonal lattice are more complicated to calculate,
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since there are two: atet and ctet. From 4.2 with atet = b follows:

1

d2
=
h2 + k2

a2tet
+

l2

c2tet
(4.7)

As a result we have two unknown variables and need to combine the data of two

di�raction peaks. The following equations are derived from an equation system using

equation 4.7 for two peaks:

atet = ±i

d1d2
√

(h22 + k22)l21 − (h21 + k21)l22√
d22l

2
2 − d21l21

(4.8)

ctet = ±i

d1d2
√

(h22 + k22)l21 − (h21 + k21)l22√
d21(h

2
1 + k21)− d22(h22 + k22)

(4.9)

with the Miller indices h, k and l of the two peaks, the lattice plane distances d of the

two peaks calculated using equation 4.4. The real positive solutions are the correct

lattice constant values. This calculation does not work for certain hkl combinations,

where (h22 + k22)l21 equals (h21 + k21)l22. To analyze the strain inside crystallites the

modi�ed Scherrer formula (Balzar et al. 1996; Fermin et al. 2019) can be used:

β =
Kλ

L cos θ
+ 4ε tan θ + βinst(θ) (4.10)

This equation includes the original Scherrer formula with the grain shape constant

K , the X-ray wavelength λ, the average grain or crystallite size L and the Bragg an-

gle θ. βinst(θ) describes the angle dependent instrument broadening. The additional

part with the microstrain ε includes any defects introduced into a crystallite or grain,

which increase the full width at half maximum (FWHM) of a re�ex. The de�nition

for microstrain is the change of the lattice plane distance in a crystal grain given in

percent:

ε =
d′ − d
d

(4.11)

where d and d′ are the lattice plane distances before and after the deformation of the

crystal due to lattice defects. The advantage of this formula is that the broadening

due to small grain size is separated from potential strains inside a grain and allows

the calculation of said strains. By plotting the FWHM against the Bragg angle θ for
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multiple re�exes, a �t to equation 4.10 can be used to obtain crystallite size L and

microstrain ε. This method is best for comparing samples, as the absolute calculated

microstrains contain unknown systematic errors. The instrument broadening βinst(θ)

is estimated with a linear regression between two reference measurements on 1 1 1 and

1 0 0 silicon wafers. The crystallite size is known from SEM measurements, so only the

microstrain has to be �tted, improving the �t accuracy. Fitting is done in Python with

the scipy.optimize.curve_�t function from the scipy package.

4.4 Grazing-incidence wide-angle X-ray scattering

Method fundamentals

Grazing-incident wide-angle X-ray scattering (GIWAXS) uses the same principles as

XRD as X-rays are scatterd o� the crystal’s lattice planes. The di�erence is a very

low incident angle in the range of a few degrees and a 2D detector that enables the

measurement of an area of the reciprocal space. In the wide-angle method employed

here, the 2D detector is close to the sample so that it measures a large area of the

reciprocal space.

In contrast to XRD in Bragg-Brentano geometry, the 2D measurement of the re-

ciprocal space allows the direct analysis of the texture and re�exes that might not be

detectable in a line scan. Due to the high sensitivity of this method, low intense re�exes

are visible and secondary phases are easier to detect.

As the measurement is still 2D in a 3D reciprocal space, one dimension is not con-

sidered. In our case the measurement displayed the planes angled in the direction of

the X-ray beam and perpendicular to the beam, which leaves out the rotation of the

crystals along the axis perpendicular to the sample’s surface.

Experimental setup

The GIWAXS experiments were performed using a SAXSLAB laboratory setup from

Retro-F equipped with a CuKα microfocus X-ray source and a multilayer X-ray op-

tics (ASTIX) as a monochromator from AXO DRESDEN. A PILATUS3 R 300K detector

from DECTRIS was used to record the 2D WAXS patterns. It belongs to the Polymer
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Physics Group of Prof. Dr. Thomas Thurn-Albrecht and was operated by Dr. Oleksandr

Dolynchuk. The measurements were performed in re�ection geometry in vacuum at

room temperature. The sample to detector distance was around 89 mm. Proper align-

ment of source and sample were done to minimize geometric errors. The best incident

angle to get point-like re�exes and a large reciprocal area was 3°. The measurement

time was 3600 s

Analysis method

The analysis of the GIWAXS data was done using SAXSGUI 2.19.02. This program al-

lows the visualization, transformation and averaging of the raw data obtained during

the experiment. For the visualization all colormaps are made with the same parame-

ters, including the same logarithmic intensity-scale. The raw data were transformed

to display the reciprocal coordinates qr =
√
q2x + q2y (parallel to the surface of the sam-

ple) versus qz (perpendicular to the surface of the sample) to correct the e�ect of the

curved reciprocal space on a �at detector. The geometry of the experiment results in

blind spots in reciprocals space along the qz axis and between the three active detector

regions. For further analysis an averaging along the Debye-Scherrer rings following

|qr + qz| = const is done, creating di�ractograms similar to θ-2θ measurements on a

powdered material. These resulting averaged di�ractograms are then �tted with split

pseudo-Voigt pro�les using PDXL2 from Rigaku.

4.5 X-ray re�ectometry

Method fundamentals

X-ray re�ectometry (XRR) is a technique to analyze surfaces, thin �lms and even multi-

layer samples. An X-ray beam is re�ected o� a sample at a low angle and the angle

dependent changes of the intensity are analyzed. The re�ection depends on the X-ray

wavelength, the material and its density, the layer thickness and the roughness of the

surface. In this case, it is used to estimate the thickness of thin In2S3 layers on Boro�oat

glass.
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Experimental setup

The PANalytical Empyrean used for XRR is the same as in section 4.3. In this case

the calibration and measurement are performed with the parallel beam setup. The

re�ections o� the samples are measured in the range 0.04° to 4° with a step size of

0.001° with the goniometer in θ-2θ mode.

Analysis method

The analysis is done in the X’Pert Re�ectivity software from PANalytical. The best

results were obtained assuming a SiO2 substrate layer with a �xed thickness. Density

and roughness of both the In2S3 and SiO2 layers are �tted together with the thickness

of the In2S3 layer.

The obtained thicknesses can be directly compared with the LLS thickness mea-

surement during the growth process. The processes were aimed for the �rst red laser

light interference extremum which in our geometry translates to a thickness of roughly

60 nm. The XRR measurement results displayed in table 3.2 verify that this thickness

of 60 nm could be achieved. The errors given by the XRR �ts were in the range 0.1 to

1 nm for the 60 nm samples. There are various assumptions involved in the �ts like

the use of SiO2 and some samples were more di�cult to �t. An upper estimate of the

uncertainty would be in the range of 1 to 3 nm for a 60 nm, depending on the �t quality.

4.6 Extended X-ray absorption �ne structure

Method fundamentals

While XRD yields long range order structural properties, it is also possible to look at

the local structure around atoms. One method to do this is Extended X-ray absorption

�ne structure (EXAFS). It utilizes the X-ray energy dependent absorption of an atom at

the absorption edge, also called X-ray Absorption Near Edge Structure (XANES), and

above the absorption edge to get information about the binding partners, their number

and distances.

The absorption edge is at the photon energy where the excited electrons can es-

cape the atoms: The binding energy. These photoelectrons can be described as waves
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moving out from the atom. The electron waves can re�ect of neighboring atoms and

interfere with the outgoing electron waves. At the position of the absorbing atom the

constructive and destructive interference of the electron waves change the absorption

coe�cient. This energy dependent absorption change is detectable when using well

monochromated and de�ned X-rays. Such X-rays are generated in Synchrons where

electrons are kept near light speed at a well-de�ned kinetic energy and bend around a

circle. The energy of the resulting white X-ray bremsstrahlung can be further increased

by wigglers or undulators, forcing the electrons into zigzag paths via alternating mag-

nets. A double crystal monochromator consisting of two Si single crystals is often used

to di�ract the beam into a narrow energy beam with an energy width in the range of

1 eV. The energy width determines the resolution of the experiment and is a trade-

o� with the intensity of the beam. Two ways can be utilized to detect the absolute

changes: Through the transmission or the �uorescence of the material. In our case

we use �uorescence to measure the absorption, where the �lling of the core electron

holes after absorption creates detectable photons. The �uorescence intensity is depen-

dent on the absorption coe�cient of the material and used to measure the EXAFS. The

�uorescence is detected via semiconductor detectors.

Experimental setup

For each measured In2S3:V sample two 10×10 mm 1 µm samples from the same prepa-

ration run were scraped o� the substrate using silicon wafers and pressed together

with high purity graphene into pellets with 8 mm diameter. This step was necessary

to measure the samples in �uorescence mode and avoid impurities that could poten-

tially lower the EXAFS quality.

The EXAFS experiment was conducted over three days in April 2018 at the Eu-
ropean Synchrotron Research Facility (ESRF) in Grenoble on Beamline BM08 with the

experiment number MA-3671. This beamline is using the X-ray beam from a bending

magnet and a pair of 1 1 1 silicon crystals as the monochromator. The measurement

team consisted of Dr. Claudia Schnohr, Stefanie Eckner and Konrad Ritter from the

Friedrich-Schiller-University Jena, together with Martin Schiller and Leonard Wägele

from the Martin-Luther-University Halle-Wittenberg. Fluorescence was the chosen

measurement mode because of the low concentrations of the transition metals and the
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small volume of the sample material. The low signal intensity also did not allow the

use of Beryllium windows and therefore vacuum. Kapton windows were used instead

and the measurements had to be conducted at room temperature.

A reference sample containing no vanadium was measured to make sure that only

the incorporated V would create a �uorescence signal. The spectrum was measured

around the V K edge at 5.465 keV. Due to the low signal-noise-ratio, time constraints

and the two suboptimal V-reference samples (VO2 (containing V6O13) and V2O5) it was

decided to focus on the V-hyperdoped samples and conduct repeated measurements.

This allowed for measurement combinations to increase the signal-to-noise ratio. A

reference V-foil is measured to be able to calibrate the measured energy scale.

Analysis method

The EXAFS analysis is done using IFEFFIT (()Newville2001) together with ATHENA
and ARTEMIS (B. Ravel et al. 2005). Structure models are made with ATOMS (Bruce

Ravel 2001) and the calculated spectra with FEFF9 (Rehr et al. 2010). The analysis was

conducted as part of the Master thesis by Martin Schiller and follows known proce-

dures from literature and is not shown here with all details (Kelly et al. 2015; Claudia S.

Schnohr et al. 2014).

The �rst step is to calculate the absorption coe�cient µ from the �uorescence in-

tensity. For this the �uorescence intensity If is divided by the incoming intensity I0

to get a value proportional to the absorption coe�cient:

µ ∼ If
I0

(4.12)

Then the energy scale is calibrated using the reference V-foil. By �tting the background

before and after the edge, the spectrum can be normalized and the in�uence of the

background spectrum removed. After this, the absorption rises from 0 to 1 at the

absorption edge and oscillates around 1 in the EXAFS region of the spectrum.

The quality of the spectra are evaluated at this point to only use the ones that have

a high signal-to-noise ratio. By combining the best spectra, the overall signal-to-noise

ratio of the XANES or EXAFS signal is optimized. While the XANES analysis does

not require any more preprocessing, the EXAFS analysis requires the extraction of
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the �ne structure χ. This is done by subtracting the remaining background µb above

the absorption edge from the normalized absorption coe�cient µn and dividing the

result by the absorption edge height ∆µ0. By additionally converting the energy to

wavenumbers k using the photonenergy of the X-ray beam E, the absorption edge

energy E0, the mass of the electron me and Planck’s constant ~

k =

√
2me(E − E0)

~2
(4.13)

we get

χ(k) =
µn(k)− µb(k)

∆µ0

(4.14)

By Fourier transforming χ(k) to real space it is possible to select the in�uence

of the nearest neighboring atoms. Two windows are used for this process: One to

select and weight the data in k-space, and one to select one part of the signal in real

space. After this preprocessing, it is possible to �t a theoretical model on the data. The

EXAFS equation is used to describe the absorption �ne structure χ(k) depending on

the electron wave number and the local structure and can therefore be used to �t a

model to the measured χ(k). The EXAFS equation is given by

χ(k) =
∑
i

S2
0Ni
|fi(k)|
kR2

i

e−
2Ri
λ(k) e−2σ

2
i k

2

sin(2kRi + 2δc(k) + δi(k)) (4.15)

which sums over the di�erent scattering paths and includes the electron wave number

k independent amplitude reduction factor S2
0 , the number of identical scattering paths

Ni, the complex back-scattering amplitude fi(k), the mean interatomic distanceRi, the

mean free path length of the electron wave λ(k), the standard deviation of the atom

distance distribution σi and the phase shift induced by the potential of the absorbing

atom δc.

Interesting for us are is the amplitude reduction factor S2
0 , as it contains the coordi-

nation numberN of the material multiplied by a factor. N should allow the distinction

between a tetragonally or octagonally coordinated transition metal. The mean inter-

atomic distance R can be used to verify the position of the transition metal inside the

In2S3 host structure. The position of the measured absorption edge itself is also of in-

terest as it also depends on bond length of the absorbing atom. The accuracy of the
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position of the absorption edge can be estimated when comparing multiple measure-

ments of each sample. Half of the spread of the absorption edge values is taken as the

uncertainty. The uncertainty of the EXAFS parameters is taken from the �ts.

4.7 Rutherford backscattering spectroscopy

Rutherford back-scattering spectroscopy (RBS) is the main technique used to measure

the stoichiometry of the 60 nm samples, including the hyperdoping concentration. In

RBS, alpha particles (He-ions) are created and accelerated to energies in the low MeV

range and then scattered o� the sample. Due to inelastic scattering with the nuclei in

the sample, the ions scatter back with lower energies. A detector is used to determine

the energy and intensity of back-scattered ion-beam. The particles’ energy loss de-

pends on the scattering cross-section of the samples’ nuclei and therefore on the mass

and the atomic number. This element speci�c energy loss can be utilized to measure

the stoichiometry of the sample. Due to additional loss of kinetic energy from scatter-

ing o� the electrons in the material, the 1000 nm cannot be measured as the stopping

power is too great and the particles cannot escape the material for measurement.

The measurements were conducted and analyzed by Dr. Jura Rensberg at the

3 MeV Tandetron accelerator JULIA of the Ion Beam Physics group of Prof. Dr. Elke

Wendler from the Friedrich-Schiller-University Jena.

4.8 Raman spectroscopy

Method fundamentals

Raman spectroscopy utilizes the inelastic scattering of monochromatic light in a solid

material. Raman spectra can include information about the material composition, crys-

tallinity, crystal orientation and stress.

The Raman spectrum contains three parts. The elastic Rayleigh scattering, where

the wavelength does not change, and the two parts of inelastic Raman scattering, where

the wavelength is either Stokes shifted to larger wavelengths, or anti-Stokes shifted to

smaller wavelengths. Rayleigh scattering occurs on objects smaller than the incident

wavelength. The photon is absorbed by a molecule which enters a higher energy vir-
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tual state and immediately relaxes to the original state by emitting a photon of the

same energy. As such, the Rayleigh scattered photons do not contain useful informa-

tion about the scattering material. The prime example is the sunlight scattering in the

atmosphere, where the higher scattering cross-section of the blue light results in the

blue sky and red sunsets. In Raman scattering the system also enters a high energy

virtual state, but instead relaxes to a di�erent �nal state. The loss, or gain of energy

through this process is added (Stokes), or subtracted (anti-Stokes) from the emitted

photon, respectively. This inelastic scattering is only possible if there are other energy

states available next to the ground state. These can be for example molecular vibra-

tions or phonons in a crystal lattice. Since these energy states have distinct energies

depending on the molecules and environment a lot of information can be obtained

from Raman measurements. If ~ω0 is the energy of the photon and ~ωp is the energy

of the phonon, the scattered photon then has the energy ~ωs

Stokes: ~ωs = ~ω0 − ~ωp (4.16)

Anti-Stokes: ~ωs = ~ω0 + ~ωp (4.17)

The Raman shift, typically given in wavenumbers kshift with the unit cm−1, is

equivalent to the energy of the phonon and is derived from

~ωp = ~(ω0 − ωs) = hc(k0 − ks) (4.18)

→ kshift = k0 − ks =
1

λ0
− 1

λs
(4.19)

As a result, a Stokes shift gives a positive Raman shift and the anti-Stokes shift a nega-

tive Raman shift. Figure 4.2 displays and summarizes the elastic and inelastic scattering

possibilities in Raman spectroscopy.
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Figure 4.2: Diagram of the three scattering possibilities in Raman spectroscopy.

Unfortunately most photons are Rayleigh scattered and not Raman scattered so the

required laser intensity or integration length is high. Therefore, the Rayleigh scattering

has to be reduced for high quality Raman spectra.

Experimental setup

Back-scatter Raman spectroscopy was performed with a LabRAM HR Evolution from

HORIBA belonging to the Microstructure-based Material Design Group of Prof. Dr.

Ralf Wehrspohn. It includes a microscope, which allows for high local intensities with

a 100x objective. The laser is a frequency doubled Nd:YAG solid state laser with a

wavelength of 532 nm and 100 mW of power. A 1 % ND �lter is used to reduce the

power and avoid damaging the sample when using the 100× objective. A CCD detector

coupled with a monochromator with a 1800 gr/nm grating enables the acquisition of

the Raman spectra. The standard setting was to measure one acquisition between

20 and 540 cm−1 with an acquisition time of 240 s. Before the measurements of the

day, a calibration with a Si wafer with a known Raman peak position was done. No

polarization was used and all measurements were conducted at room temperature. To

avoid measuring inhomogeneities, three measurements at di�erent sample positions

were done and compared. If one di�ered, a fourth measurement was done. The three

spectra are then averaged to increase the signal-to-noise ratio.
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Analysis method

OriginPro 2019 from OriginLab was used to plot the Raman spectra. No detailed anal-

ysis was conducted and the Raman peak positions were estimated via the data cursor

available in OriginPro.

4.9 UV-VIS-NIR absorption spectroscopy

Absorption Spectroscopy in the visible and near-visible range is a widely used method

to characterize optical properties of a material. It has been used for In2S3:TM in partic-

ular to show defect states within the band gap, in experiment as well as theory (Chen

et al. 2013; Lucena, Conesa, et al. 2014; McCarthy, Weimer, Haasch, et al. 2016).

Method fundamentals

The optical absorption of a material is determined by quantum mechanical probabili-

ties of transitions between energy states in its electronic band structure. In an optimal

semiconductor the absorption of energies below the band gap is zero and rises abruptly

near the band gap energy of the material, where the energy is high enough to excite

electrons from the valence band into the holes of the conduction band. The absorp-

tion spectrum is also dependent on the band structure around the band gap, as a direct

transition from band to band is more likely than an indirect transition which has to

involve a phonon to not violate the momentum conservation. This material property

is very important for the operation of a solar cell where direct transitions decrease the

required thickness of a material and therefore the cost of solar cells.

Experimental setup

The UV-VIS-IR absorption spectroscopy measurements were performed with a Lambda
900 from PerkinElmer belonging to the Polymer Physics Group of Prof. Dr. Thomas

Thurn-Albrecht. This spectrometer is con�gured to use a deuterium lamp for the UV

region below 319.2 nm and a halogen lamp for the whole VIS-IR region. The utilized

detectors are a photo-multiplier tube for the UV-VIS region down to 830 nm and a

PbS detector for the rest of the IR region. The Lambda 900 has the option to use a
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second parallel beam for reference substrate measurements. Instead of using this, the

substrates were measured separately to be more �exible in the analysis.

Transmission measurements were performed by placing the samples with the In2S3

layer �rst into the beam. The sample holder ensures a 90° angle between sample and

beam. Re�ectance measurements are done using a sample holder with mirrors that

re�ect the light beam o� the sample and guide it back to the detector.

Before the measurement series of a day, the lamps were warmed up for at least

30 minutes to stabilize the lamp spectra. Then a dark measurement, as well as a light

measurement without a sample (for transmission) or with the reference mirror (for

re�ectance) were conducted to calibrate the system before use. The samples were

carefully placed into the ∼ 4.5 × 2.5 mm beam to ensure the measurement of the

same spot in transmission and re�ection. The measurements were performed at room

temperature from 2200 to 250 nm with 1 nm steps.

Two sets of samples were measured. One set of about 60 nm thick samples speci�-

cally grown for this experiment and the 1000 nm set used in other experiments as well.

The thicknesses of the layers were determined with two di�erent methods. The 60 nm

samples were measured with X-ray re�ectometry (XRR) 4.5, the 1000 nm samples with

a pro�lometer (see section 4.12). Bare Boro�oat substrates were measured as a refer-

ence to be used for transmission correction and for sample modeling using the transfer

matrix method A.6.

Analysis method

The absorption spectroscopy analysis was done with a self written Python program to

be able to quickly implement and apply analysis changes to all measurements.

The preparation of the data starts with a correction of the detector change, which

leaves a step in the spectrum at 830 nm. This is implemented by averaging the trans-

mittance T and re�ectance R values at 828 and 832 nm and shifting the two parts of

the spectrum to meet this average at 830 nm.

λ < 830 : Rcorrected(λ) = R(λ) +
R(828nm)−R(832nm)

2
(4.20)

λ < 830 : Tcorrected(λ) = T (λ) +
T (828nm)− T (832nm)

2
(4.21)
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λ >= 830 : Rcorrected(λ) = R(λ)− R(828nm)−R(832nm)

2
(4.22)

λ >= 830 : Tcorrected(λ) = T (λ)− T (828nm)− T (832nm)

2
(4.23)

The next step is the correction of the re�ectance measurement, as the imperfect

reference mirror with below 100 % re�ectance suggests a higher re�ectance in the

measurements. The known re�ectance of the reference mirrorRmirror is multiplied by

the measured sample re�ectance Rmeasured to get the real re�ectance.

R = Rmeasured ·Rmirror (4.24)

An additional systematic error can be introduced, if the reference mirror has aged since

its last measurement. This would be visible in all measurements and does not impact

the comparison of samples.

The transmittance includes the properties of the glass substrate which have to be

considered. By measuring the glass substrate on its own, its impact on the absorption

can be estimated. The sample transmittance Tmeasured can then be divided by the sub-

strate transmittance Tsubstrate to reduce the transmission losses due to said substrate.

T =
Tmeasured
Tsubstrate

(4.25)

The problem with this route is the di�erence in the refractive indices of the involved

media. The air/glass interface of the reference measurement will have a di�erent re-

�ectance than the In2S3/glas interface, leading to an error of the measured transmit-

tance. This problem can be overcome by utilizing the transfer matrix method explained

in the appendix A.6 or by separating the In2S3 layer from the glass which has not been

done.

Due to the sub-optimal correction of T andR, there is a possibility of T +R reach-

ing above 100 %, indicating a negative absorption. The sum of T and R is projected

into the 0-100 % range by calculating a correction factor, which is then applied to both

spectra.

Tcorrected =
100%

max(T +R)
· T (4.26)
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Rcorrected =
100%

max(T +R)
·R (4.27)

Unfortunately the surface roughness can scatter the light away from the beam path,

so that this transmitted or re�ected light does not reach the detector. This part of the

light is then falsely attributed to the absorption. Since especially the 60 nm samples

are very smooth, this additional error of the absorption is assumed to be small. What

is also present in the transmittance and re�ectance spectra is noise from the detector

which can be minimized by using a smoothing algorithm without changing the quality

of the data. The best results were obtained with a Savitzky-Golay �lter (savgol_�lter
from the SciPy-Python package), which was utilized to �t polynomials of the 4th

order

to a window of 81 nm.

After this preparation the absorption can be calculated from the Beer–Lambert law:

R + T = e
−αd

(4.28)

⇒ α = −1

d
log (T +R) (4.29)

with the absorption coe�cient α and the sample thickness d. This formula does not

consider internal re�ections inside a sample.

Alternatively a widely used approximation of the transmittance (compare with

equation 4.32) can be used that includes the back surface re�ectance:

T ≈ (1−R)2 e
−αd

(4.30)

⇒ α ≈ −1

d
log

(
T

(1−R)2

)
(4.31)

This equation is only valid for thin �lms on a non-absorbing substrate at higher absorp-

tion values around and above the band gap. Below the band gap it results in negative

absorption coe�cients.

A better approach is to use the complete formula that includes multiple internal

re�ections (Malerba et al. 2011). The measured transmittance T and re�ectance R

values are dependent on the single surface re�ectanceR0 and the absorption coe�cient

α

T =
IT
I0

=
(1−R0)

2
e
−αd

1−R2
0 e
−2αd (4.32)
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R =
IR
I0

= R0

(
1 +

(1−R0)
2

e
−2αd

1−R2
0 e
−2αd

)
(4.33)

where I0 is the incident intensity, IT the transmitted intensity and IR the re�ected

intensity. Both equations can be combined to eliminate the single surface re�ectance

R0 and obtain the absorption coe�cient

α =
1

d
log

(
1 +R2 − 2R− T 2 +

√
(1 +R2 − 2R− T 2)2 + 4T 2

2T

)
(4.34)

A comparison of these methods to obtain the absorption coe�cient is provided

in the appendix A.5 and includes sample modeling by combining the Fresnel equa-

tions with the transfer matrix method. The latter approach was computationally in-

tensive, but did not result in signi�cantly better results than formula 4.34. Especially

the 1000 nm samples performed much worse, so the absorption analysis is done using

equation 4.34.

Interference is expected when working with thin �lms in the range of the used

wavelength. The formula to calculate re�ective constructive interference when no

phase changes occur is given by

2nd cos(θ) = mλ (4.35)

with the refractive index n, thin �lm thickness d, angle of incident light θ, order of in-

terferencem and wavelength of incident light λ. If the thin �lm has a higher refractive

index than air and the substrate, one phase change at the surface occurs, which shifts

the wave by
λ
2
. The constructive interference then changes to

2nd cos(θ) = (m+
1

2
)λ (4.36)

For a known thickness and refractive index the interference maxima can then be

calculated by

λ =
2nd cos(θ)

m+ 1
2

(4.37)

The refractive index n can also be calculated from the interference maxima TM and
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minima Tm and the known refractive index of the substrate n0.

n =

√
N +

√
N2 − n2

0 (4.38)

with

N = 2n0
TM − Tm
TMTm

+
n2
0 + 1

2
(4.39)

To determine the optical band gap of a material, a so called Tauc plot can be used

(Tauc et al. 1966). It utilizes the e�ect that di�erent transition types result in di�erent

shapes of the absorption spectrum. More speci�cally, the x-axis intercept of the ex-

trapolation of linear parts of a (αE)r versus E plot results in the band gap. For this to

work, one has to know what kind of transition is present at what energy interval and

use the correct value for r.

r = 2 for a direct allowed transition

r = 2/3 for a direct forbidden transition

r = 1/2 for an indirect allowed transition

r = 1/3 for an indirect forbidden transition

(4.40)

Sometimes the slope of the Tauc plot is not directly going to 0, but ends in a background

spectrum from e.g. scattered light. In this case the x-intercept is switched with an

intercept with a �t to the background slope. Otherwise, the band gap energy will be

underestimated.

If a disorder is present in the lattice where the absorption occurs the band edges

extent into the band gap of the material. This extension is called the Urbach tail which

follows an exponent dependent on the Urbach energy EU (Studenyak et al. 2014; Ur-

bach 1953).

α(E) = α0 e

E−E0
EU (4.41)

α0 is a constant and E0 is the onset of the tail and often taken as the band gap. E0 can

be omitted for the determination of the Urbach energy EU , as it does not impact the

slope:

ln(α(E)) =
E

EU
− E0

EU
− ln(α0) (4.42)
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4.10 Photoluminescence spectroscopy

Photoluminescence (PL) is a spectroscopic technique to get information about opto-

electronic properties of a material. By optically exciting electrons into higher energy

states, like the conduction band, the recombination paths of the electrons and holes

can be analyzed. This can lead to an understanding of the band positions, defect states

and recombination mechanisms.

Method fundamentals

The absorption of the photons of the exciting light is necessary for the PL-technique

to work. As such the light energy is usually chosen to be above the band gap energy

to excite electrons to, or above the conduction band. The free charge carriers can then

recombine using the available recombination paths in the material.

Three recombination paths are distinguished: Radiative recombination, defect re-

combination and Auger recombination (see chapter 2.2). The radiative recombination

is the only one that is visible in photoluminescence and therefore necessary to use

this technique. There are a few radiative recombination paths that can be observed in

semiconductors. The band-band-recombination is typically an electron in or near the

conduction band minimum recombining with a hole in or near the valence band max-

imum. Because of the band nature, the electrons move to the lowest energy positions,

where then the recombination occurs. As such, the emitted photon energy is sharply

centered around the di�erence between the two bands. The band-band recombination

should not strongly depend on temperature, if no defects are present that can act as

traps. If traps are present, the band-band recombination decreases with temperature

due to the lower availability of free charge carriers. The emitted photons of the band-

band recombination can change with temperature, as the band gap itself increases with

lower temperatures.

Defects and impurities near the band edges can also be the starting- or end-point

of radiative recombination. If two defects are involved they are called donor-acceptor

pairs (DAPs), where an electron from a donor recombines with a hole in the acceptor.

A free-to-bound (FB) transition can also occur between the conduction band and an

acceptor or between donor and valence band. The defect-assisted radiative recombina-
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tion is strongly dependent on the temperature. If the thermal energy is high enough, or

the defects shallow enough to reemit the electrons or holes into the bands, this radia-

tive recombination becomes very unlikely. In contrast to the band-band recombination

DAPs can emit a broad band of energies due to their localized nature. The defects have

di�erent energy positions and electrons can not move to the lowest energy state like

in a band, so that both recombination partners have varying energy positions. Lastly

an exciton pair can also recombine radiatively.

Non-radiative recombination can occur via deep defect or impurity states within

the band gap of the material that act as electron traps. It is also called Shockley-Read-

Hall (SRH) recombination after the three researchers who modeled it as a type of non-

radiative recombination (Hall 1951; Shockley and Read 1952). In this case, the elec-

tron falling into the deep defect emits its energy as a series of phonons, similar to the

thermalization process (Lang et al. 1975). The opposite is also possible, that multiple

phonons are absorbed by an electron to elevate it out of a deep defect. The latter pro-

cess is very unlikely, as these phonons would need to have exactly the right energy and

momentum. This is the reason that deep-defects are very e�cient traps and increase

the charge carrier recombination strongly to the point that a photovoltaic device be-

comes useless. It is also possible that the electrons transition into deep defects while

emitting photons. This was not considered in the original SRH-model, but has been

added since then (Beaucarne et al. 2003). This e�ect is important for an optimal IBSC,

as the large optical cross-section that is needed for the IB absorption also increases the

radiative recombination via these deep defects.

The second non-radiative recombination path is given by Auger recombination,

where the energy of the excited electron is given to another electron instead of a pho-

ton. This second electron relaxes through thermalization so that no photon is emitted

during the process. Materials with a direct band gap display a greater PL e�ciency,

as the lifetimes of radiative recombination paths are small. In indirect materials the

necessity for phonons with the right momentum decrease the chance of a radiative

recombination which increases the life-time of the free charge carriers and the chance

for non-radiative recombinations to occur.
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Experimental setup

Single photon experiment The photoluminescence experiments were conducted

by Dr. Vadim Talalaev on a custom optical setup belonging to the Innovation Center

SiliNano of Prof. Dr. Jörg Schilling. The samples are placed in a KONTI-Cryostat 4
from CryoVac, allowing for continuous �ow liquid helium cooling to about 7 K. The

samples are illuminated with a 405 nm laser diode from Thorlabs with an e�ective en-

ergy �ux of 20 mW cm−2 on the sample. The photoluminescence spectrum is scanned

with a SpectraPro 2550 monochromator from Princeton Instruments with a 150 mm−1

grating, 800 nm blaze, 2 mm slit and a spectral resolution of 20 nm. A Spec-10 CCD

detector from Princeton Instruments is used for intensity accumulation. Di�erent �l-

ters in the beam path ensure a clean laser and PL spectrum. A BG23 band-pass �lter

from SCHOTT is set in front of the sample to isolate the 405 nm peak of the laser diode.

A combination of KG5 (SCHOTT ), OG550 (SCHOTT ) and FF02-409 (Semrock) long-pass

�lters are placed in front of the monochromator to cut o� the laser wavelength, leaving

mainly the PL-spectrum from the sample.

Two-photon experiment The two-photon experiment is conducted on the same

setup, swapping one laser for two lower energy ones. A 820 nm laser diode from Thor-
labs with 40 mW cm−2 on the sample is used as a continuous wave pump laser. A

1625 nm laser diode from Thorlabs with 80 mW cm−2 is used with an alternating cur-

rent as the probe laser (resulting in an e�ective energy �ux of 40 mW cm−2 on the

sample). The detector is switched to a PMT H7844 from Hamamatsu with a maximum

sensitivity around 400 nm. This is connected to a lock-in ampli�er, which only am-

pli�es the part of the signal that is generated together with the 1625 nm probe laser.

In this case, two �lters are placed in the respective beam paths in front of the sam-

ple. A BG3 band-pass �lter from SCHOTT for the 820 nm laser and a BBP-1430-1770
band-pass �lter from Spectrogon for the 1625 nm laser. The samples for PL have been

grown on the same Boro�oat from SCHOTT as the other samples. To eliminate in-

terference in the measured spectrum the middle of the glass substrate was roughened

by laser ablation. Because of the limited amount of liquid helium, only three samples

were measured at temperatures below 10 K. A reference sample, a V doped sample

with 3.9 at.% and a Nb doped sample with 2.9 at.%. One additional V doped sample
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with 0.5 at.% was measured in the two-photon experiment to verify the results.

Analysis method

The analysis was conducted in cooperation with Dr. Vadim Talalaev using OriginPro.

An Arrhenius analysis can be performed on the temperature dependent PL spectra

to calculate the activation energies of the transitions. The Arrhenius equation for one

defect is given by:

I(T ) =
I0

1 +N exp
(
− EA
kBT

) (4.43)

with the temperature T , temperature dependent integrated PL intensity I(T ), the in-

tegrated intensity at T = 0 K I0, the coe�cient N = τR
τ0

,the activation energy EA and

Boltzmann’s constant kB . N depends on the radiative lifetime of carriers τR and the

non-radiative lifetime of the defect τ0.

This equation can be expanded to include two defects (Fang et al. 2015):

I(T ) =
I0

1 +N1 exp
(
−EA1

kBT

)
+N2 exp

(
−EA2

kBT

) (4.44)

The temperature dependency of the integrated intensity I(T ) is �tted with this

equation to obtain EA1, EA2, N1 and N2.

4.11 Photoelectron spectroscopy

Method fundamentals

Photoelectron spectroscopy utilizes the energy of photoelectrons to get various infor-

mation about a sample, depending on the used photon energy. By using high energy

photons (UVs or X-rays) the sample’s electrons are excited strongly enough to be able

to leave the sample. The energy and amount of the electrons is then measured us-

ing a combination of an electron energy analyzer and an electron detector. A vacuum

chamber is needed to avoid scattering of the electrons with air. Photoelectron spec-

troscopy is very surface sensitive, as the electrons have to escape the sample before
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interacting with the material through e.g. scattering or recombination. The measure-

ment depth is usually in the range of a few nanometers. As such the sample handling

is very important to avoid air exposure and surface contamination.

In X-ray Photoelectron Spectroscopy (XPS) electrons are separated from their atoms

using X-rays. The X-ray source can be a laboratory source or a synchrotron beam. X-

rays have enough energy Eph to remove core electrons from the atoms. The kinetic

energy Ekin of these photoelectrons then depends on Eph, the binding energy Ebind of

the electrons to the atoms and allows the calculation of the binding energy:

Ebind = Eph − Ekin (4.45)

Binding energies are characteristic to elements and also depend on neighboring atoms.

As a result XPS allows the identi�cation of elements contained in a sample as well as

their chemical state.

When using lower energy UV photons, the method is named Ultra-violet Photo-

electron Spectroscopy (UPS). In this technique the photons with energy Eph separate

the valence electrons from the atoms, resulting in photoelectrons with kinetic energy

Ekin dependent on the ionization energy Eion:

Eion = Eph − Ekin (4.46)

The resulting photoelectron energy contains information about the electron �lled part

of the electron band structure. Since electrons need to be present, only the �lled parts of

the band structure can be detected. Therefore, the Fermi-level on the sample’s surface

can be derived.

Experimental setup

The samples for XPS and UPS were grown on FTO to have a conductive substrate

needed for the experiment. The samples are not directly exposed to air during the

transfer from the preparation chamber to the measurement setup. This is achieved by

wrapping the front of the preparation chamber in a glovebag. The glovebag is then

repeatedly vented with nitrogen to remove as much air as possible. The chamber is

then also vented with nitrogen. In this nitrogen atmosphere each sample is put in a
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container and consecutively vacuum sealed in two plastic bags, the outer one coated

with aluminum to be airtight. At the measurement setup the samples are opened in an

argon-�lled glovebox that is directly connected to the ultra-high vacuum system used

for the measurements.

XPS and UPS measurements were conducted by Dr. Dirk Hauschild on devices

belonging to the Applied Spectroscopy and Materials Group of Prof. Dr. Clemens

Heske at the Karlsruhe Institute of Technology.

The samples’ surface can be cleaned with an argon ion beam from a Focus FDG 150.

The analysis chamber contains a DAR 450 twin anode for the generation of Mg und Al

Kα X-rays. A gas discharge lamp is used to generate UV-photons using He I and He

II emission lines. The photoelectrons are detected using a Scienta Omicron Arcus CU
analyzer.

Analysis method

The analysis of the XPS spectra is done in OriginPro in cooperation with Dr. Dirk

Hauschild. The modi�ed Auger parameter of indium α′In is calculated by adding the

kinetic energy of the In MNN Auger peak Ekin
InMNN and the binding energy of the In

3d peak Ebind
In3d:

α′In = Ekin
InMNN + Ebind

In3d (4.47)

This approach eliminates any charging e�ects of the surface, which improves compa-

rability between samples. Due to the di�culty of �tting the Auger peaks, bothEkin
InMNN

and Ebind
In3d are determined visually. The resulting error for α′In is estimated from the

reading inaccuracy of both peak positions.

The more extensive analysis of V 2p includes �tting the XPS peaks of V 2p3/2 and

V 2p1/2. First the O 1s satellite peaks are removed by subtracting the known intensity

from the spectrum, then the background is �t by a linear function. The peaks them-

selves are �t with Voigt pro�les, except for the V-V peak at 512.3 eV, which required

the use of a split Voigt pro�le. The same pro�le shapes and relative spacing were used

for both V 2p species. The analysis of the UPS spectra is done in OriginPro by Dr. Dirk

Hauschild.
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4.12 Pro�lometry

Method fundamentals

A pro�lometer consists of a stylus with a diamond tip which is dragged over the sur-

face of a sample with a de�ned downforce. The vertical displacement of the tip is

recorded and can be used to analyze the height of features, the thickness of layers and

the roughness of the surface of a sample in the nm to mm range.

Experimental setup

The Ambios Technology XP-1 pro�lometer belonging to the Polymer Physics Group of

Prof. Dr. Thomas Thurn-Albrecht with its supplied software is used to measure the

thickness of samples. A 1 µm standard is used to calibrate the setup before a measure-

ment series. All measurements were done with a speed of 0.05 mm s−1, over a length

of 0.5 mm, with a vertical range of 10 µm and a force of 10 mg.

Analysis method

The thickness of the samples in the center of the sample holder was measured three

times at di�erent positions on the same edge of the sample. The substrate holder shad-

ows the glass during deposition, creating a good edge to measure the deposited thick-

ness. The thickness is taken as the average of these three measurements. From earlier

tests it is known that the height on all edges is the same within the error margins.

Because of the laser-light scattering used to control the thickness during the deposi-

tion, the rough thickness is known for a sample and �ts the measured thickness of the

center sample to about 100 to 200 nm. From multiple measurements the error is esti-

mated to be in the range of 10 % relative. The outer samples of a preparation run have

a thickness gradient, so only the center samples are used for analysis and the thickness

variation is within the above-mentioned uncertainty.
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Chapter 5

Transition metal incorporation into
the structure of In2S3

Working with hyper-doped materials (>1× 1020 cm−3 doping density), which are needed

for the deep level impurity bands (see chapter 2.3), strongly e�ects the host lattice. For

example high defect densities can increase the SRH recombination, clusters of the dop-

ing material or secondary phases can lower the mobility or create short circuits and

crystal lattice changes can alter the desired band gap energy (see chapters 2.1.1 and

2.2). It is therefore important to analyze the structure changes from incorporating

the transition metals V, Ti and Nb into the In2S3 host lattice to con�rm the complete

incorporation and check for secondary phases.

5.1 Crystal morphology and texture

The grain size and texture of samples with di�erent transition metal doping and sub-

strate temperatures are analyzed as indicators of structural defects. Only samples

grown on Boro�oat glass are analyzed in this section.

5.1.1 Crystal morphology

The topography of the samples and morphology of the crystals was measured with sur-

face and cross-section scanning electron microscopy (SEM) (see chapter 4.1 for details).

Figures 5.1 to 5.5 display comparisons of surface SE-images of the various samples se-

57
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ries. The pure In2S3at 500 °C (InS-1) shown in 5.1 on the left grows into highly ordered

hexagonal (nearly triangular) crystals of up to more than 1 µm in width. Three sides

of the hexagons are longer, forming triangular shapes. The easier to measure angles of

the surface triangles (angles between the longer sides of the hexagon) on sample InS-1
yields angles in the range of 50° to 70° with an average 60° and standard deviation of 5°.

There is no detected system to the angle variation that could be interpreted. As shown

in the next section 5.1.2 the surface faces are tetragonal 1 0 3 (cubic 1 1 1-equivalent)

faces, where this crystal shape can be expected (Huang et al. 2017; Lu, Zheng, et al.

2019; McCarthy, Weimer, Emery, et al. 2014). It is noticeable that crystallites seem to

fuse into one another, making it sometimes di�cult to determine the crystal bound-

aries. The vanadium concentration variation is also displayed in �gure 5.1 ranging

from sample InSV-0.9 to InSV-5.3. InSV-0.9 still has large crystals, but they are not

perfectly �at and hexagonal anymore. The same is true for the other doping concen-

trations, where additional smaller crystallites grow on top of the larger crystals. There

are still large crystals present, despite high doping concentrations, but the visible shape

of the larger crystallites is not discernible anymore. The temperature variations of all

three dopants (�gures 5.2 to 5.5) show a trend of decreasing crystal size with decreas-

ing temperature. Additionally, the large crystals that are present in samples grown at

500 °C are less visible in 400 °C samples and vanish in samples grown at 300 °C. This

e�ect is independent of the dopant.

Figure 5.1: SE images of the vanadium concentration variation.
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Figure 5.2: SE images of the 1 at.% V substrate temperature variation.

Figure 5.3: SE images of the 5 at.% V substrate temperature variation.

Using these images, it is possible to estimate the mean crystallite size of each sam-

ple. The crystals in the bulk might be slightly larger, as there are more of the smaller

crystals on the sample’s surface (see cross-section in �g. 5.12). By taking into account

the standard deviation and maximum values a reasonable comparison between the

samples is possible. Table 5.1 lists all samples with the corresponding mean crystallite

sizes, the standard deviation as well as the minimum and maximum values.

Figure 5.6 compares the surface crystallite sizes of the pure In2S3 to In2S3:V samples

grown at 500 °C with di�erent doping concentrations. The V-doping reduces the mean

crystallite size from about 0.7 µm to around 0.5 µm. The exact doping concentration

does not seem to matter, as the mean values with the standard deviation stay in the
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Figure 5.4: SE images of the 1 at.% Ti substrate temperature variation.

Figure 5.5: SE images of the 1 at.% Nb substrate temperature variation.

same region. All samples regardless of doping, have larger crystallites with a size of

1 µm and above, but the doping increases the amount of smaller crystallites. Compared

to the large standard deviation, the decrease in surface crystallite size from doping is

small.

The dependence of the surface crystallite sizes on the growth temperature is shown

in �gures 5.7 to 5.10. As already seen in the SEM images the crystals grown at 500 °C

are larger than the ones grown at 400 °C or 300 °C. The 500 °C samples all have a

mean crystal size of about 0.5 µm and higher, the 400 °C samples around 0.3 µm and
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Table 5.1: Crystallite sizes determined from top-down SE images.

Sample Crystallites Mean Std. Dev. Min. Max.

measured (µm) (µm) (µm) (µm)

InS-1 49 0.70 0.18 0.39 1.18

InS-2 66 0.73 0.19 0.18 1.26

InSV-0.8-550 117 0.54 0.27 0.14 1.44

InSV-0.9 54 0.43 0.19 0.19 0.91

InSV-1.98 75 0.46 0.15 0.20 0.97

InSV-3.3 80 0.51 0.24 0.18 1.36

InSV-5.3 47 0.50 0.21 0.21 1.23

InSV-0.9-400 74 0.32 0.10 0.16 0.63

InSV-5.7-400 64 0.30 0.10 0.14 0.66

InSV-1.1-300 103 0.15 0.06 0.06 0.32

InSV-5.9-300 70 0.22 0.09 0.06 0.47

InSTi-0.9 48 0.92 0.34 0.29 1.44

InSTi-2.1 55 0.57 0.18 0.19 0.86

InSTi-0.9-400 76 0.26 0.10 0.07 0.54

InSTi-4.2-400 129 0.26 0.09 0.11 0.61

InSTi-0.8-300 135 0.17 0.07 0.05 0.36

InSNb-0.5 134 0.49 0.26 0.15 1.25

InSNb-1.5 39 0.57 0.26 0.18 1.05

InSNb-1.6-400 95 0.27 0.11 0.08 0.58

InSNb-1.4-300 112 0.21 0.08 0.08 0.47
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Figure 5.6: Comparison of surface crystallite sizes with V dop-
ing concentration.
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the 300 °C around 0.2 µm. The change from doping with Ti and Nb is similar to V,

except for the 1 at.% Ti sample grown at 500 °C. This anomalous sample contains a

lot of large crystallites and very few small ones. One reason might be the area on the

sample where the crystallites are measured, as some areas have a larger amount of

small crystals growing on top. The other reason might be an unidenti�ed change in

the growth conditions that resulted in larger crystals, but the preparation data do not

hint to any changes in the process.
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Figure 5.7: Surface crystallite sizes of the
∼1 at.% V-doped samples.
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Figure 5.8: Surface crystallite sizes of the
∼5 at.% V-doped samples.
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Figure 5.9: Surface crystallite sizes of the
∼1 at.% Ti-doped samples.
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∼1 at.% Nb-doped samples.
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One thing that has to be kept in mind is that the samples are grown at di�erent

rates, due to the limitations of the electron beam source. Figure 5.11 shows the mean

surface crystal size versus the crystal growth rate of the various samples. It visual-

izes that the growth rate is not the limiting factor of the crystal size, but rather the

temperature during growth.
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Figure 5.11: Mean crystal size t versus the growth rate of the samples. The growth rate
does not impact the crystal sizes.

A few samples were mechanically broken in half and imaged edge on, to estimate

the bulk crystal shapes and sizes. The SE images displayed in �g. 5.12 do not show

very clear crystallite boundaries. As is visible on the top-down images (e.g. �g. 5.10),

the crystals tend to grow into one another. This is true even for the sample grown at

300 °C. It is possible to see some crystallites, but they are di�cult to separate clearly. As

such, the crystallite sizes cannot be reliably measured, but appear to have similar size

as seen from the surface. Some distinguishable larger crystals in the undoped sample

seem to have a pyramid-like shape, growing in various directions and extending over

the whole thickness of the layer. Between these larger crystals are smaller ones, similar

to the top-down images. For the doped samples, the pyramid structure of the larger

crystals is not as pronounced, as was already seen in the top-down images.

The surface crystallites can now be interpreted as faces and tips of these triangular

pyramid-like structures, with smaller crystals growing between them throughout the

bulk of the material. With higher doping, there are more of the smaller crystallites

and with lower temperatures the large thickness-spanning crystals start to disappear.

Other researchers also reported triangular (Huang et al. 2017; Lu, Zheng, et al. 2019;
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Figure 5.12: Comparison of bulk crystals of a pure In2S3 and the 5 at.% V doped
temperature series.

McCarthy, Weimer, Emery, et al. 2014) and pyramid-like growth (Feng et al. 2017).

The conclusion is that a higher growth temperature like 500 °C is preferable to

get larger crystallites. On the amorphous glass substrates, which do not force any

lattice preference on the crystals, hexagonal (nearly triangular) pyramid structures

grow that extend through the whole In2S3 layer. Hyper-doping with larger concentra-

tions of transition metals alters this behavior, as the shape is no long clearly hexag-

onal/triangular. The doping also increases the amount of smaller and more random

crystallites in the samples.

5.1.2 Texture

The texture of a sample describes the relative number of crystallites in a sample that

are oriented in the same direction. A powder is non-textured, while a single crystal is

100 % textured. In poly-crystalline thin-�lm samples there are often preferred crystal

orientations depending on growth parameters and substrates resulting in certain tex-

tures. XRD and GIWAXS are used to qualitatively analyze the texture (see sections 4.3
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and 4.4 for details).

Figures 5.13 and 5.14 display the XRD di�ractogram measured from sample InS-
1 with a linear and logarithmic scale. The good crystallinity and large crystals allow

the bremsstrahlung and the nickel Kβ-�lter edge to be visible for the main peaks when

using a logarithmic scale. Additional spikes caused by the aging detector are smoothed

out as much as possible during the analysis without changing the actual re�ex shapes.
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Figure 5.13: Di�ractogram of sample InS-1.
A strong 1 1 1 texture is apparent.
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Figure 5.14: Logarithmic di�ractogram of
sample InS-1. Bremsstrahlung, nickel �lter
edge and smaller peaks become visible.

Assigning Miller indices can be done by comparing the measured di�ractograms

with literature data. In2S3 can be present in the tetragonal β-phase and the cubic α-

phase which are very similar and di�cult to distinguish (see section 2.4). The α-In2S3

phase is not stable at room temperature for the correct In2S3 stoichiometry of 60 at.% S

(Goedecke et al. 1985). To get a di�ractogram of α-In2S3 with the correct stoichiometry

the structure data have to be obtained above the phase transition temperature. PDF#00-

067-0787 for α-In2S3 and PDF#00-067-0786 for β-In2S3 were chosen from the ICDD
PDF-4+ XRD-database as the references as they are both based on the same preparation

experiment by Pistor et al. (2016) who correctly measured α-In2S3 at 475 °C. But as a

result of the unavoidable higher temperature, the re�exes are shifted for the α-In2S3

reference. β-In2S3 andα-In2S3 are structurally very similar (see section 2.4), so the high

intense re�exes are present in both making it di�cult to distinguish them. We will later

see that sample InS-1 is in the tetragonal β-phase (see section 5.2.1). Nevertheless, both

hkl values will be noted. Because we do not know the exact planes of e.g. the {1 1 1}
plane group which contribute to the di�ractogram, we write the hkl values without
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any brackets and mean any number of the corresponding planes. The Greek letters

denote that the Miller indices correspond to the α- or β-phase, respectively.

It has to be noted, that some Miller index assignments di�er from reference to

reference. Given the complex structure of In2S3 and the fact that most references are

measured as powders, it is di�cult to assign the “correct” Miller indices. In this case,

because of the α1 1 1/β1 0 3 texture of the material it was clear that the peak at 76.4°

should have the main Miller indices of α5 5 5/β5 0 15 and not e.g. α7 5 1/β4 3 15. It

is still possible that other planes with the same distance contribute to these peaks,

but we will use the assignments from the references PDF#00-067-0787 for α-In2S3 and

PDF#00-067-0786 for β-In2S3. Only the tetragonal 4 3 15 planes in this reference di�er

from the 5 0 15 planes expected here. As such, both are noted as planes contributing to

the 76.4° peak. In our publication (Wägele et al. 2017), we mistakingly assigned α5 1 1

to the α3 3 3 re�ex, because of the di�erent references used.
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Figure 5.15: Reference di�ractograms of powder α-In2S3 and β-In2S3 with no texture.
They are calculated from experimental structure data from ICDD PDF#00-067-0787 for
α-In2S3 and PDF#00-067-0786 for β-In2S3 published by Pistor et al. (2016).

Figure 5.15 displays the above-mentioned calculated reference di�ractograms ex-

pected for a non-textured powder with hkl labels for α-In2S3 re�exes and a few select

labels for the myriad of β-In2S3 peaks.

The re�exes of the cubicα-phase have practically the same intensity ratios between

the di�erent peaks as the β-phase. In fact the β-In2S3 di�ractogram is nearly the same

as the α-In2S3 di�ractogram with a lot of smaller peaks added due to the additional

symmetry of the In vacancy ordering (see section 2.4). In praxis the two are indistin-

guishable if the additional peaks from the β-phase (noteably 1 1 2) are not visible. For
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the texture determination it does therefore not matter if our sample is in fact perfectly

in the α- or β-phase. If not otherwise noted, we will therefore use the cubic notation,

so that e.g. 1 1 1 stands for peaks of both α1 1 1/β1 0 3.
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Figure 5.16: Di�ractograms of the In2S3:V
concentration series from top to bottom: Sam-
ples InSV-5.3, InSV-3.3, InSV-1.9, InSV-0.9
and InS-1. The strong 1 1 1 texture is present
in all samples, with slight non-systematic
changes. The di�ractogram intensities are
shifted to increase visibility.

The comparison between the randomly oriented powder references and sample

InS-1 shows that this sample has a very strong 1 1 1 texture. The di�erent sample

series are displayed in log-scale in �gures 5.16 to 5.20. Most samples have a similar

1 1 1 texture as InS-1. The only exception are samples grown at 300 °C, which display

much lower XRD intensities and a more random crystal orientation, but still with a

bias for the group of 1 1 1-parallel planes. In most cases the 400 °C samples have a

marginally weaker texture than the ones grown at 500 °C. As with the crystallite sizes,

the transition metal doping does not seem to e�ect the texture very much.

To complement the XRD measurements it is useful to use GIWAXS, as it allows

the detection of the reciprocal space in other directions than the θ-2θscans shown

until now. This technique is described in detail in chapter 4.4. Figure 5.21 displays

the GIWAXS measurement for sample InS-1. The empty spaces result from the gaps

between the detectors and the fact that it is not possible to detect most of what would

be di�racted along the qz axis (see section 4.4). The single planes can be seen as nearly

point-like in this slice of the reciprocal space, as would be expected for a single crystal.
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Figure 5.17: Di�ractograms of the 1 at.%
In2S3:V temperature series from top to bot-
tom: Samples InSV-1.1-300, InSV-0.9-400,
InSV-0.9 and InSV-0.8-550. Only the sample
grown at 300 °C is signi�cantly di�erent with
a lower intensity and di�erent intensity ratios.
The di�ractogram intensities are shifted to in-
crease visability.
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Figure 5.18: Di�ractograms of the 5 at.%
In2S3:V temperature series from top to bot-
tom: Samples InSV-5.9-300, InSV-5.7-400
and InSV-5.3. Only the sample grown at
300 °C is signi�cantly di�erent with a lower
intensity and di�erent texture. The di�rac-
togram intensities are shifted to increase visi-
bility.
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Figure 5.19: Di�ractograms of the 1 at.%
In2S3:Ti temperature series from top to bot-
tom: Samples InSTi-0.8-300, InSTi-0.9-400
and InSTi-0.9. The sample grown at 300 °C
is signi�cantly di�erent with a lower inten-
sity and di�erent texture. The 400 °C sample
has a weaker texture than the 500 °C sample.
The di�ractogram intensities are shifted to in-
crease visibility.
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Figure 5.20: Di�ractograms of the 1 at.%
In2S3:Nb temperature series from top to bot-
tom: Samples InSNb-1.4-300, InSNb-1.6-
400 and InSNb-1.5. The sample grown at
300 °C is signi�cantly di�erent with a lower
intensity and di�erent texture. The di�rac-
togram intensities are shifted to increase visi-
bility.

We do know from SEM that the sample is de�nitely poly-crystalline. Rotating the

sample on the holder by 30° results in the same image which indicates that the crystals



Chapter 5. Transition metal incorporation into the structure of In2S3 69

grow perpendicular to the 1 1 1-based planes with a random rotation distribution. This

is consistent with the SEM images.

Figure 5.21: GIWAXS graph of the sample
InS-1 in q-space taking the Ewald sphere cur-
vature into account. The re�exes show up as
near perfect circles, meaning that nearly all
crystallites are growing with a 1 1 1 orienta-
tion on the glass substrate.

Figure 5.22: GIWAXS graph of the sam-
ple InSV-5.3. The re�exes show up as ovals,
meaning that most crystallites grow with a
1 1 1 orientation on the glass substrate with
slight deviations in other directions. A few
crystals are randomly oriented, creating weak
Debye-Scherrer rings in the di�ractogram.

Figure 5.23: GIWAXS graph of the sample
InSV-0.9. The main re�exes di�use into rings:
The 1 1 1 texture is not as strong, allowing
for more randomly oriented crystals to di�ract
into Debye-Scherrer rings.

Figure 5.24: GIWAXS graph of the sample
InSV-5.9-300. The 1 1 1 texture is nearly
gone. Most crystals are randomly oriented,
but still gravitating towards the preferred 1 1 1
texture.

Other samples do not have this near perfect texture as shown in �gures 5.23 to 5.24.

They represent the three di�erent texture categories observed, excluding the near per-

fectly textured sample InS-1. Firstly samples that show a strong 1 1 1 texture, with a

few randomly oriented crystallites (�g. 5.22), secondly samples with a less strong 1 1 1

texture, where the di�raction maxima are more or less di�using into Debye-Scherrer

rings (�g. 5.23) and lastly samples which show weak 1 1 1 textures (�g. 5.24). Table 5.2
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displays which sample falls into which category and compares these to the observed

surface topography and the texture coe�cient calculated below. The substrate tem-

perature of 300 °C has again the strongest e�ect, while the doping concentration does

seem to hinder the near perfect texture, but no real trend is visible.

To better quantify the in�uences on the texture it is possible to calculate a semi-

quantitative texture coe�cient t from XRD by using the Harris method introduced in

chapter 4.3. It compares the intensity of each re�ex to the expected intensity with no

texture and norms it with the mean over all re�exes. As noted by Valvoda et al. (1990)

the absolute values will be wrong for high textures. But as also stated, this is mainly

relevant for intensity corrections, which we are not interested in. As before, we focus

on the high intensity re�exes. The texture coe�cient of the 1 1 1 plane is reduced by

the other 1 1 1 parallel planes in the measured 2θ range. A more focused range would

result in a larger t, but then many of the non 1 1 1 parallel planes would be excluded

and t would incorrectly default to the number of re�exes N for most samples (see

equation 4.3). Figures 5.25 and 5.26 show the texture coe�cient t of the 1 1 1 re�ex

for all∼1 µm samples against the growth rate and doping concentration, respectively.

The data point shape represents the doping type, the color the growth temperature.

The growth rate does not signi�cantly in�uence the texture. The doping concentra-

tion slightly decreases the texture, as already suspected from the SEM and GIWAXS

measurements. The strongest in�uence is the temperature which signi�cantly reduces

the texture.
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Figure 5.25: Texture coe�cient t versus the growth rate of the samples. The growth rate
does not signi�cantly impact the texture. The substrate temperature during growth has
a larger in�uence on the texture.
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Table 5.2: Texture coe�cients of the 1 1 1 peak of various samples compared to GIWAXS and
SEM appearance. It is noted if clear hexagonal plates are visible in SEM and how strong the
texture appears from GIWAXS. There are a few discrepancies between the texture coe�cient, SEM
and GIWAXS. It shows that multiple measurement techniques and samples are needed to make a
qualitative assessment of texture trends.

Sample hexagonal plates GIWAXS texture texture coe�cient

InS-1 yes very strong 2.04

InS-2 yes 2.08

InSV-0.1 2.01

InSV-0.5 no weak 2.31

InSV-0.8 2.21

InSV-0.8-550 yes 2.29

InSV-0.9 yes medium 2.06

InSV-0.9-400 no 1.70

InSV-1.1-300 no 1.26

InSV-1.9 no medium 2.05

InSV-3.3 partly 1.78

InSV-5.3 partly strong 1.60

InSV-5.7-400 no strong 1.35

InSV-5.9-300 no very weak 0.85

InSTi-0.3 1.99

InSTi-0.5 2.21

InSTi-0.9 yes strong 2.15

InSTi-0.9-400 no 1.62

InSTi-0.8-300 no 1.28

InSTi-2.1 yes 2.77

InSTi-4.2-400 no medium 1.76

InSNb-0.2 2.30

InSNb-0.5 yes 2.23

InSNb-1.1 2.62

InSNb-1.5 yes strong 2.18

InSNb-1.6-400 no 1.86

InSNb-1.4-300 no 1.48

InSNb-2.9 2.16

5.1.3 Conclusion

Combining the information obtained from SEM, XRD and GIWAXS, we can say that

In2S3 on Boro�oat glass grows as strongly textured poly-crystalline layers. Some growth
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Figure 5.26: Texture coe�cient t versus the doping concentration of the samples. Higher
doping concentrations slightly decrease the texture strength. The growth temperature has
again a larger impact on the texture.

directions are preferred as is typical for crystals. The growth occurs preferably per-

pendicular to the most stable 1 1 1 plane into hexagons. Three of the six sides of the

hexagonal base grow faster than the others, which leads to triangular crystal surfaces.

In the cross-section SEM this growth can be seen to form (upside-down) pyramids

spanning the whole material layer. The rotation distribution of the pyramids is ran-

dom, as can be expected from the amorphous substrate. Similar crystal growth has

been reported by other groups. For example near perfect 1 1 1 triangle/pyramid layer

growth can be seen in layers grown with ALD on 1 0 0 silicon (McCarthy, Weimer,

Emery, et al. 2014). In2S3 nano �akes grown by CVD on mica by Huang et al. (2017)

also show perfect 1 1 1 triangular crystals. Feng et al. (2017) grew In2S3 thin-�lms on

FTO using hydrothermal synthesis and observed a pyramid-like growth. For lower

growth temperatures the crystallites become smaller, more randomly oriented and the

texture is reduced. This is expected as the mobility of the molecules on the sample’s

surface depends on the sample temperature. A threshold seems to be between 300 and

400 °C, at which point the adsorbed molecules have enough energy to settle in the ex-

isting crystals instead of forming new nuclei. The independence of the crystal size and

texture from the growth rate indicates that the In-S molecule saturation on the sample

surface is well-balanced. It is not too large to increase nuclei formation and not too

small to decrease the crystal sizes (see chapter 2.1.1). This is true for all the growth

rates that were employed to get the desired transition metal doping and validates the
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comparability of samples grown with di�erent rates. The important takeaway is that

doping with transition metals in�uences the In2S3 crystal growth, but even with the

highest concentrations, large crystals and high textures are achieved. For samples in

the 1-2 at.% range the amount of smaller and randomly oriented crystals increases, but

the bulk crystals still span the thickness of the layer and are strongly 1 1 1 textured. For

higher concentrations the texture is further reduced and most crystals do not have the

triangular shape anymore. This does increase the roughness of the sample’s surface,

but does not signi�cantly decrease the large crystal sizes. In fact GIWAXS measure-

ments show sample InSV-0.9 with a weaker texture than InSV-5.3, indicating that

other preparation parameter �uctuations have a larger impact than the hyperdoping.

5.2 Polymorphism and secondary phases

One of the main concerns when doping a material with high concentrations of another

element is the formation of secondary phases. The goal is to include the elements in

the given crystal structure without the element forming separate crystals with di�ering

stoichiometries. Before we can look into this, we have to look at the doping-dependent

polymorphism of the In2S3 itself, as it can theoretically be present in three di�erent

crystal structures.

5.2.1 Polymorphism

As described in section 2.4 the structure of In2S3 is based on the defect spinel and can

be present in three phases: the cubic α-In2S3, the tetragonal β-In2S3 and the trigonal

γ-In2S3. The di�erence between these phases comes from the ordering of the In va-

cancies (vIn) intrinsic to the defect spinel structure. With the correct stoichiometry of

60 at.% S, the only stable phase at room temperature is the β-phase, where the vIn are

systematically ordered on the tetrahedral sites. The α-phase is stable at high temper-

atures of above ∼440 °C with disordered vIn on tetrahedral sites, while in the γ-phase

In occupies only the octahedral sites at above ∼810 °C (Pistor et al. 2016). It is possi-

ble to stabilize α-In2S3 at room temperature when reducing the sulfur content of the

crystals. A reduction to 59.5 to 59.0 at.% S seems to be enough to reduce the order of

the vIn to a point, where the α-phase becomes stable (Goedecke et al. 1985). As such,
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the presence of the β-phase is a very good indicator of a near perfect stoichiometry. It

is possible to stabilize the γ-phase as well, which has been achieved by adding 5 at.%

of As or Sb (Diehl et al. 1976).

From the already examined di�ractograms in section 5.1.2 we can directly compare

the peak positions to the three references, this time also including γ-In2S3 (PDF#00-

067-0788 @825 °C) for completeness. Figure 5.27 displays the strongly textured sample

InS-1 compared to the literature peak positions, while �gure 5.28 shows the weakly

textured sample InSV-5.9-300. A few things have to be considered here. The temper-

atures of the references are higher than of the samples which were measured at room

temperature (20-22 °C), shifting the peaks to lower angles. When looking at the com-

plete data published by Pistor et al. (2016) the temperature dependent measurements

show that the main β-re�exes are the same as the α-re�exes. Only the di�erence in

temperature shifts the peaks of the α-phase to lower angles. The peaks of the γ-phase

are however di�erent, as a more signi�cant structural change occurs. The measure-

ment data of the samples also have signi�cant systematic errors, which result in a

di�erent shift of every peak. The main error stems from the fact that the samples are

�at, as detailed in appendix A.2. The reference peak positions do not have this shift,

as they are directly calculated from the structure data.
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Figure 5.27: Comparison of XRD intensities
of strongly textured sample InS-1 to the ex-
pected peak positions of the α-, β- and γ-
phase.
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Figure 5.28: Comparison of XRD intensities
of weakly textured sample InS-5.9-300 to the
expected peak positions of the α-, β- and γ-
phase.

As can be seen in the two �gures, the similarity betweenα-In2S3 and β-In2S3 makes

it impossible to determine the phase of the In2S3-material of many samples solely by

XRD. In this case sample InS-1 has a very strong texture, so that most other peaks
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are not detectable in the θ-2θ-scans. Sample InSV-5.9-300 is not strongly textured,

but the intensity of the re�exes is very low. This decreases the signal-to-noise ratio

and makes it impossible to see any peaks with a small intensity, which most of the β-

characteristic peaks have. To be able to determine the polymorphism of the samples,

another method is needed. GIWAXS is useful here, as texture e�ects can be signi�-

cantly reduced. We know already that the crystals have a random rotation distribution

so that all planes not parallel to the surface should be visible. Additionally, the XRD

intensity of the samples grown at 500 °C is very high, so that even in the doped samples

the smaller peaks of the β-phase should be visible. Figure 5.29 displays a section of the

GIWAXS measurements for the V-concentration series. Marked in a red circle is the

most intense β-characteristic re�ex belonging to one of the tetragonal {1 1 2}-planes.

For higher concentrations of vanadium this re�ex vanishes together with the other

β-re�exes, while the more intense peaks belonging to the α1 1 1/β1 0 3, α2 2 0/β1 1 6

and α3 1 1/β1 0 9 planes remain. The same intensity reduction of the β-characteristic

peaks is visible for the samples doped with Ti and Nb.

Figure 5.29: Comparison of GIWAXS di�ractograms from samples with di�erent V-
doping concentration. The β-phase characteristic re�exes vanish with higher concentra-
tions.

When averaging these GIWAXS measurements along the Debye-Scherrer rings

(|qr + qz| = const), it is possible to create di�ractograms, which ideally should have

the intensities of a powder. This is not perfectly so, as only parts of the rings are

detectable. Figure 5.30 displays a comparison between sample InS-1 to a calculated
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powder di�ractogram of β-In2S3. Sample InS-1 is very clearly β-In2S3. All the ex-

pected characteristic peaks of the β-phase are detected. The averaged GIWAXS inten-

sities match the reference very well, except for the expected reduced intensities for

e.g. the 1 0 3 parallel planes. A lot of intensity is di�racted into the area along the qz

axis which is not detectable. The peaks at high angles show lower intensities, as their

Debye-Scherrer rings are mostly clipped by the edge of the detectors. The large back-

ground with a maximum at around 20° is a result of the substrate glass. In GIWAXS it

is possible that the center of scattering does not coincide with the primary beam. This

causes the re�ex positions to shift and might be the reason why the peak positions do

not �t perfectly. Due to the narrow area in the In-S phase diagram (Goedecke et al.

1985) the veri�cation of the tetragonal β-phase con�rms that the In2S3 samples have

the correct stoichiometry and no sulfur de�cit.
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Figure 5.31: Averaged GIWAXS measure-
ment of sample InSV-5.3 compared to the cal-
culated powder di�ractogram ofα-In2S3. This
sample is clearly in the α-phase.

As we could already see in �gure 5.30, the characteristic β-peaks vanish with high

doping concentrations. This e�ect is very visible in the averaged GIWAXS intensities

shown in �gure 5.31. This time the reference is a calculated α-In2S3 di�ractogram,

showing that the sample is crystallized in the cubic α-In2S3. Both di�ractograms shift

similarly in this case, resulting in a near perfect match. The re�ex intensities of the

1 1 1 parallel planes are again reduced because of the strong texture of the �lm, making
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one of the planes undetectable. The 3 3 1 re�ex is at the edge of the detector, so that

most of the intensity is not detected. The large background is again a result of the glass

substrate. The �nding that the doping creates an order-disorder transition from β- to

α-In2S3 can be further visualized. Figure 5.32 displays the integrated, averaged GI-

WAXS intensity of the β1 1 2 re�ex divided by the α3 1 1/β1 0 9 peak for all measured

samples. Also shown as a reference is the expected value for a β-In2S3 powder cal-

culated from PDF#00-067-0786. The undoped sample has a lower intensity ratio than

the reference, which is explained by the in�uence of texture and the not detectable

parts of the 2D-di�ractogram. All samples doped with a transition metal show a re-

duced peak ratio indicating a bimorphism between β- and α-In2S3. Somewhere around

2 at.% doping the order-disorder transition to pure α-In2S3 is completed.
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Figure 5.32: Fraction of the β1 1 2 to the combined α3 1 1/β1 0 9 peak intensity plotted
over the doping concentration. This fraction should be at 0.104 for β-In2S3 and 0 for
α-In2S3. Doping with any transition metal causes a gradual order-disorder transition
from the tetragonal β- to the cubic α-phase. The powder intensity ratios are taken from
PDF#00-067-0787 for α-In2S3 and PDF#00-067-0786 for β-In2S3.

It has to be checked if the observed phase transition is a result of a reduction of

the sulfur concentration in the samples (see chapter 2.4). Figure 5.33 shows that there

might be a trend to lower sulfur concentrations with higher doping concentrations.

Some samples with higher doping concentration that were measured to be mostly in

the α-phase (blue marker) should be mostly in the β-phase (red marker), if the sulfur

concentration is correct. The uncertainty in the sulfur concentration measurement

is large and it is uncertain how exact the sulfur de�ciency induced phase transition

points are applicable for these samples. It is therefore not possible to conclude if the
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sulfur de�ciency alone could be the cause of the phase transition. A similar transition

from the β- to the α-phasehas been detected in In2S3:Fe by Chen et al. 2013.

0 2 4 65 8 . 0
5 8 . 5
5 9 . 0
5 9 . 5
6 0 . 0
6 0 . 5
6 1 . 0
6 1 . 5

S c
on

ce
ntr

ati
on

 (a
t.%

)

D o p i n g  ( a t . % )

β−I n 2 S 3

α−I n 2 S 3

b o t h

Figure 5.33: Sulfur concentration (from
EDS) plotted versus the doping concentra-
tion. The colored background marks the sul-
fur concentrations where the α-β-phase tran-
sition and bimorphism should occur in pure
In2S3Goedecke et al. 1985. The color of the
measured data points corresponds to the in-
tensity ratio shown in �gure 5.32 with red
(closer to β-In2S3), purple (bimorphism) and
blue (closer to α-In2S3).

To get another con�rmation of the bimorphism it is possible to compare Raman

spectra of the di�erent samples. Utilizing inelastic Raman scattering, the characteristic

lattice vibrations or phonon modes of a material can be detected. Details on the Raman

measurements can be found in chapter 4.8.

Figure 5.34 displays the measurements on the V-concentration series. The pure

In2S3 sample InS-1 has many distinct Raman-active modes, while the doped samples

have fewer and broader peaks. Group theory predicts a total of 36 active Raman modes

for β-In2S3 (Lutz and Haeuseler 1971) and 5 for a spinel similar toα-In2S3 (Lutz 1969). A

decrease in the peak number is therefore expected. The biggest change in the spectrum

happens between 0.5 and 2 at.%, where most of the modes vanish. This coincides with

the vanishing of the 1 1 2 re�ex in the X-ray di�ractograms.

While there is a good reference for a β-In2S3 from Kambas et al. (1981), there is

none for α-In2S3. There are works that show Raman of a supposedly cubic In2S3 phase.

One of them is from Lu, Wei, et al. (2018), but the contradictions in the phase naming,
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Figure 5.34: Comparison of the Raman spectra of samples InS-1,
InSV-0.5, InSV-0.9, InSV-1.9, InSV-3.3, InSV-5.3. The intensities
are shown on a log-scale and shifted for better visualization. A lot of
peaks vanish with the doping and the overall intensity decreases.

the unconvincing XRD and selected-area electron di�raction (SAED) patterns and the

incomplete Raman spectrum make it di�cult to trust the phase determination. Tao

et al. (2008) is another such publication where only θ-2θ XRD was used for phase

determination. They assign the di�ractogram to the cubic phase, while there are clearly

re�exes that are characteristic to β-In2S3. As was shown above, distinguishing the α-

from the β-phase is not always trivial. Nevertheless, because of lack of alternatives,

the Raman spectrum of Lu, Wei, et al. (2018) will be used as a reference. For additional

veri�cation a comparison to MIn2S3 (M = Mn, Mg, Co ...) spinels (Lutz, Becker, et

al. 1989; Ursaki et al. 2002) is done, which have similar cubic spinel structures to α-

In2S3 and for the same reason were used as a substitution for theoretical calculations

(Lucena, Conesa, et al. 2014).

Figures 5.35 and 5.36 compare the measured spectra of samples InS-1 and InSV-5.3
with literature values from Kambas et al. (1981), Lu, Wei, et al. (2018), and Ursaki et al.

(2002). Most Raman peaks measured for sample InS-1 can be attributed to β-In2S3
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except for a few additional peaks that were not found in the measurements of Kambas

et al. (1981) on single crystalline β-In2S3Ṫhe measurements on cubic indium sul�des

from (Lu, Wei, et al. 2018; Ursaki et al. 2002) are missing most of the peaks found in

measurements of sample InS-1. The α-In2S3 can be expected to look nearly identical

to the β-In2S3 in the range 230 to 400 cm−1 Kambas et al. (1981), Lutz, Becker, et al.

(1989), and Ursaki et al. (2002). This range is also where the Raman measurement of

the sample InSV-5.3 �ts quite well on the references, except for one additional peak

around 340 cm−1. The modes of the cubic MnIn2S4 are similar to our measurement of

sample InSV-5.3, except for the peak with the highest energy, which is shifted for this

particular MnIn2S4. In MnIn2S4 the highest energy mode does match the one measured

here (Lutz, Becker, et al. 1989). The intensity ratios between the modes of MnIn2S4 is

very di�erent to the V-doped In2S3, but other cubic spinels like CoIn2S4 are similar in

that regard making this comparison viable (Lutz, Becker, et al. 1989).
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Figure 5.35: Raman spectrum of sample InS-
1 compared to the peak positions of single
crystals of β-In2S3 (Kambas et al. 1981), α-
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Figure 5.36: Raman spectrum of sample
InSV-5.3 compared to the peak positions of
single crystals of β-In2S3 (Kambas et al. 1981),
α-In2S3 �akes (Lu, Wei, et al. 2018) and
MnIn2S4 single crystals (Ursaki et al. 2002).

The comparison to Raman measurements of other MIn2S4 (M = Mn, Mg, Co ...) cu-

bic spinels indicates that the highly doped sample InSV-5.3 is in the cubicα-phase(Lutz,

Becker, et al. 1989; Ursaki et al. 2002). Additionally, most of the characteristic peaks of

the β-phase vanish with doping, which is expected from theory (Lutz 1969; Lutz and

Haeuseler 1971). It is likely that the remaining Raman peaks resemble the α-phase.

The order-disorder transition from the tetragonal β-In2S3 to the cubic α-In2S3 detected

with GIWAXS is therefore con�rmed.
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5.2.2 Secondary phases

There are no secondary phases detected with XRD or GIWAXS in samples doped with

up to 6 at.% with transition metals (see �gures 5.16 and 5.22).

The Raman spectra do show additional peaks, or at least changed peak intensities

as seen in �gures 5.34 to 5.36.

For pure β-In2S3 there are peaks at 91, 163, ∼275 and ∼340 cm−1 that are not

visible in the reference (Kambas et al. 1981). The PVD growth method used here is

known for its purity and the sensitive GIWAXS measurements showed no non-In2S3

peaks. It is most likely that these additional peaks are visible due to the di�erence in

the β-In2S3 growth. The β-In2S3 in the reference are grown with a solid state reaction

to be single crystals, while our samples are poly-crystalline thin layers with probably

higher defect densities.

The transition metal-doped samples show a few additional peaks emerging with

higher doping concentrations. Raman spectra of the highest doped samples grown at

500 °C are shown in �gure 5.37.
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Figure 5.37: Raman comparison of highest
doped samples against the undoped sample.
Dotted lines indicate positions of modes that
are most likely β-In2S3-characteristic, solid
lines mark modes that are probably present in
α and β phases. Stars mark the peaks that do
not seem to be present in the pure In2S3 sam-
ple.

No mode assignment was attempted here, as the newest reference used for Raman

assignments (Izadneshan et al. 2014; Spasevska et al. 2012) assumes to have a cubic
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structure, while clearly showing a tetragonal one (Tao et al. 2008). In our �rst publica-

tion we also used the tetragonal InS4 and octahedral InS6 peak assignment (Wägele et

al. 2017), but without another independent comprehensive Raman analysis we cannot

be certain. It would be possible to use the mode assignments of cubic spinels from e.g.

Ursaki et al. (2002), that based their assignment on previous measurements on cubic

spinels by Gubanov et al. (1988) and Lutz, Becker, et al. (1989). But we have already

seen that the intensities and mode positions are not necessarily the same for In2S3,

making peak assignments di�cult.

Two additional or shifted modes are detected in the shown Raman range. While no

distinct additional peaks are detected for In2S3:V, In2S3:Ti has a new mode at 188 cm−1

and In2S3:Nb at 385 cm−1. The possibility of peaks from the glass substrate can be ex-

cluded as the laser is strongly focused on the surface of the sample and any such peaks

would be visible in the sample InS-1. The most likely possibility is the emergence of

modes from the additional bonds between transition metal and sulfur atoms. This can

be the case for the 385 cm−1 mode from the Nb-doping. The A1g mode is found in

other MIn2S4 spinels at similar energies (Lutz, Becker, et al. 1989; Ursaki et al. 2002).

But without more elaborate measurements and a detailed mode analysis it is not pos-

sible to use these Raman measurements to distinguish secondary phases from doping

induced changes.

5.2.3 Conclusion

With the help of GIWAXS and Raman measurements it was possible to determine that

pure In2S3 samples were grown in the tetragonal β-phase. This veri�cation con�rms

that the samples were grown with the correct stoichiometry of 40 ± 0.5 at.% indium

and 60± 0.5 at.% sulfur.

Doping with transition metal concentrations of up to 6 at.% does not create any

secondary phases that are detectable in XRD or GIWAXS, which is a good indicator

for the incorporation of the dopants into the host In2S3 lattice.

The order-disorder transition from tetragonal β-In2S3 to cubic α-In2S3 due to dop-

ing could be con�rmed. As was already apparent in the previous chapter 5.1, the tran-

sition metals do change the growth of In2S3, increasing the disorder of the crystal

structure. The in�uence of a sulphur de�ciency cannot be completely discarded. The
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order-disorder transition is important to note for future theoretical calculations regard-

ing intermediate bands in In2S3Ḃoth phases are very similar and as stated by Lucena,

Aguilera, et al. (2008) the transition metals should still be able to create an equivalent

intermediate band in the α-phase.

5.3 Crystal lattice

To quantify the changes the TM-doping induces in the In2S3 host lattice, we can ana-

lyze the XRD measurements in more detail.

5.3.1 Lattice constants

It is possible to calculate the lattice constants for the cubic α-In2S3 and tetragonal β-

In2S3 lattices by using the already known lattice planes and XRD peak positions from

section 5.1.2.

Calculating the cubic lattice constant acubic is straightforward and done with the

data from one re�ex (see equation 4.6). In the case of the tetragonal lattice two peaks

have to be used to solve the equation with two unknowns atet and ctet (see equations

4.8 and 4.9). The problem in our case is, that most samples are strongly 1 1 1 textured.

The most accurate �ts are only possible for the re�ex-peaks of 1 1 1-parallel planes.

Unfortunately, these parallel planes cannot be used together to calculate the tetragonal

lattice constants. Additionally, we already know that only the pure In2S3 samples are

truly in the tetragonal phase (see section 5.2.1), so the tetragonal lattice constants will

only be calculated for these. The re�ex choice and error calculation is explained in the

appendix A.2.

For sample InS-1 the results are atet = 7.6030 ± 0.0035 Å and ctet = 32.341 ±
0.015 Å with a c/a-ratio of 4.254. For sample InS-2 we get atet = 7.6019±0.0035× 10−3 Å

and ctet = 32.330 ± 0.015 Å with c/a-ratio of 4.253. The re�exes β5 0 15 and β4 2 12

have been used for this calculation. The lattice constants of both samples lie within

the range of each other and the c/a-ratio is identical. Pistor et al. (2016) measured

atet = 7.6231 ± 0.0004 Å and ctet = 32.358 ± 0.003 Å, which shows a slightly larger

unit cell. Their c/a-ratio is with 4.245 slightly smaller.

Since the main XRD re�exes of the β-In2S3 lattice are the same for the α-In2S3
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lattice, it is possible to calculate cubic lattice constants for these samples, as well. The

results from re�ex α5 5 5 are a = 10.762±0.005 Å for sample InS-1 and a = 10.759±
0.005 Å for sample InS-2. When extrapolating the α-In2S3 measurements of Pistor

et al. (2016) to room temperature (see appendix A.2) this gives us a reference value of

a = 10.7816 Å which is again larger than the measured value.

Both the cubic and tetragonal unit cells are smaller than the ones in literature. The

latter were obtained by elaborate full-pro�le �tting of powder di�ractograms, which

gives much more accurate results than our use of uncorrected peak positions of tex-

tured thin-�lms. Our samples are poly-crystalline thin �lms instead of ground single

crystals. Thin �lms are always subject to strain, grain boundaries and higher defect

densities, changing the mean lattice constant of the crystallites (see section 2.1.1). Since

all samples are polycrystalline thin �lms, this should not a�ect the qualitative analysis

of the changes due to hyperdoping with transition metals.

For the doped samples only the cubic lattice constants are calculated using the

α5 5 5-re�ex. The results for all samples, including the 60 nm samples, are shown in

�gures 5.38 through 5.40. Because of the amorphous substrate, no additional strain

is introduced at the substrate interface, enabling the use of these samples for a larger

statistic.
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Figure 5.38: Cubic lattice constants of all In2S3:V samples.

A linear decrease in the lattice constants is detectable for all three dopants. This

fact reveals that the TM atoms are inserted into the host In2S3 lattice. As was shown in

section 5.2.2, they also do not form any crystalline secondary phases. It is likely that

most TM atoms are incorporated. It is still possible to have amorphous TM clusters, as
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Figure 5.39: Cubic lattice constants of all
In2S3:Ti samples. The legend is shown in �g-
ure 5.38.
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Figure 5.40: Cubic lattice constants of all
In2S3:Nb samples. The legend is shown in �g-
ure 5.38.

XRD and GIWAXS are bulk measurement techniques, detecting only crystalline mate-

rial. The con�rmation of the incorporation is crucial, as only the TM atoms integrated

into the host lattice can contribute to the formation of an intermediate band.

The three linear regressions of the lattice constant decrease are given by

V : acubic = −0.0165(9) Å at.%−1 ∗ xV + 10.761(2) Å

Ti : acubic = −0.015(3) Å at.%−1 ∗ xT i + 10.761(3) Å

Nb : acubic = −0.015(2) Å at.%−1 ∗ xNb + 10.764(2) Å

(5.1)

with the concentrations xM of the three dopants. To improve the �t on the In2S3:Ti

data the two outliers (InS-60-2 and InSTi-4.2-400) had to be removed from the �t.

All three dopants show a nearly identical slope which hints to the incorporated atoms

having similar crystal radii.

5.3.2 Crystal defects

We could already see in chapter 5.1 that the TM-doping decreases the crystal quality.

It is possible to quantify this e�ect from the available XRD data.

We can extract the mean microstrain ε inside the grains of a sample from the

FWHM of the XRD re�exes (see section 4.3). The microstrain describes the strain of

the di�erent crystal defects inside a grain on the crystal structure, as the crystal lattice

constants change to accommodate for these defects.
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In �gure 5.41 the XRD FWHM of di�erent 1 µm samples are displayed. The FWHM

increases with higher doping concentrations for all substrate temperatures and dopants.

The strongest increase comes from lowering the substrate temperature during growth

to 300 °C. The di�erence between 400, 500 and 550 °C is negligible. These results are

similar to the morphology and texture observations in chapter 5.1.
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Figure 5.41: FWHM of the α2 2 2/β2 0 6 re�ex of 1 µm samples. A systematic increase
of the FWHM with the doping concentration is detected. The lower 300 °C growth tem-
perature increases the FWHM signi�cantly.
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Figure 5.42: Microstrain of all samples with
measured crystal sizes. The samples grown at
300 °C (blue) are outliers compared to the rest.
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Figure 5.43: Microstrain of samples grown at
400 or 500 °C including a linear �t.

To get the microstrain ε from the FWHM it is best to include all measured re�exes

and �t the FWHM(θ) dependence (formula 4.10) for every sample. This way it is pos-

sible to consider the e�ects of grain size and instrument broadening on the FWHM.
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By providing the grain size (approximately the crystal size from SEM, table 5.1)

to the �t, only the microstrain has to be �tted. This approximation does improve the

regression as it eliminates one variable.

The microstrain of the samples with available crystal sizes is shown in �gure 5.42.

It looks very similar to the FWHM. When excluding the 300 °C samples, we get a linear

dependence of the microstrain ε on the doping concentration c (see �g. 5.43):

ε = 0.0233(15) % at.%−1 ∗ c+ 0.0881(39) % (5.2)

Table 5.3 lists the microstrain of a few samples. This strain is of course the mean

strain of all the grains of a sample and gives a good indication of the defect density

trend. The absolute values are not exact, as a few assumptions are made that cause a

systematic error by an unknown amount: The instrument broadening is only roughly

estimated and the grain size is assumed to be equal to the measured surface crystal-

lite sizes. The statistic error can be estimated from the �nal linear �t (�g. 5.43) and

is around 5 % relative. There are more advanced techniques involving deconvolutions

or fourier analysis, but the analysis done here is su�cient for the desired sample com-

parison.

It is also possible to get the strain from Raman by checking the peak position change

of the main modes (Chong et al. 2019). Unfortunately, the peak positions also change

with the doping concentrations which makes it very di�cult to separate these two

e�ects.

The high doping concentrations around 4 to 6 at.% double the microstrain in com-

parison to pure In2S3. As the strain in the crystallites is caused by defects, a higher

defect density can be expected in these samples. These defects can also come from the

increased amount of grain boundaries between the smaller crystallites, but the 400 °C

samples with even smaller crystallites do not show an increased microstrain. This war-

rants the conclusion that the TM atoms themselves increase the defect densities, likely

due to their lower mobility on the crystal surface. The 300 °C substrate temperature

consistently increases the defect density to a degree, that it had to be excluded from

the �t to the rest of the data. This is most likely again caused by the signi�cantly re-

duced mobility that causes the incoming atoms and molecules to settle in unfavorable

positions, increasing the strain inside the growing grains.
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Table 5.3: Microstrain ε of a few representative samples. The absolute values are not exact, as a
few assumptions have been used that may cause a systematic error by an unknown amount.

Sample ε
(%)

InS-1 0.087(4)

InS-2 0.085(4)

InSV-0.8-550 0.096(5)

InSV-0.9 0.107(5)

InSV-0.9-400 0.099(5)

InSV-1.1-300 0.126(6)

InSV-5.3 0.212(12)

InSV-5.7-400 0.206(12)

InSV-5.9-300 0.422(13)

InSTi-0.9 0.115(5)

InSTi-2.1 0.125(7)

InSTi-4.2-400 0.206(10)

InSNb-0.5 0.114(5)

InSNb-1.5 0.126(6)

InSNb-1.6-400 0.143(6)

5.3.3 Conclusion

The decreasing lattice constants together with the absence of secondary phases are a

strong indicator for the incorporation of the transition metals into the In2S3 crystal

lattice. This means that a potential intermediate band should form, if the transition

metal concentrations are su�ciently high for an overlap of the band gap energy states

to occur.

Doping with any transition metal causes the defect density to increase. More grain

boundaries do not seem to be the reason, but a lower mobility of the transition metals

might be. It is also possible that local TM concentration di�erences cause lattice con-

stant deviations in a grain, causing defects and therefore microstrains in the crystal

lattice.

Comparing the linear strain increase with doping to the β- toα-In2S3 transition (�g.

5.32), it becomes apparent that the order-disorder transition between 1 and 2 at.% does

not relieve any strain on the crystal structure. This can be expected as the disordered

α-phase is nearly identical and cannot incorporate the transition metals any better than
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the β-phase. If the strain increase is mainly due to the low mobility of the transition

metals, it should be independent of the crystal phase.

The mobility of the In and/or S atoms also seems to a�ect the microstrain, as the

samples grown at the lower temperature of 300 °C have a signi�cantly higher micros-

train. There seems to be a minimum temperature between 300 and 400 °C needed for

the In2S3:TM crystals to grow larger and with less defects. Any further temperature

increase mainly impacts the crystallite size and texture, but not the defect density in

the crystallites themselves.
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Chapter 6

Analysis of the transition metal
environment in In2S3:TM

After the analysis of e�ects of the TM incorporation on the crystal growth, we go into

more detail on the TM atoms themselves. A useful intermediate band is only formed

if the TM atoms are situated on the correct lattice positions with the correct oxidation

state. The lattice positions determine the distance and interaction between the TM

atoms and therefore the energy position of the IB, while the oxidation state de�nes the

free electrons that can �ll the IB.

6.1 Chemical environment

The chemical environment around the transition metal atoms can be measured with

X-ray photoelectron spectroscopy (XPS) (see chapter 4.11). Due to time constraints

only three samples were measured with this technique: A reference sample InS-3, and

the two doped samples InSV-0.8 and InSNb-1.1.

An overview graph of the XPS measurments is shown in �gure 6.1 together with

the peak assignments. Despite the careful preparation and transportation without air

exposure it could not be completely avoided having carbon and oxygen present on the

surface (C 1s and O 1s). V 2p and Nb 3d peaks are detectable in the vanadium and

niobium hyperdoped samples, respectively. The remaining peaks can be attributed to

indium (In 3p, In 3d, In 4d, In MNN) and sulfur (S 2s and S 2p, S LMM).

91
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Figure 6.1: XPS overview of the three samples before Ar+ cleaning. The expected peaks
from In and S are dominating the spectrum, while small O and C peaks are detectable.
The peaks from V and Nb are very small and not visible in this overview. The intensities
for each sample are shifted to better separate the samples.

All three samples are treated with 50 eV Argon ions (Ar
+

) to remove some carbon

and oxygen from the surface. As shown in �gures 6.2 and 6.3 in all samples the amount

of surface oxygen could be reduced, while no carbon was removed from the reference

In2S3 sample. Oxygen is the problematic element and the overall amount on the surface

is very low. But since it is present, it can form bonds with In or the TMs.
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Figure 6.2: The C 1s peak of all three sam-
ples before and after Ar+ treatment for 3 and
6 minutes. The intensities for each sample are
shifted to better separate the samples.
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Figure 6.3: The O 1s peak of all three sam-
ples before and after Ar+ treatment for 3 and
6 minutes. The intensities for each sample are
shifted to better separate the samples.

The cleaning step does a�ect the surface so that we have to check on the changes

of the In peaks. Figures 6.4 and 6.5 display the In 3d and In MNN peaks for all cleaning

steps. There are slight shifts in the peak position after cleaning, but this can be caused

by charging the surface of the sample. To eliminate this e�ect, we can calculate the

modi�ed Auger parameter of indium α′In by adding the kinetic energy of the In MNN
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Auger peak and the binding energy of the In 3d peak (see chapter 4.11). α′In is shown in

�gure 6.6 for the three samples and all cleaning steps. There is no real trend following

the Ar
+

treatment and all values lie within each other’s errors at around α′In = 852.5±
0.1 eV. This result �ts well within the range of literature values between 852.0 and

853.3 eV (Moretti 1998; Powell 1989). It can be said that neither the cleaning nor the

doping strongly impact the In atoms. For the remaining analysis only the cleaned

samples are shown.
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Figure 6.4: The In MNN Auger peak of all
three samples before and after being Ar+

treated for 3 and 6 minutes. The intensities
for each sample are shifted to better separate
the samples.
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Figure 6.5: The In 3d5/2 peak of all three sam-
ples before and after being Ar+ treated for 3
and 6 minutes. The intensities for each sam-
ple are shifted to better separate the samples.
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Figure 6.6: Modi�ed Auger parameter of in-
dium α′In for the three samples and cleaning
steps. Slight changes occur, but all values are
within the estimated errors.
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Figure 6.7: S 2p peak of the three samples.
The di�erences in the peaks displayed below
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show the changes.

The S 2p peak of the doped samples is slightly broader than for the pure sample.

Figure 6.7 displays this peak for the three samples as well as the di�erences between
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the undoped and doped samples.

The next �gure 6.8 displays the XPS spectrum of the V 2p peaks together with liter-

ature values of di�erent V compounds. The peaks have been �tted with two Voigt pro-

�les and a nearly symmetric split Voigt pro�le for the lowest energy peak. Comparing

these �ts to literature data (Powell 1989), it can be assumed that the V on the sample’s

surface is mainly bound to sulfur (513.2 eV), but also to oxygen (515.2 eV). Metallic

vanadium might also be present (512.3 eV). Comparing the V 2p3/2 binding energy

with XPS measurements on other vanadium sul�des, the V
5+

can be safely excluded,

as it has a higher binding energy of around 517 eV (Zhou et al. 2017). V
4+

in VS4 is

placed between 513.5 and 514 eV (Shimoda et al. 2019; Wang et al. 2018; Weimer et al.

2017) which is closer to our measurement, but still at slightly higher energies. Mea-

surements on V2S3 show the V 2p3/2 peak at lower energies of 513 eV (Weimer et al.

2017), which indicates that V
3+

can be expected to be closer to the 513.2 eV that we

measured. Since vanadium is substituting In
3+

in In2S3:TM and does not change the

crystal structure, it can be expected that V is mainly present as V
3+

, while V
4+

cannot

be completely excluded.
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Figure 6.8: Fit on the V 2p peak of sample
InSV-0.8. Three �ts describe the peak and can
be attributed to V-O, V-S and V-V bonds by
comparison with literature values for di�erent
V compounds (Powell 1989). The in�uence of
the O 1s peak has been subtracted before �t-
ting.
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Figure 6.9: Comparison of the Nb 3d peak of
sample InSNb-1.1 to a 0.7 eV shifted NbS2
spectrum from the publication of Ettema et al.
(1993). The spectra look very similar.

It is possible to estimate the portion of each of the vanadium bonds by calculat-

ing the integrated intensities for all three peaks. The contributions of the peaks to
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the overall intensity are shown in table 6.1. The results show that about 70 % of the

vanadium atoms are bound to sulfur on the surface of sample InSV-0.8.

13 % of the V atoms on the surface are bound to oxygen. The sample measured

with XPS was not directly exposed to air, so the oxygen amount on other samples

can be much higher. Oxygen is known to increase the band gap of In2S3 (Barreau,

Marsillac, Bernède, and Assmann 2003) and introduce defects (Pai et al. 2005) which

should be noticeable in the absorption and photoluminescence experiments. No In-O

bonds were detected and as shown in chapter 7.1.1 the band gap energy is as expected

for pure In2S3, despite having those samples repeatedly exposed to air.

Table 6.1: The intensity contributions to the V 2p XPS peaks of InSV-0.8, which equal the bond
ratios on the surface of the sample.

Peakposition Bond Bond ratio

(eV) (%)

512.3 V-V 16.8

513.2 V-O 12.7

515.2 V-S 70.5

Interesting is the existence of the metal-like V compound that was not detected

with other methods. XRD shows a good incorporation into the host lattice and there

are no visible V clusters in SEM/EDX. Its amount is with 16.8 % even larger than the

V-O bonds. While Ar
+

bombardment with high energies is known to reduce transition

metal oxides and sul�des (Coyle et al. 1980; Kasperkiewicz et al. 1983), the lower energy

Ar
+

sputtering did not have any e�ect on the shape of the V 3d peaks in our case. It

has been shown that V-V bonding does occur to a signi�cant amount in various V-S

compounds (England et al. 1974; He et al. 2007). This can be one explanation for the

V-V bonds in hyperdoped In2S3:V. This would mean that V can be expected to also

occupy S positions. Unfortunately small amorphous V clusters cannot be excluded to

exist, as they would have been di�cult to detect with the analysis methods used.

The Nb 3d peaks of sample InSNb-1.1 are displayed in �gure 6.9 together with

NbS2 literature data from Ettema et al. (1993). The NbS2 data were shifted by 0.7 eV, to

compare the XPS peak shapes to our measurement. Both peak shapes of the Nb 3d5/2

and the Nb 3d3/2 electrons in NbS2 look very similar to our measurement of In2S3:Nb.

Other XPS measurements on NbS2 alos show similar Nb 3d peak positions and shapes
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without a shift in the peak position (Bark et al. 2018; Dash et al. 2015; Mansouri et al.

2018). It is therefore safe to assume that the Nb-S bonding is comparable to pure NbS2,

where Nb is present as Nb
4+

. Nb-O bonds (Nb 3d5/2 207 eV for Nb2O5 (Powell 1989))

cannot be excluded. Nb-Nb bonds (Nb 3d5/2 202 eV (Powell 1989)) do not seem to be

present.

6.1.1 Conclusion

The XPS measurements on samples InSV-0.8 and InNb-1.1 show both transition met-

als binding mainly to sulfur as V
3+

(similar to V2S3) and Nb
4+

(similar to NbS2).

Additional V-O and V-V bonds were detected in the In2S3:V sample. The samples

did show small amounts of oxygen on the surface, that was not completely removed by

the Ar
+

treatment, explaining the presence of V-O bonds. The existence of V-V bonds

can have multiple reasons. The simplest explanation is the presence of Vanadium clus-

ters in the sample. These are di�cult to detect and cannot be excluded to exist. The

large amount of V-V bonds would have been detected in XRD, if the vanadium forms

ordered V metal clusters. Since this is not the case, the clusters have to be amorphous,

if they exist at all. Another explanation is given by intrinsic V-V bonds that have been

previously detected in vanadium sul�des. This would be possible if some vanadium

atoms substitute sulfur.

Nb-O bonds are not as pronounced for the In2S3:Nb sample, but likely present.

Nb-Nb bonds on the other hand are not detected.

6.2 Coordination number and lattice position

Extended X-ray absorption �ne structure (EXAFS) is used to resolve the local envi-

ronment of the transition metal atoms. Due to the complexity of the experiment the

focus is set on hyperdoped In2S3:V samples. This includes a concentration variation

with samples InSV-1.9, InSV-3.3 and InSV-5.3 and a substrate temperature variation

with samples InSV-5.9-300, InSV-5.7-400 and again InSV-5.3. Unfortunately, be-

cause of relatively low V concentrations and complications during the measurement,

the signal-to-noise ratio is not very good. The EXAFS analysis is therefore focused on

the absorption edge position and the �rst shell (see chapter 4.6).
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6.2.1 V K absorption edge

The measured V K absorption edges are displayed in �gure 6.10. All samples look very

similar, but samples InSV-1.9 and InSV-5.9-300 are slightly shifted compared to the

other three. This becomes even more apparent when plotting the edge position for all

�ve samples in �gure 6.11. Table 6.2 lists the measured values.

The V K absorption edge of the lowest doped sample InSV-1.9 has the lowest en-

ergy position. The higher doped samples InSV-3.3 and InSV-5.3 have the same energy

within the error margin with 0.39 eV and 0.38 eV above InSV-1.9.

The temperature series shows a similar behavior with the lowest temperature sam-

ple InSV-5.9-300 at the highest absorption edge position. The other two samples

InSV-5.7-400 and InSV-5.3 are again at the same energy position 0.32 eV below InSV-
5.9-300.
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Figure 6.10: V K absorption edges of all measured In2S3:V samples. The insert shows a
detailed view of the spectrum near the absorption threshold.

Table 6.2: V K absorption thresholds obtained from EXAFS measurements.

Sample Threshold position di�erence to InSV-5.3

(eV) (eV)

InSV-1.9 5472.25(4) -0.38

InSV-3.3 5472.64(12) 0.01

InSV-5.3 5472.63(4) -

InSV-5.7-400 5472.63(4) 0.00

InSV-5.9-300 5472.95(4) 0.32

The position of the X-ray absorption edge of an atom has long been used as an
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Figure 6.11: V K absorption thresholds of all measured In2S3:V samples.

indicator for the oxidation state of a material (Kunzl 1932; Wong et al. 1984). But

as discussed by Glatzel et al. (2009) bond distances also have a large impact on the

absorption edge, especially if there are constraints on the atom’s positioning. In the

case of In2S3 the vanadium atoms are very constraint by the host lattice. This means

that the position of the absorption edge will be dependent on both the oxidation state

and the band distance.

In the work of Wong et al. (1984) the vanadium absorption edge position shift is

solely attributed to the change of the oxidation state. They measured a change of 2.5 eV

per oxidation state for vanadium oxides. The maximum change from sample InSV-1.9
to sample InSV-5.9-300 of 0.7 eV would mean a reduction of the mean V valence by

0.3.

Following the work of Glatzel et al. (2009) it is also possible to interpret the ab-

sorption edge shift solely as a change in the bond length. Their measurements and

calculations on manganese compounds showed a bond-length dependent shift of the

absorption edge by about −12 to −14 eV/Å. The measured 0.7 eV shift would there-

fore result in a bond-length shift of about −0.05 to −0.06 Å from sample InSV-1.9 to

sample InSV-5.9-300.

We calculate the actual bond lengths from EXAFS (see 6.2.2) which shows the ex-

pected trend of a decreasing bond length. But the bond length shift is with −0.03 Å

smaller. The estimated −0.05 to −0.06 Å are of course based on manganese and not

vanadium. Assuming that the value is in that −0.05 to −0.06 Å range, the absorption

edge shift originating from a bond length change of−0.03 Å would be 0.4 eV. Subtract-
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ing this from the measured 0.7 eV leaves about 0.3 eV to be explained by the oxidation

state. Unfortunately the 2.5 eV shift per oxidation state from Wong et al. (1984) is also

a mixture of both e�ects and can therefore not be used to calculate the true oxidation

shift. On the other hand this also means, that the real oxidation state change could

be somewhere in the range of 0.3 as calculated above, if vanadium sul�des behave the

same as vanadium oxides.

Only one sample (InSV-0.8) was measured with XPS (see chapter 6.1), so the exis-

tence and magnitude of a valence change in the EXAFS data cannot be veri�ed.

6.2.2 Bond length and coordination number

The EXAFS region is analyzed by �tting the �ne structure equation 4.15 with a struc-

ture model on the measured data. A detailed description of the process can be found

in section 4.6. The results of this �tting are listed in table 6.3 and shown in �gures 6.12

to 6.14. For the threshold di�erence between theory and measured spectrum a �xed

value of ∆E0 = −0.1 was found to represent all samples. This reduces the amount

of �t parameters to three: The mean bond length R, the variance of the bond length

distribution σ2
and the product of coordination number N and amplitude reduction

factor S2
0 : NS2

0 .

Table 6.3: Results from �tting the �ne structure equation on the EXAFS data with �xed ∆E0 =
−0.1.

Sample Bond length σ2 NS2
0

(Å) (Å
3
)

InSV-1.9 2.495(10) 0.004(3) 2.9(6)

InSV-3.3 2.491(13) 0.003(4) 2.5(7)

InSV-5.3 2.484(5) 0.004(2) 2.6(3)

InSV-5.7-400 2.481(8) 0.007(3) 2.9(4)

InSV-5.9-300 2.467(7) 0.012(3) 3.1(4)

The bond lengths displayed in �gure 6.12 are in the range 2.47 to 2.50 Å and de-

crease slightly with higher doping concentrations and lower growth temperatures. The

uncertainties of the values are larger than the changes from one sample to the next, but

there is a signi�cant decrease between sample InSV-1.9 and InSV-5.9-300. Like in all

other experiments before, the largest change seems to come from lowering the growth
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Figure 6.12: The bond length R after the �nal numerical �tting procedure using the
tetrahedral structural model with ∆E0 = −0.1.

temperature to 300 °C. This result veri�es the behavior of the V K X-ray absorption

threshold, where the same trends were visible: Higher doping and lower substrate tem-

peratures during growth decrease the mean bond length between vanadium and the

nearest sulfur atoms.

This is in accordance with the decreasing lattice constants measured with XRD

(see chapter 5.3.1). The more V atoms occupy In positions, the smaller the crystal

lattice becomes, shifting the S atoms closer to the V atoms. These shorter V-S bonds

are preferred by vanadium as seen in the material comparison in table 6.4. The low

substrate temperature of 300 °C hinders the In2S3 growth (as concluded in section 5.3.3)

so that higher defect densities might relax the boundary conditions for the V-S bonding,

allowing the vanadium to form energetically preferred closer bonds.

To translate the V-S distances of about 2.47 to 2.50 Å into a lattice position, it is

necessary to compare them to the host lattice and other known vanadium sul�des. The

In-S distances in In2S3 and V-S distances in other materials are displayed in table 6.4.

The In-S bond length in In2S3 depends on the position in the lattice. Tetrahedrally coor-

dinated indium atoms are with 2.46 to 2.47 Å (Pistor et al. 2016; Steigmann et al. 1965)

closer to their four sulfur partners than octahedrally coordinated indium atoms with

2.59 to 2.64 Å (Pistor et al. 2016; Steigmann et al. 1965) to their six sulfur partners. The

di�erence between α-In2S3 and β-In2S3 is negligible, so they cannot be distinguished

here. Taking just the bond lengths as an indicator one would assume that the tetrahe-

dral positions are a better �t for the incorporation of V into In2S3. Ghorbani, Erhart,
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et al. (2019) have calculated the bond lengths for octahedral V in β-In2S3:V. The result

shows VOh-S at 2.49 Å, which is in the bond length range that was measured here. Just

from the bond length it is therefore not possible to decide the position V prefers to

occupy.

Table 6.4: Bond length comparison to other materials. 8c and 16h denote the two octahedral
position in β-In2S3. The V-S bond length in In2S3:V is similar to octahedral V-S bonds in other
materials, but the octahedral In-S bonds of In2S3 are longer.

Material Bond Coordination Bond length Source

(Å)

α-In2S3:V V-S 4 2.47 - 2.50 this work

β-In2S3:V V-S 6 2.49 Ghorbani, Erhart, et al. 2019

α-In2S3 In-S 4 2.47 Pistor et al. 2016

α-In2S3 In-S 6 2.64 Pistor et al. 2016

β-In2S3 In-S 4 2.46

Pistor et al. 2016

Steigmann et al. 1965

β-In2S3 In-S 6 (8c) 2.59 - 2.61

Pistor et al. 2016

Steigmann et al. 1965

β-In2S3 In-S 6 (16h) 2.60 - 2.63

Pistor et al. 2016

Steigmann et al. 1965

V3S4 V-S 6 2.33 - 2.50

Kawada et al. 1975

Bensch et al. 1993

V5S8 V-S 6 2.31 - 2.45 Kawada et al. 1975

VS4 V-S 8 2.41 Allmann et al. 1964

α-V3S V-S 4 2.32 - 2.46 Pedersen et al. 1959

β-V3S V-S 4 2.31 - 2.47 Pedersen et al. 1959

The variance of the bond length distribution σ2
(�gure 6.13) is constant within the

uncertainty for the 500 °C samples, and increases for samples grown at lower temper-

atures. σ2
is a measure of the local order around the V atoms, so it is not unexpected

to see it increase especially for the 300 °C which showed a higher disorder in the other

experiments. The crystal quality di�erence between 400 and 500 °C was barely notice-

able in SEM, XRD and GIWAXS, if at all. But on the atomic level the higher growth

temperature seems to increase the local order around the V atoms. Unfortunately the

low data quality makes this interpretation only signi�cant for the jump from 300 to

500 °C.

The mean amplitude reduction factor NS2
0 for all samples shown in �gure 6.14



102 6.2 Coordination number and lattice position

I n S V - 1 . 9
I n S V - 3 . 3

I n S V - 5 . 3

I n S V - 5 . 7 - 4 0 0

I n S V - 5 . 9 - 3 0 0
0 . 0 0 0

0 . 0 0 5

0 . 0 1 0

0 . 0 1 5
σ2  (Å

) d o p i n g

g r o w t h
t e m p e r a t u r e

Figure 6.13: The variance of the bond length
distribution σ2 after the �nal numerical �t-
ting procedure using the tetrahedral structural
model with ∆E0 = −0.1.
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Figure 6.14: The variance of the bond length
distribution σ2 after the �nal numerical �t-
ting procedure using the tetrahedral structural
model with ∆E0 = −0.1.

is about 2.8, with all sample values within the error bars of the other samples. It is

therefore not possible to declare a signi�cant trend for NS2
0 . We are mainly interested

in the coordination number N , so we have to separate it from S2
0 by doing a literature

comparison. Li et al. (1995) did an extensive survey of the S2
0 values for a lot of di�erent

materials with transmission EXAFS. The group of C. S. Schnohr (2021) compared S2
0

values for transmission- and �uorescence EXAFS measurements as shown in table 6.5.

Our NS2
0 values measured in �uorescence are between 2.5(7) and 3.1(4). Assum-

ing a tetrahedral coordination with N = 4, S2
0 would have to be in the range 0.63(18)

to 0.78(10). For octahedral coordination with N = 6, the S2
0 range would change to

between 0.42(12) and 0.52(7). While V (Z = 23) was not measured, S2
0 values from

other transition metals like Ni (Z = 28) and Cu (Z = 29) are available. They are all

in the range 0.64 to 1.20 for transmission measurements. The comparison between

amplitude reduction factors measured in transmission and �uorescence show that S2
0

values from �uorescence are even larger. This might lead to the conclusion that for the

determined S2
0 range the octahedral coordination with N = 6 is unlikely and tetrahe-

dral coordination is favored. Unfortunately this value comparison is still no substantial

proof of tetrahedral coordination.

Newer EXAFS measurements on these samples and their analysis became available

during the �nalization of this thesis. These show that, while the bond-length is unfa-

vorable for octahedral coordination, it still seems energetically favorable for V to sit
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Table 6.5: Comparison of the amplitude reduction factors S2
0 for various materials, elements and

both transmission and �uorescence modes.

Material Z EXAFS modus S2
0 Source

CuO Cu (29) trans. 0.64(1) Li et al. 1995

Cu2O Cu (29) trans. 0.69(2) Li et al. 1995

NiO Ni (28) trans. 1.04(4) Li et al. 1995

Ni Ni (28) trans. 0.82 Li et al. 1995

CuInGaSe2 Ga (31) trans. 0.98 C. S. Schnohr 2021

CuInGaSe2 Ga (31) �uor. 0.99 - 1.04 C. S. Schnohr 2021

CuInGaSe2 In (49) trans. 0.95 C. S. Schnohr 2021

CuInGaSe2 In (49) �uor. 1.05 C. S. Schnohr 2021

on octahedral sites. This is determined by the calculated shape for nearest neighbor

scattering of V on octahedral and tetrahedral sites, as well as the energetic position of

the X-ray absorption edge. As such the initial indications of tetrahedral coordination

seem to be false. (Ghorbani, Schiller, et al. n.d.)

6.2.3 Conclusion

The conclusion from the EXAFS experiment on In2S3:V is that vanadium most likely

substitutes octahedral indium. By �tting the EXAFS spectrum it was possible to get

the V-S bond lengths of 2.47 to 2.50 Å which are in the same range of the In-S bonds

in tetrahedral positions (2.46 to 2.47 Å). The DFT calculations of Ghorbani, Erhart,

et al. (2019) reveal a similar value of 2.49 Å for octahedral coordination so that the

bond length alone is not enough to determine the V position in the In2S3 lattice. The

estimation of the amplitude reduction factor S2
0 value range in the NS2

0 product is

possible via a literature data comparison that indicates a tetrahedral coordination of

V atoms. Improved measurements with more extensive analysis on the same samples

disprove the tetragonal coordination by revealing that the V absorption edge �ts to

octahedral coordination for nearest neighbor scattering (Ghorbani, Schiller, et al. n.d.).
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Chapter 7

Band structure changes from
transition metal doping and
detection of the intermediate band

7.1 Band structure

Spectroscopy methods are useful to determine the di�erent electron transition chan-

nels in a semiconductor. The absorption of photons in the ultraviolet, visible and near

infrared range is used to determine the band gaps and the transition type (direct, in-

direct, allowed, not allowed). After the absorption of photons with energies above

the band gap, the excited electrons can recombine with the holes or defects, resulting

in photoluminescence with distinct wavelengths. The temperature dependence of the

PL intensity allows for the determination of activation energies of defects. Ultravio-

let electron spectroscopy (UPS) is used to get an idea of the Fermi level position and

changes at the surface of the sample.

7.1.1 Optical band gap

The absorption coe�cient of two sample sets is measured with UV-VIS-NIR spec-

troscopy. The �rst set consists of 60 nm In2S3:TM layers on Boro�oat glass as displayed

in table 3.2. The second set consists of a representative fraction from the 1000 nm se-

ries used in the previous experiments (see table 3.1). The methods used are explained

105
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in detail in chapter 4.9 and the determination of the best calculation method and pre-

liminary analysis in appendix A.5. The best calculation method in this case was the

thin-�lm absorption formula 4.34. The main problems that were found are interference

e�ects in all samples, especially in the 1000 nm samples. Additionally, the absorption

of 1000 nm In2S3 is too high to allow for higher energies above the band gap to be

measured.

The measured absorption coe�cients α of the pure In2S3 samples are displayed in

�gures 7.1 and 7.2. We will work with the spectrum around and below the band gap

(0.6 to 2.8 eV), where the in�uence of doping should occur. The di�erences between

the 60 nm samples is mainly due to interference, changing the absorption around the

band edge. The overall shape around the band edge is similar for all samples. The

�rst shallow onset starts at around 2.1 eV, which is later shown to be from an indirect

transition, the second steeper onset starts at about 2.5 to 2.6 eV from a second, direct

transition. This indicates the comparability between the 60 nm and 1000 nm samples.
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Figure 7.1: Absorption spectra of all four
In2S3 samples. The 1000 nm samples’ absorp-
tion coe�cient plateaus at around 2.8 eV due
to the transmittance reaching 0 % making it
impossible to detect any absorption changes.
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Figure 7.2: Absorption edge of all four In2S3
samples. Interference e�ects caused by di�er-
ent thicknesses o�set the spectra between mea-
surements and samples especially around the
band edge around 1.8 to 2.6 eV.

The absorption spectra of In2S3:V samples are shown in �gures 7.3 and 7.4. We can

see a clear trend of increased absorption below the band gap with increased doping.

The onset of this increase is at around 1 to 1.2 eV for the highly doped samples. For

the 60 nm samples, only the samples InSV-60-1.2 and InSV-60-3.0 have a changed

spectrum shape. The indirect transition shoulder at about 2.1 to 2.5 eV is overlapped
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by this additional absorption. For the 1000 nm samples, a clear increase can already be

seen for InSV-0.5.

In contrast to the literature, there is no clear absorption peak (Lucena, Aguilera, et

al. 2008; McCarthy, Weimer, Haasch, et al. 2016) which could be attributed to a discrete

defect energy level or band. Instead, we have a continuous rise of the absorption, until

the band-band transitions dominate the absorption. Before we analyze this further, we

look at the titanium and niobium-doped samples.
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Figure 7.3: Absorption spectra of 60 nm
In2S3:V samples.
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Figure 7.4: Absorption spectra of 1000 nm
In2S3:V samples.

For the 60 nm In2S3:Ti samples (�g. 7.5), the change is not as visible as it is for the

vanadium-doped samples. The distinguishable peak of the indirect transition vanishes

again for samples InSTi-60-1.8 and InSTi-60-2.5, but the overall increase is lower

than for In2S3:V. On the other hand, the change in the 1000 nm samples’ absorption

(�g. 7.5) is showing increase absorption from about 0.8 eV onward which is similar

to the one we can see in the In2S3:V samples, but has a di�erent slope. While the

absorption in the highly doped In2S3:V samples increase nearly linearly around the

band edge, the data for the In2S3:Ti samples have a more exponential increase.

The absorption coe�cients of the 60 nm In2S3:Nb samples in �gure 7.7 look again

similar to the In2S3:Ti samples. Unfortunately, we only have low doped 1000 nm sam-

ples (�g. 7.8), because of the challenging preparation. Sample InSNb-0.2 is showing a

higher absorption which does not �t the rest of the data set. Most likely a preparation

deviation led to a rougher surface with more scattering. The two higher doped samples

InSNb-0.5 and InSNb-1.5 have a weaker absorption increase compared to the 60 nm

samples and the other dopants.
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Figure 7.5: Absorption spectra of 60 nm
In2S3:Ti samples.
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Figure 7.6: Absorption spectra of 1000 nm
In2S3:Ti samples. The highest doped 4.2 at.%
sample was grown at 400 °C.
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Figure 7.7: Absorption spectra of 60 nm
In2S3:Nb samples.
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Figure 7.8: Absorption spectra of 1000 nm
In2S3:Nb samples.

The next �gure 7.9 displays the derivative of the highest doped 60 nm In2S3:TM

samples. Data of the 1000 nm samples are not shown, as the strong interference and

detection limit makes it impossible to interpret them. The whole spectrum from 0.6

to 5 eV is shown, as it allows for the identi�cation of absorption channels. There are

four peaks in total, which could be interpreted as 4 di�erent band-band transitions.

The �rst one is at about 2.3 eV, which is the �rst indirect transition we have looked

at until now. The much larger second peak has a maximum at about 2.9 eV. This is

where in the literature the direct optical band gap is situated (Barreau 2009). Two more

maxima at 3.7 and 4.5 eV are visible, which might be further band-band transitions.

One phenomenon noticeable in the doped samples is the larger FWHM of the peaks,

merging some of them together. The peaks at 2.3 and 3.7 eV are both less distinct
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in the doped samples. One possible explanation is the disorder caused by the doping,

which has been detected in the structural analysis (see section 5.3.2). The larger energy

variation of the disordered atoms can create Urbach tails for each transition. The band

edges for In2S3:TM are less de�ned than for the undoped sample, enabling lower and

higher energy photons to also contribute to the absorption channels.
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Figure 7.9: Derivative of the absorption co-
e�cient for the highest doped 60 nm samples
compared to the undoped reference InS-60-1.
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Figure 7.10: Zoom into the derivative of the
absorption coe�cient for highest doped 60 nm
samples.

Figure 7.10 shows a zoom into the derived absorption edge. Again the disappear-

ance of the indirect peak can be seen. More importantly only the sample containing

vanadium increases noticeably below the band gap. The onsets of In2S3:Ti and In2S3:Nb

are around 1.7 eV, most likely due to Urbach tails of the indirect and direct band gaps.

For In2S3:V it is around 1.4 eV, which cannot be explained by this broadening. The

very similar absorption behavior around and above the absorption edge indicates that

all three doped samples are comparable in this energy region. Only the vanadium

sample has a clear increase of the absorption below the band gap, beyond the Urbach

tail. Unfortunately, there are a lot of measurement artifacts in this low absorption re-

gion, which make it impossible to determine the exact shape of the increase from the

V-doping in this graph. The In2S3:Ti sample has a slightly shifted onset compared to

the In2S3:Nb sample, which could be explained by the di�erent doping concentrations

and dopands resulting in di�erent Urbach energies. Di�ering sample thicknesses and

therefore interference patterns can also contribute to this.

By using the dependency of the Urbach tail (equation 4.41) we can check, if disorder

is the main increase below the band gap as suspected above. Figure 7.11 displays ln(α)
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versus energy for the highest doped 60 nm samples. For doped samples it is di�cult

to separate the Urbach tail of the lower energy indirect transition from the one of

the direct transition, so only the direct transition Urbach tail is �tted for these. Table

7.1 lists the estimated Urbach energies UE . As already suspected from the increased

microstrain (see section 5.3.2), the Urbach energy of the doped samples is higher than

the undoped sample. Interesting to note is that samples InSNb-60-2.3 and InSV-60-
3.0 have nearly the same Urbach energy, although the Nb doping concentration is

lower.

Nb doping seems to induce a higher disorder than Ti and V which we already no-

ticed in �gure 7.10.
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Figure 7.11: Fit of direct transition Urbach
tails for highly doped 60 nm samples. The
band edge cannot be �tted due to the overlap
of the direct and indirect transition.
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Figure 7.12: Band edge Urbach tails of
1000 nm samples, with dashed lines as guides
for the eye.

Sample Doping UE indirect UE direct

(at.%) (meV) (meV)

InS-60-1 none 262 195

InSV-60-3.0 3.0(2) - 293

InSTi-60-2.5 2.5(2) - 276

InSNb-60-2.3 2.3(2) - 305

Table 7.1: Urbach energies for undoped and highest doped 60 nm samples.

All of these Urbach energies are in the range of highly disordered materials (Stu-

denyak et al. 2014). The polycrystalline nature of the material with a lot of grain bound-
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aries (see section 5.1) and the large amount of intrinsic defects (see section 2.4.1 and

Ghorbani and Albe 2018) can create local disturbances of the electronic band structure

and increase the Urbach energy.

The data of the 1000 nm samples are shown in �gure 7.12 and show the Urbach

tails at the band edge. Because of the overlap of indirect and direct transition as well

as strong interference, it is di�cult to properly �t these Urbach tails. The dashed lines

are mere guides to the eye to visualize the slope of the Urbach tails. One thing that can

be noted here is that the Vanadium sample shows a di�erent shape than the other ones.

The slope far below the band gap is larger than at the band gap, which is opposite of

the other samples, where it is the other way around. The Nb sample is closest to the

undoped sample, because of the low doping concentration.

Only the V doped sample has a clear deviation below the band gap for both the

1000 nm and the 60 nm samples which supports the theory that in contrast to V sam-

ples the increase in sub-gap absorption of Ti and Nb samples comes from Urbach tails

and not distinct defect states/bands inside the band gap.

Now we can calculate the absolute values of the optical band gaps of the material

via Tauc plots as described with formula 4.40. From literature (Barreau 2009; Nishino

et al. 1977) and our own data we know that for pure β-In2S3 thin �lm samples we have

a direct transition at around 2.6 to 2.8 eV and an indirect transition at about 2.0 to

2.2 eV. This means we have to do two Tauc plots for all In2S3 samples. Figures 7.13

and 7.14 display the Tauc plots for the indirect transitions of the four samples. Two

�ts are done on the steepest straight line at the absorption onset and just below the

absorption onset. The energy at the intersection equals the lowest indirect optical band

gap. By using two �ts, the in�uence of interference and scattering on the result can be

minimized.

The direct band gap could only be determined for the 60 nm samples, as the trans-

mission of the 1000 nm samples in the relevant range was below the detection limit of

the detector (see �g. A.31). The result is shown in �gure 7.15, where only one �t is

needed on the steepest straight line at the onset of the second part of the absorption

to get the lowest direct optical band gap. The undoped samples all have an indirect

optical band gap of about 2.1 eV, verifying the comparability of the 60 nm with the

1000 nm samples. The direct band gap was measured to be around 2.8 eV. Both values

are as expected for PVD-grown In2S3 (Barreau 2009).
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Figure 7.13: Indirect allowed Tauc plots of the
two 60 nm In2S3 samples.
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Figure 7.14: Indirect allowed Tauc plots of the
two 1000 nm In2S3 samples.

2 . 0 2 . 2 2 . 4 2 . 6 2 . 8 3 . 0 3 . 20

1 x 1 0 1 1

2 x 1 0 1 1

(Eα
)2  (e

V/c
m)

2

E n e r g y  ( e V )

 I n S - 6 0 - 1
 I n S - 6 0 - 2

2 . 8 3  e V2 . 8 0  e V

Figure 7.15: Direct allowed Tauc plots of the two 60 nm In2S3 samples.

It was not possible to interpret either Tauc plot for doped samples, as there were

no linear parts to �t. As we have shown before, di�erent absorption channels are

overlapping at the onset of the absorption in the range 1.8 to 2.6 eV. This overlap

can be seen best in the previously shown derivative of the absorption in �gure 7.9.

The comparison of these derivatives of the absorption between undoped and doped

samples indicate that the band gap energies can be expected to be comparable.

7.1.2 Defect analysis

Temperature dependent photoluminescence measurements are conducted on three sam-

ples (InS-3, InSV-3.9, InSNb-2.9) to analyze the intrinsic and doping-induced defects.

Details on the measurements can be found in chapter 4.10.

The temperature-dependent photoluminescence intensity of sample InS-3 is shown
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in �gure 7.16. A broad peak is detected in the range between 600 and 1100 nm. Its

intensity increases from 290 to 7 K by two orders of magnitude. A 3.5 ND �lter com-

bination reduces the high PL intensity to a manageable level.
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Figure 7.16: Temperature dependent PL spec-
trum of the pure In2S3 sample InS-3. The PL
intensity is reduced by a 3.5 ND �lter combi-
nation.
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Figure 7.17: Comparison between PL spectra
at 7 and 290 K for the pure In2S3 sample InS-
3. The PL intensity is reduced by a 3.5 ND
�lter combination.

A peak from the band-band transition is expected at the band gap energy around

600 nm. In the comparison between the 290 and 7 K spectra (7.17) such an emis-

sion from a band-band transition is not visible. The broad peak at room tempera-

ture has about three components that, when �tted with three Gaussians, reveal peaks

around 918, 830 and 680 nm at 290 K. At 7 K the lower energy peaks shift to 859

and 779 nm, while the third one is not detectable anymore. These stem from multiple

donor-acceptor-pairs (DAPs) and could be assigned to v
S
′-v

In
′/v

In
′′ transitions follow-

ing the notation of Ghorbani and Albe (2018). Similar assignments to vS-vIn transitions

have been previously made (Czaja et al. 1969; Ho 2010).

The normalized integrated intensity of the whole DAP peak is plotted versus the

inverse temperature and �tted using the Arrhenius formula 4.44. The resulting �t using

two activation energies is displayed in �gure 7.18. More than 99 % of the intensity

is depending on the activation energy of EA1 = 100 meV with a second activation

energy ofEA2 = 40 meV for the remaining intensity. Pai et al. (2005) have assigned the

activation energy for the indium vacancy vIn to 100 meV. Other experiments show the

indium vacancies in the same energy region (Czaja et al. 1969; Ho 2010; Jayakrishnan
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et al. 2005).
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Figure 7.18: Arrhenius analysis of the temperature dependent PL of sample InS-3.

Figure 7.19 shows the temperature-dependent PL-spectra of sample InSV-3.9. The

PL-intensity is three orders of magnitude lower than in the undoped In2S3 sample,

considering the use of no ND �lters and the same integration time. Three peaks are

discernible in the spectra. The �rst one from the laser and �lter edge at 450 to about

650 nm, the second peak between 700 and 900 nm starts to emerge at a temperature

of below 100 K and a third peak between 900 and 1100 nm. The high intensity DAPs

in the range 600 to 900 nm are not visible in the V-doped sample.
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Figure 7.19: Temperature dependent PL spec-
trum of sample InSV-3.9.
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Figure 7.20: Comparison between PL spec-
tra at 7 and 290 K of sample InSV-3.9 and
the glass substrate measured at room temper-
ature.

Figure 7.20 displays the spectra at 7 and 290 K and compares them to a measure-

ment of the glass substrate. The two peaks around 550 and 900 nm are detectable



Chapter 7. Band structure changes from transition metal doping and detection of the

intermediate band 115

without the sample and seem to originate from the glass substrate, or the laser. The

peak between 700 and 900 nm is only visible at lower temperatures, in contrast to the

DAPs from sample InS-3. There is also a hint of another peak at about 680 nm.

The Arrhenius analysis of the temperature dependency of the PL intensity of the

700 to 900 nm region is shown in �gure 7.21. Again two activation energies can be

extracted, the dominating one at EV
A1 = 35 meV, the other at EV

A2 = 10 meV. The

di�ering activation energy con�rms that this PL peak has a di�erent origin than the

DAPs. The peak maximum of this peak is around 780 nm (1.59 eV) at 7 K, the broad

DAPs in sample InS-3 are centered around 830 nm (1.49 eV). The di�erence between

these peaks is the activation energy of the indium vacancy vIn and indicates that the

detected transition in sample InSV-3.9 is a free-to-bound transition from the vS to

the valence band. Because of the lower intensity than the DAP, this transition was

not detectable in the pure In2S3 sample. For higher temperatures the non-radiative

recombination is likely hindering this transition. The calculated energy position of the

vS is 1.58 eV and �ts the measured free-to-bound transition energy very well (Ghorbani

and Albe 2018).
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Figure 7.21: Arrhenius analysis of the temperature dependent PL of sample InSV-3.9.

Figure 7.22 shows the temperature dependency of the PL-intensity of sample InSNb-
2.9. In this case a 2.0 ND �lter is used in front of the monochromator, so the intensity

is about two orders of magnitude lower than the reference sample InS-3. The spectra

show the same DAPs as the reference, but at a much lower intensity. This is more

clearly seen in �gure 7.23, where the in�uence of the glass/laser on the spectrum is

also visible. The shape of the DAPs is similar to the undoped sample InS-1.

The Arrhenius analysis of sample InSNb-2.9 is shown in �gure 7.24. It reveals only
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Figure 7.22: Temperature dependent PL spec-
trum of sample InSNb-2.9. The PL intensity
is reduced by a 2.0 ND �lter.
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Figure 7.23: Comparison between PL spectra
at 9 and 290 K of sample InSNb-2.9.

one activation energy of EA1 = 100 meV, which is the same as for sample InS-3.
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Figure 7.24: Arrhenius analysis of the tem-
perature dependent PL of sample InSNb-2.9.
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Figure 7.25: Comparison between low tem-
perature PL spectra of the undoped and doped
samples.

7.1.3 Conclusion

Absorption spectroscopy revealed the co-evaporated In2S3 to have an indirect band

gap of about 2.1 eV with a direct transition of around 2.8 eV. Both values are consis-

tent with other PVD-grown In2S3 (Barreau 2009). Only In2S3:V samples displayed an

additional absorption component that could not be explained with an Urbach tail.
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The band-band transition of 2.1 is not visible in any of the PL measurements. We

know from our experiments as well as literature (Ghorbani and Albe 2018) that a lot

of defects can form with energy positions below the conduction band. One hypothesis

to explain the missing band-band transition is the fast trapping of free-charge carri-

ers in the defects close to the conduction band. The very high intensity of the DAP

transition points in this direction. The electrons seem to transition to the donor de-

fects non-radiatively, from where they recombine with the acceptors radiatively. In

case of hyperdoping, these DAP transitions become suppressed. The TM-doping very

likely increases the amount of SRH-recombination, so many electrons recombine non-

radiatively with holes in the valence band for these samples. This is important to know

for the creation of In2S3devices, as the charge carrier separation would have to be very

fast to be able to utilize the photo-generated electrons in the conduction band, if this

interpretation is correct.

No new radiative recombination channel was detected in the hyperdoped samples

that could be attributed to an IB. As such, other methods are needed to con�rm the

existence and position of the transition metal defect band or states.

7.2 Intermediate band

In this section we use UV-VIS-NIR absorption spectroscopy and two-photon photolu-

minescence to detect the intermediate band.

7.2.1 Single photon absorption experiment

The analysis of the absorption experiment revealed measurement and sample artifacts

in the same spectrum range where the absorption of the higher energy IB transition

would be like interference and the Urbach tail. Instead of analyzing one sample, we

can look at the absolute and relative change between two samples to reduce said arti-

facts. As shown in the appendix section A.7, it should be possible to isolate the e�ect of

doping on the absorption coe�cient by calculating the absolute or relative di�erence

between a doped and an undoped sample. In our non-ideal case we have to consider

the e�ects on the spectrum mentioned above as well. Since the measurement artifacts

occur in all measurements, we need two samples of the same thickness to eliminate in-
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terference and a similar doping and Urbach energy to reduce the Urbach tails. All this

is true for the highest doped 60 nm vanadium and niobium samples. The Urbach ener-

gies have already been determined to be matching quite well (see �gure 7.11 and table

7.1). Figure 7.26 shows the measured re�ectance and matching interference extrema

for both samples which validates the choice.
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Figure 7.26: Comparison of the re�ectance of the highest doped 60 nm V and Nb samples
showing matching interference patterns.

The change of the 60 nm In2S3:V spectrum compared to the In2S3:Nb spectrum is

shown in �gure 7.27. The relative di�erence spectrum is slightly shifted, which was

predicted by the calculation shown in �gure A.37. Both spectra have a distinct peak

between about 1.2 to 2.5 eV, where the absorption is more than 50 % higher than the

reference. For higher energies the V-doped sample has an increased absorption of

about 5 to 10 %. Below 1 eV another peak seems to be visible. The problem is that this

peak is very small (as seen in the absolute di�erence), very noisy, and not reproducible

in 1 at.% samples (see �g. A.38). Additionally, there is no other evidence of another

absorption channel in any of the spectra, so this peak is most likely a measurement

artifact ampli�ed by the relative di�erence calculation.

Since we now have the vanadium defect absorption, we can try to extract an en-

ergy position of this defect as well. Figures 7.28 and 7.29 show the indirect and direct

Tauc-plots of the V-spectrum calculated from both the absolute and relative di�erence

between the V and Nb sample. The shift of the relative di�erence is again visible here.

While the indirect allowed Tauc-plot does not show a clear linear dependency, the

direct allowed one does. Fitting the �rst onset of both spectra results in two values
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Figure 7.27: Absolute and relative di�erence between the absorption spectra of samples
InSV-3.0 and InSNb-2.3. The absorption of the V defect is clearly visible with a maxi-
mum at about 1.8 eV.

1.43 eV for the relative di�erence and 1.54 eV for the absolute di�erence.
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Figure 7.28: Indirect allowed Tauc plots of the
V-defect spectrum obtained from the absolute
and relative di�erence. No clear linear depen-
dency is visible.
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Figure 7.29: Direct allowed Tauc-plots of the
V-defect spectrum obtained from the absolute
and relative di�erence with �ts to linear parts
of the Tauc-plot.

7.2.2 Two photon-photoluminescence experiments

To get more information about the vanadium defect band we can extend the photo-

luminescence experiment by using two lower energy lasers to excite electrons via the

defect band. By comparing doped and undoped samples it is possible to con�rm the

existence of energy states or an energy band inside the band gap and �nd the most

likely position of said band.

In our case we chose a continuous 820 nm (1.51 eV) laser diode with 40 mW power

on the sample and a pulsed 1625 nm (0.76 eV) laser diode with 80 mW power (40 mW
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e�ective). The photoluminescence spectrum is measured around the band gap using a

lock-in ampli�er tuned to the pulse frequency of the 1625 nm laser. This way the elec-

trons excited solely by the high energy laser will not count towards the detected two

photon-photoluminescence (see 7.30). Since the low energy laser can only excite elec-

trons over one of the three band-band transitions, the measured photoluminescence

from the EC-EV transition has to involve the excitation via intermediate states or a

band within the band gap.

IB

VB

CB

1.51eV

0.76eV

Figure 7.30: Diagram of the two photon PL experiment (displayed with the IB closer to
the CB). The lock in ampli�er is tuned to the pulse of the 1625 nm (0.76 eV) laser, so
that PL stemming only from the 820 nm (1.51 eV) laser is not detected.

We know from the other experiments that the samples have defects at similar en-

ergies where the intermediate band in In2S3:V could be. It is therefore vital to do the

same experiment with reference samples to limit the possibility that the electrons are

excited via the defects. Measurements were conducted on samples InS-3, InSV-3.9,

InSV-0.5-2 and InSNb-2.9.

Figures 7.31 and 7.32 display the result of the measurements conducted at 10 K.

The reference sample InS-3, as well as sample InSNb-2.9 (not shown) do not display

any PL involving the low energy laser. Electrons do not seem to be excited into the CB

via intrinsic or Nb-induced defects. The V-doped samples InSV-3.9 and even the low

doped InSV-0.5-2 display clear band-band recombination at the expected positions

around and above the band edge. The V incorporation allows for the generation of

free charge carriers using photons with energies below the band gap.

This transition via the intermediate states was not possible using just one of the

two lasers, both were necessary to get a PL response.

Sample InSV-3.9 (�g. 7.31) was measured on smooth sample areas due to con-

straints concerning parallel photoconductivity measurements. As a result strong in-
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terference and inhomogenic thickness changes the PL spectrum between the two mea-

sured positions. When comparing both spectra it can be assumed that there are about

two transitions with one between about 1.8 and 2.3 eV and one between about 2.3 and

2.8 eV. The expected band-band transitions for undoped In2S3at room temperature

obtained from the absorption are at 2.1 and 2.8 eV (see section 7.1.1). Considering the

lower temperature of 10 K and the Urbach tails also observed in the absorption spec-

tra, it is likely that the two transitions are in fact the indirect and direct band-band

transitions.

The lower doped sample InSV-0.5-2 (�g. 7.32) was measured on the rough part

of the sample, so no interference should disturb the shape of the spectrum. The PL

response is much lower in intensity, so probably only the highest intensity response

could be detected. It is only one distinct peak visible which �ts to the indirect band-

band transition, again considering the low temperature of 10 K.
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Figure 7.31: Comparison of PL responses of
undoped sample InS-3 and V-doped sample
InS-3.9 at 10 K when exciting with two lasers
with below band gap energies (1.51 eV con-
tinuous and 0.76 eV chopped/locked-in). Two
measurements were done on de�erent posi-
tions on the smooth parts of sample InS-3.9.
The di�erences come from interference and
di�erent thicknesses at both positions. Also
displayed are the expected band-band transi-
tion energies at room temperature.
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Figure 7.32: Comparison of PL responses of
undoped sample InS-3 and V-doped sample
InS-0.5-2 at 10 K when exciting with two
lasers with below band gap energies (1.51 eV
continuous and 0.76 eV chopped/locked-in).
This measurement was done on the rough
part of the sample, so no interference is ex-
pected. Also displayed is the expected band-
band transition energy at room temperature.

Initial photoconductivity experiments done at 50 K on the same setup as the two
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photon PL experiments show an increased conductivity of In2S3:V samples when illu-

minated with the 1625 nm (0.76 eV) laser. The same increase was not detected in the

undoped sample. This might be an indication that the IB is located in the upper half of

the band gap, allowing electrons to be excited into the CB from the IB. More thorough

photoconductivity investigations are needed to con�rm this �rst result. Other authors

place the IB in both the upper (Lucena, Conesa, et al. 2014) and the lower (Ghorbani,

Erhart, et al. 2019; McCarthy, Weimer, Haasch, et al. 2016) part of the band gap.

7.2.3 Conclusion

We already determined the band gap of pure In2S3 to be at 2.1 eV and saw no indica-

tion that the gap changes a lot with doping, except for the increased Urbach tail. The

absorption measurements also showed one IB transition at 1.4 to 1.5 eV, placing the

second transition at 0.6 to 0.7 eV. The lower energy IB transition was not detected

which leads to the conclusion that the IB can be expected to be �lled (Ghorbani, Er-

hart, et al. 2019; McCarthy, Weimer, Haasch, et al. 2016) or to be empty (Ghorbani,

Schiller, et al. n.d.), but not half-�lled, as would be preferred for photovoltaic applica-

tion (Strandberg and Reenaas 2009).

Table 7.2 displays a comparison of the band gap and IB positions from various

publications. These publications are mostly agreeing to a band gap of around 2 eV, as

measured here. Ghorbani, Erhart, et al. (2019) predict lower band gaps if an octahedral

V
−
In

substitution is the cause for the IB. The position of the IB is slightly changing from

one publication to another, but both absorption spectroscopy experiments (Lucena,

Aguilera, et al. 2008; McCarthy, Weimer, Haasch, et al. 2016) show it in the range of

0.6 to 0.8 eV above the VBM. The work of Ghorbani, Erhart, et al. (2019) considered

several con�gurations of V ionization and positioning inside the In2S3 lattice, which

all result in di�erent IB positions, or even no IB at all. This means that it is possible to

have more than one defect state contributing to the IB. The results obtained from our

measurements lie well within the results of the other experiments.



Chapter 7. Band structure changes from transition metal doping and detection of the

intermediate band 123

Table 7.2: Band gap and IB position for In2S3:V according to various publications.

Band gap VB-IB IB-CB doping method source

(eV) (eV) (eV) (at.%)

2.1 1.4-1.5 0.6-0.7 1-3 absorption this work

∼2.0 ∼0.7 ∼1.5 3 absorption + DFT Lucena, Aguilera, et al. 2008

2.1 1.65 0.45 5? PLE + DFT Lucena, Conesa, et al. 2014

∼2.1 ∼0.8 ∼1.3 3-9 absorption McCarthy, Weimer, Haasch, et al. 2016

1.62 0.28 1.34 1.25 β-In2S3 HSE: V
−

In
16h Ghorbani, Erhart, et al. 2019

1.95 0.13 1.82 5 β-In2S3 HSE: V
−

In
16h Ghorbani, Erhart, et al. 2019

2.6 1.82 0.34 1.9 α-In2S3 HSE: V
In

16h Ghorbani, Schiller, et al. n.d.
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Chapter 8

General conclusion and discussion

V, Ti and Nb were successfully incorporated into the In2S3 structure using
physical co-evaporation. Physical co-evaporation of In and V, Ti or Nb in a sul-

fur rich atmosphere onto glass substrates with temperatures between 300 and 500 °C

allowed the growth of highly textured polycrystalline In2S3 thin-�lms with doping

concentrations of up to 6 at.% (section 5.1). Hyperdoping was made possible with a

modi�ed electron beam source suited to evaporate low vapor pressure transition met-

als in a corrosive sulfur environment (section 3.2). The incorporation success was

determined by the non-detection of secondary phases in XRD, GIWAXS and Raman

measurements (section 5.2.2), the measurable decrease in lattice constants of the In2S3

lattice (section 5.3.1) and the predominant bonding to sulfur (section 6.1). Initial re-

sults were published in Wägele et al. (2017) followed up by a more detailed study in

Ghorbani, Schiller, et al. (n.d.). This veri�cation of incorporation is necessary to be

sure that measurements are not distorted by secondary phases or metal clusters.

The incorporation of V, Ti and Nb into In2S3 was shown to increase defect den-
sities and induce a phase transition from the β- to the α-phase. We have con-

�rmed that hyperdoping induced structural changes cannot be neglected. Increased

FWHM of XRD re�exes could be attributed to a doping induced crystal microstrain

(section 5.3.2). The detected Urbach tails in absorption spectra of doped samples were

larger than in undoped samples, indicating an increased amount of defect levels near

the band edges (sections 7.1.1). The photoluminescence intensity of hyperdoped sam-

ples decreased by up to three orders of magnitude which might be attributed to a strong
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increase in non-radiative recombination caused by deep defects (section 7.1.2). Initial

results were published in Wägele et al. (2017) followed up by a more detailed study in

Ghorbani, Schiller, et al. (n.d.).

The stable phase of stoichiometric In2S3 at room temperature is β-In2S3. This β-

phase has also been assumed in experimental and theoretical work (Ghorbani, Erhart,

et al. 2019; Lucena, Aguilera, et al. 2008; Lucena, Conesa, et al. 2014; McCarthy, Weimer,

Haasch, et al. 2016; Tapia et al. 2016). Using GIWAXS it was possible to properly distin-

guish the α− from the β-phase and observe an order-disorder transition from β-In2S3

to α-In2S3 induced by hyperdoping. The samples with doping concentrations of more

than∼2 at.% (likely dependent on the dopant) are present asα-In2S3, while lower con-

centrations lead to a bimorphism of the β− and α-phase. This con�rms observations

done on In2S3:Fe by Chen et al. (2013).

New theoretical research shows that doping α-In2S3 with 1.9 at.% V on octahedral

sites would still form an IB. But the IB states are empty and it merges with the CB at

higher doping concentrations (Ghorbani, Schiller, et al. n.d.).

The position of V in the host lattice was found to likely be on octahedral In.
For the �rst time it was attempted to determine the exact position of V atoms in the

In2S3:V lattice via EXAFS measurements. The material’s properties depend strongly

on the position of the dopants in the host lattice as shown by Ghorbani, Erhart, et al.

(2019). This knowledge is therefore crucial to compare the experiments to theoretical

work. The initial analysis of the amplitude reduction factor yielded an indication of

a coordination number of 4 for V-S bonds (section 6.2.2). Just before �nalizing this

thesis, new measurements and a more thorough analysis of the EXAFS results became

available. This did not con�rm the tetrahedral coordination, but instead shows that the

X-ray absorption shape better �ts to an octahedral coordination (Ghorbani, Schiller,

et al. n.d.). This validates the DFT calculations that assumed octahedral coordination

of the transition metals (Ghorbani, Barragan-Yani, et al. 2020; Ghorbani, Erhart, et al.

2019; Lucena, Conesa, et al. 2014; Palacios et al. 2008).

The existence of intermediate energy levels in physically co-evaporated In2S3:V
was demonstrated for the �rst time. Additional absorption was detected in the

band gap of In2S3:V using optical spectroscopy (section 7.2.1). The absorption energy
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was determined to be in the range of about 1.4 to 1.5 eV. Taking the measured band

gap of 2.1 eV, the second transition is expected to be around 0.6 to 0.7 eV. This sec-

ond transition is not detected which could be interpreted as �lled intermediate states

in the n-type In2S3:V in accordance with McCarthy, Weimer, Haasch, et al. (2016). But

as shown in Ghorbani, Schiller, et al. (n.d.), α-In2S3 hyperdoped with V will probably

form an empty IB closer to the CB. This means, that it is more likely that the detected

transition is the VB-IB transition into the empty IB.

In a low temperature two photon-photoluminescence experiment it was possible

to verify the excitation of electrons into these intermediate states and then out into

the conduction band (section 7.2.2). This two photon-transition was only observable

in In2S3:V samples.

While the detection of intermediate states in transition metal-doped In2S3 has al-

ready been done (Chen et al. 2013; Ho 2011; Lucena, Conesa, et al. 2014; McCarthy,

Weimer, Haasch, et al. 2016; Tapia et al. 2016), it is the �rst time that co-evaporation

has been used to fabricate very pure In2S3:V samples and to correlate the structural

properties to the existence of intermediate states. While no IB was detected in In2S3:Ti

and In2S3:Nb, it was di�cult to achieve the same doping concentrations as with vana-

dium. To form an IB the doping concentration needs to exceed a certain concentration,

depending on dopant and lattice position (Ghorbani, Barragan-Yani, et al. 2020). It is

possible that higher concentrations on the correct lattice positions are needed to form

IBs in In2S3:Ti and In2S3:Nb.
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Appendix A

Appendix

A.1 Validation of doping concentrations

The main method for determining the doping concentration of samples is standardless

EDX. This method can result in large errors, so it has to be con�rmed that the sample

concentrations are correct. This is done with other standardless methods, like RBS

or XPS in combination with XRD. The latter allows the comparison of samples with

di�erent concentrations and therefore help validate the error estimation.

For small doping concentrations we can expect a linear change of the lattice con-

stants following Vegard’s law. It states that the lattice constant of a mixture of materials

changes linearly between the lattice constants of the two materials. In our case this

would be In2S3 and a �ctive V2S3 with the same crystal structure as the In2S3. We can

use this expected linear behavior to validate the doping concentration measurements

as well as the chosen errors.

Figures A.1 to A.3 display the lattice constants for each of the three transition met-

als. The linear �ts together with the 95 % con�dence bands are plotted as well. The

York method (York et al. 2004) integrated into OriginPro was used to �t the data with

x- and y-errors. For the undoped samples, the x-error had to be set to 0.1 at.% to get

reasonable results.

For all three datasets reasonable linear behavior is visible and the con�dence band

includes nearly all samples. The y-error obtained from the �t of the XRD di�rac-

tograms is too small to include the variance of di�erent samples at one concentration.
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Figure A.1: Fit and 95 % con�dence band of the In2S3:V lattice constants versus the
doping concentration.

Figure A.2: Fit and 95 % con�dence band of
the In2S3:Ti lattice constants versus the doping
concentration.

Figure A.3: Fit and 95 % con�dence band of
the In2S3:Nb lattice constants versus the dop-
ing concentration.

It has to be noted that some samples are grown at di�erent temperatures, which can

a�ect the lattice constants as well.

It would be possible to recalculate the concentrations based on the lattice constants,

especially the niobium-doped samples, but, because of the named variance, this is not

feasable. RBS, EDX and XPS measurements fall on the same line, which is why large

unknown systematic EDX errors can be excluded.

In conclusion the best practice for determining the doping concentrations will be to

use the most accurately measured concentration for a sample. This means RBS for thin

60 nm samples and EDX for thick 1 µm samples. The niobium samples were planned

to be remeasured with XPS, to avoid the large errors from EDX, but, because of time

and experimental constraints, the samples could not be remeasured in time. XPS also

includes the problem that it is a very surface sensitive technique which is not very

reliable for older samples as is the case here.
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A.2 The uncertainty of XRD peak positions

The main systematic error of peak positions in XRD comes from errors in the position-

ing of the sample within the goniometer. That is the reason why, as stated in section

4.3, a parallel beam setup was used to properly calibrate the sample position.

Despite this extra e�ort there is a visible shift of the peak position, when looking at

the calculated lattice constants for every peak of a well crystallized sample (see �gure

A.4). Excluding the lower intensity peaks, it becomes visible that the lattice constant

rises systematically with the peak angle. For a badly crystallized sample this systematic

peak shift is not visible (see �gure A.5).

Figure A.4: Lattice constants calculated from
di�erent peaks of a well crystallized pure
In2S3 sample InS-1. The color shows the peak
height on a logarithmic scale painting low in-
tense peaks red and high intense peaks black.

Figure A.5: Lattice constants calculated
from di�erent peaks of a badly crystallized
In2S3:Nb sample InSNb-0.2. The color shows
the peak height on a logarithmic scale paint-
ing low intense peaks red and high intense
peaks black.

To verify the XRD measurements conducted with the PANalytical Empyrean, a few

samples were remeasured with a D8 Discover from Bruker, using a monochromated

CuKα1 X-ray source. The results are shown in �gures A.6 and A.7. There are slight

shifts between the measurements, but the overall di�ractogram looks very similar (mi-

nus the Kα2 peaks, bremsstrahlung background and detector mis�ring).

Figure A.8 displays the cubic lattice constants obtained from the di�ractograms

of the Empyrean and the Discover. The di�ractograms were also �tted with di�erent

pro�les to compare the results. The shift in the lattice constants are even larger when

measured with the Discover, while the �t pro�les give similar results. For the highest

angle peak the splitting of the pro�le slightly increases the lattice constant by about

1× 10−3 Å. The result from the Discover is about 3× 10−3 Å above the non-split Pear-



144 A.2 The uncertainty of XRD peak positions

Figure A.6: Comparison between di�rac-
tograms of a pure In2S3 sample InS-1 taken
with the PANalytical Empyrean and the
Bruker D8 Discover.

Figure A.7: Zoom in the comparison between
di�ractograms of a pure In2S3sample InS-1
taken with the PANalytical Empyrean and
the Bruker D8 Discover.

son �t from the Empyrean. As stated in section 4.3, the samples with these high intense

peaks are �tted with symmetric Pearson IV pro�les for the analysis.

Figure A.8: Comparison between the cubic lattice constants obtained for a pure In2S3
sample from the Empyrean using di�erent �t pro�les and the Discover. The lines are
only guides to the eye.

There are a few di�erent possible causes for such a peak displacement, which can-

not be completely eliminated.

As an example we look at a non-perfect height calibration. Like other systematic

errors it can be calculated using the geometry of the XRD goniometer. Figure A.9

sketches the e�ect of a height error on the geometry of the X-ray path in the Bragg-

Brentano setup.

The path di�erence to the sample ∆p is calculated from the height error ∆h and
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Figure A.9: Geometry of the X-ray path in the case of a wrong calibration of the sample
position in the Goniometer.

the incident angle ω by

∆p =
∆h

sin (ω)
(A.1)

The shift of the outgoing X-ray path ∆l is then given by

∆l = ∆p cos (α) (A.2)

with

α = 90◦ − 2ω (A.3)

Using the known goniometer radius R, the error of the peak position ∆2θ is given by

∆2θ = arcsin

(
∆l

R

)
= arcsin

(
∆h cos (90◦ − 2ω)

R sin (ω)

)
≈ 2∆h cos (ω)

R
(A.4)

with the goniometer radius R. The incident angle can be estimated to be ω ≈ θ, if the

height error is small enough.

King et al. (2001) compiled a list of di�erent errors and their e�ect on the peak

position.

One of the problems that cannot be eliminated when working with diverging beams

is the �atness of the samples. The parafocusing circle of the beam is curved. As a result,

the divergent beam is focused on a too low angle in the goniometer circle. The higher

the incident angle, the smaller this error gets (King et al. 2001):

∆2θ = −cot (θ) γ2

12
(A.5)
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with the angular width of the divergence slit γ.

Figure A.10 shows height position and �at sample errors with example values com-

pared to the measured error for sample InS-1. The measured error is obtained by cal-

culating the expected peak positions from the lattice constants of the highest angle

peak at 76.6° and comparing them to the actual peak position. This of course ignores

any peak shift the 76.6° peak might have, but should be su�cient for this qualitative

assessment of the error’s source.

The �at sample error very well describes the peak shift seen in the measurements.

It does not �t perfectly, but considering the use of the variable divergence slit and a

likely combination with other errors, this is a good qualitative explanation of the shift

in peak positions.

Figure A.10: Comparison between the measurement’s systematic peak position error
and calculated examples for a height positioning and source shifting error.

The usual approach to obtain the lattice constants from a di�ractogram is to cal-

culate them from the highest angle peaks, if no more elaborate analysis technique like

Rietveld re�nement is used. Considering the above error analysis we will do just that,

as the highest angle peak should be the most accurate. To additionally verify this choice

we can compare the lattice constants to literature values.

Pistor et al. (2016) (PDF#00-067-0787) re�ned the di�ractograms from the high tem-

perature α-In2S3 at various temperatures and found a linear expansion following:

a = 10.7480 Å + 1.121× T × 10−4 ÅK−1 (A.6)

At room temperature (300 K) this gives us a = 10.7816 Å. They also measured β-In2S3

at room temperature from which cubic equivalent lattice constants can be calculated
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(PDF#00-067-0786). Using the 3 1 1/1 0 9 re�ex from their data results in a = 10.7832 Å,

which is very close to the cubicα-In2S3 at room temperature, considering that the latter

was originally measured at 475 °C.

These literature values are above the measured values for a pure In2S3 sample,

with the high angle peaks being the closest. The most accurate lattice constant should

therefore be the one calculated from the high intensitiy peak with the highest angle,

which is the 5 5 5 cubic or 5 0 15 tetragonal peak located at about 76.6° for a pure

sample. For the calculation of the tetragonal lattice constants a second peak is needed.

The second highest high intensity peak is the 4 4 4 cubic or 4 0 12 tetragonal peak

located at about 59.5°. The problem is that this peak combination cannot be used to

calculate the tetragonal β-In2S3 lattice constants. As such the β4 2 12 re�ex is used

as the second re�ex. The often used �tting error, which is in the range of 1× 10−4 Å

to 1× 10−5 Å for the high crystallized samples, is too small to correctly describe the

accuracy of the lattice constant measurement. When considering all the above, a more

reasonable estimated upper error should be in the range of ∆acubic = 5× 10−3 Å. This

error also better represents the large spread of values obtained for low crystallized

samples like in �gure A.5.

The lattice constants for the tetragonal lattice are calculated from the same peaks

and therefore contain the same errors. As an approximation we can assume that the

c/a-ratio does not change much and simply convert the error from cubic to tetragonal

by multiplying it with the factors of
1√
2

and 3, for acubic → atet and acubic → ctet

respectively, to obtain ∆atet = 3.5× 10−3 Å, ∆ctet = 1.5× 10−2 Å. The resulting

cubic lattice constants for 1 µm thick samples grown at 500 °C are a = 10.762±0.005 Å

for sample InS-1 and a = 10.759 ± 0.005 Å for sample InS-2. Both samples lie well

within the error bars of each other. These values are lower than the literature values,

the fact that we have poly-crystalline thin �lms can be the explanation.

A.3 XRD instrument broadening

For the analysis of the FWHM of the di�raction peaks, it is necessary to know the

broadening due to the X-ray di�ractometer. This broadening is dependent on the

di�raction angle and is usually best eliminated by a deconvolution. An easier approach

is the use of a pro�le-dependent function, the Caglioti formula (Caglioti et al. 1958).



148 A.4 Preparation of Raman data

We have only two measurements on 1 0 0 and 1 1 1 Si-wafers available, which is not

enough data to �t the Caglioti formula. Instead, we simplify this further and estimate

the broadening to be linear and use the two FWHM values to determine the instrument

broadening βinst(θ). The �t on the peak of the 1 1 1 wafer resulted in 2θ = 28.457° and

FWHM = 0.0235° which is in radians βinst(14.228°) = 4.102× 10−4. The �t on the

peak of the 1 0 0 wafer resulted in 2θ = 69.145° and FWHM = 0.0393° which is in

radians βinst(34.573°) = 6.859× 10−4. Combining these data results in the approxi-

mated instrument broadening function

βinst(θ) = 1.355× 10−5θ + 2.173× 10−4 (A.7)

This estimation is enough for the comparison of di�erent samples measured with the

same instrument which is the main focus here.

A.4 Preparation of Raman data

Three Raman spectra were measured at di�erent positions for each sample. The spectra

of sample InS-1 are displayed in �gure A.11. They all show the same peaks with similar

intensities, which con�rms the homogeneity in the region of the three measurements.

For all samples the three spectra are averaged, and the resulting spectrum normalized

to the Rayleigh background at 20 cm−1.

Figure A.11: Raman spectra of the three measured positions of sample InS-1. The
spectra are identical and can therefore be averaged to create one spectrum.

Figure A.12 shows a comparison between the samples InS-1 and InS-2. The shape

of the spectrum is identical, only the intensity of the peaks from the second sample is

slightly higher.
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Figure A.12: Averaged Raman spectra of the two 1000 nm β-In2S3 samples grown at
500 °C. The spectra show the same peaks at the same positions, but with slightly higher
intensities for the second sample.

Because of the large amount of peaks from the β-In2S3 structure, it is di�cult to �t

all of them. Group theory predicts 36 Raman active modes (Lutz and Haeuseler 1971).

The measurements on β-In2S3 reveal 15 clearly distinguishable peaks, with at least 6-8

smaller ones, which are on �anks or the background.

A.5 Absorption coe�cient determination

The results of the raw data processing for the Boro�oat glass substrate and two di�er-

ent In2S3 layer thicknesses are shown in �gures A.13 to A.15. It can be seen that the

re�ectanceR of the samples is stronger impacted by the corrections than the transmit-

tance T . The main reason is the imperfect mirror used for the spectrometer calibration.

As shown in the experiment section, we have di�erent ways to calculate the ab-

sorption coe�cient. First the Lambert-Beer equation 4.29, second the approximation

for internal re�ections 4.31, third the complete formula including internal re�ections

4.34, and last the transfer matrix method (TMM) using formulas A.8 to A.16. Since

TMM is the most complicated method, its usefulness should be considered �rst. To do

this, the resulting values for n and k of the substrate glass and pure In2S3 are looked

at in more detail. This is best done by displaying the minimization function A.15, as

the residuum of the �t to the experimental data is the best indicator, if something goes

awry. Because we have two parameters that are �tted, the following graphs were made

by using the one parameter with the lowest residuum and looping over the other pa-

rameter. For the residuum of n, k was �x for each wavelength and vice versa.

The 0.7 mm Boro�oat glass substrate, which is a three layer air/glass/air setup,
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Figure A.13: Transmittance and re�ectance of a 0.7 mm Boro�oat glass substrates. The
black lines show the raw data, the red lines the processed data including corrections and
smoothing.

Figure A.14: Transmittance and re�ectance
of a 60 nm In2S3sample. The black lines show
the raw data, the red lines the processed data
including corrections and smoothing.

Figure A.15: Transmittance and re�ectance
of a 1000 nm In2S3sample. The black lines
show the raw data, the red lines the processed
data including corrections and smoothing.

works very well with the TMM. Figure A.16 displays the residuum for various refrac-

tive indices n. Only one solution is viable, where the residuum is at its minimum and

which is therefore chosen by the algorithm. The attenuation coe�cient k in �gure

A.17 does not look as clean, but for every wavelength, there is still only one k with a

distinct minimal residuum.
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Figure A.16: Residuum of various n for
the �tted k for the Boro�oat glass substrate.
The algorithm chooses the n with the lowest
residuum within the boundary condition. The
residuum is shown logarithmically.

Figure A.17: Residuum of various k for
the �tted n for the Boro�oat glass substrate.
The algorithm chooses the k with the low-
est residuum within the boundary condition.
Both k and the residuum are shown logarith-
mically.

The In2S3 samples have one more layer resulting in an air/In2S3/glass/air stack.

The n(λ) and k(λ) from the glass are fed into this stack, to increase the accuracy of

the calculation. The following �gures A.18 and A.19 show the calculated residuum

for a 60 nm In2S3 layer inside the stack. While k still has only one solution for the

whole energy range, the solution for n is now disturbed by a second solution around

the band gap of the material. This disturbs the correct value of n in this region, making

the values for k equally unreliable. This means that for the 60 nm samples TMM can

only be used from 2200 nm to about 750 nm, excluding the area around and above the

band gap energy. It is later shown in �gure A.33, that the �rst interference maximum

is in this region.

This problem occurs for all 60 nm In2S3 samples, including the doped ones. Figures

A.20 to A.23 display the results for 60 nm In2S3:V samples with 1.2 and 3 at.% of V-

doping. The second solution around the band gap changes to highern, but still strongly

a�ects the primary solution.

The next �gures A.24 and A.25 display the 1000 nm In2S3 samples, which show

a multitude of solutions over the whole spectrum. Since interference is a periodic

phenomenon, multiple n are solutions for each wavelength. It is therefore impossible

for the algorithm to correctly interpret the data. Nonetheless, with the information
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Figure A.18: Residuum of various n for the
�tted k for a 60 nm In2S3 layer. The algo-
rithm chooses the n with the lowest residuum
within the boundary condition. The residuum
is shown logarithmically.

Figure A.19: Residuum of various k for the
�tted n for a 60 nm In2S3 layer. The algo-
rithm chooses the k with the lowest residuum
within the boundary condition. Both k and the
residuum are shown logarithmically.

Figure A.20: Residuum of various n for
the �tted k for a 60 nm In2S3:V layer with
about 1.2 at.% V concentration. The algo-
rithm chooses the n with the lowest residuum
within the boundary condition. The residuum
is shown logarithmically.

Figure A.21: Residuum of various k for
the �tted n for a 60 nm In2S3:V layer with
about 1.2 at.% V concentration. The algo-
rithm chooses the k with the lowest residuum
within the boundary condition. Both k and the
residuum are shown with a logarithmic scale.

gained from the 60 nm samples and following the most probable primary solution with

the minimum residuum, one can manually determine the n values from 1750 to about

500 nm.

Despite these problems, we can still use n and k to compare them to the literature

and the other calculation methods. Figure A.26 shows a comparison between the n
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Figure A.22: Residuum of various n for
the �tted k for a 60 nm In2S3:V layer with
about 3 at.% V concentration. The algorithm
chooses the n with the lowest residuum within
the boundary condition. The residuum is
shown with a logarithmic scale.

Figure A.23: Residuum of various k for
the �tted n for a 60 nm In2S3:V layer with
about 3 at.% V concentration. The algorithm
chooses the k with the lowest residuum within
the boundary condition. Both k and the
residuum are shown with a logarithmic scale.

Figure A.24: Residuum of various n for the
�tted k for a 1000 nm In2S3 layer. The algo-
rithm chooses the n with the lowest residuum,
within the boundary condition. The residuum
is shown logarithmically.

Figure A.25: Residuum of various k for the
�tted n for a 1000 nm In2S3 layer. The algo-
rithm chooses the k with the lowest residuum,
within the boundary condition. Both k and the
residuum are shown logarithmically.

values calculated with TMM, one sample additionally with formula 4.38 and two lit-

erature values. While the two 1000 nm samples have the same refractive index, the

60 nm samples di�er by 0.1. This variance in the 60 nm samples is also observed for

doped samples (see �gure A.27), which vary in the same range. The error of n is there-

fore assumed to be in the range of 0.1 to 0.2 and probably comes from the thickness
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inhomogeneity of the samples. The position where the thickness was measured can

divert from the position of where T and R were measured. The n values calculated

from the interference is lower by 0.1 than that from TMM, which is in the assumed

error range.

Far below the band gap, n can therefore be said to be in the range of 2.5 ± 0.1,

which is in good agreement with literature values for similar thin �lms (Verma et al.

2010). Due to the large error, a change due to doping is not measurable (see �gures

A.27 to A.29).

Figure A.26: Comparison of In2S3 refractive
indices from TMM, formula 4.38 and two ref-
erences (Bodnar et al. 2014; Verma et al. 2010).

Figure A.27: With TMM calculated n values
for 60 nm In2S3:V samples.

Figures A.30 and A.31 display a comparison between the four tested calculations

of the absorption coe�cient α for a 60 nm and 1000 nm In2S3layer.

For the 60 nm layer, all methods, except the approximation 4.31 give qualitatively

the same result, with the TMM slightly deviating below the band edge, probably due to

the better elimination of the substrate glass in�uence. Above the band gap it deviates

more strongly, where the multiple solutions for n are present. In this case the thin-

�lm-formula 4.34 seems to be the best way to calculate α, as it is way easier than TMM

and gives the same qualitative result.

For the 1000 nm layer the same can be said, as the TMM results are useless. Ad-

ditionally, the 1000 nm samples display the detection limit of the measurement setup,
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Figure A.28: With TMM calculated n values
for 60 nm In2S3:Ti samples.

Figure A.29: With TMM calculated n values
for 60 nm In2S3:Nb samples.

whereα reaches a plateau. The transmission of the sample was too low for the detector,

so the 1000 nm samples are only usable up to about 2.8 eV.

Figure A.30: Comparison of di�erent meth-
ods to calculate the absorption coe�cient for
a 60 nm In2S3sample.

Figure A.31: Comparison of di�erent meth-
ods to calculate the absorption coe�cient for
a 1000 nm In2S3 sample.

Some samples have been measured twice to check for consistency between mea-

surements (�gure A.32). It was aimed to measure the same spot on every T and R

measurement, but this was not perfectly possible. There are therefore small changes,

which are likely to stem from di�erent amounts of scattering and/or interference. This

has to be taken into account during further analysis.
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Figure A.32: Comparison of two measurements of the same sample.

Figure A.33 displays the calculated re�ection interference maxima for two mea-

surements of two 60 nm samples as dots (using equation 4.37) and compares them

with the measured re�ectance. The interference calculation was done with various

parameters including the measured thickness d and from TMM estimated refractive

index n. To explain the interference shift between the two samples the thickness dif-

ference must be around 10 nm, or the refractive index di�erence must be around 0.4.

Such a large di�erence of n is unlikely. But, since the samples are inhomogeneous it is

possible that the thickness at the measured position deviates from the XRR measure-

ment, which additionally has an uncertainty of 1 to 3 nm. This interference has to be

taken into account, as it is unfortunately directly below the band gap.

A.6 Transfer matrix method

The transfer matrix method is a numerical approach to calculate the absorption coef-

�cient. By �tting the T and R data simultaneously with a model including the thick-

nesses of all sample layers, the refractive index n and attenuation coe�cient k for each

wavelength can be derived. The numeric calculation was done with the tmm-package

for Python, which can simulate the light propagation in a planar multilayer �lm setup

using the Fresnel equations and transfer matrix method. The complete derivation of

the equations and formalism used can be found in the publication of Byrnes (2016).

The important equations are the Fresnel equations, which describe the re�ection and



Appendix A. Appendix 157

Figure A.33: Comparison of measured re�ectance and calculations of interference maximum
positions for various thicknesses and refractive indices. The change of the interference maximum
is larger than expected from the measured sample thickness and estimated refractive index.

transmission coe�cients of a planar wave hitting an interface of two materials with

di�erent refraction indices:

rs =
n1 cos θ1 − n2 cos θ2
n1 cos θ1 + n2 cos θ2

rp =
n2 cos θ1 − n1 cos θ2
n2 cos θ1 + n1 cos θ2

(A.8)

ts =
2n1 cos θ1

n1 cos θ1 + n2 cos θ2
tp =

n1 cos θ1
n2 cos θ1 + n1 cos θ2

(A.9)

with rs and rp being the re�ection coe�cient for s- and p-polarized waves, ts and tp

the corresponding transmission coe�cients, n1 as the �rst material’s refraction indices

and n2 of the second material, as well as the incident angle θ1 and exiting angle θ2.

These equations alone would not help in our case, as we have more than one in-

terface. In fact, we have four material planes, with three interfaces in the case of our

sample on top of the substrate glass.

The incident wave has an amplitude of 1, while the amplitude in the opposite di-

rection is per de�nition the re�ection coe�cient r. The exiting wave has, also per def-

inition, an amplitude of the transmission coe�cient, while there is no incoming wave

from that side of the layer stack, that amplitude is therefore 0. In between we have dif-

ferent transmissions and re�ections at each interface, but only t and r are measurable.

This wave propagation can be formalized with a transition matrix, which describes the

transmission and re�ection of the whole layer stack. The transition matrix between
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layer n and layer n+ 1 can be expressed by

Mn =

(
e
−idnkz 0

0 e
idnkz

)(
1 rn,n+1

rn,n+1 1

)
1

tn,n+1

(A.10)

where the �rst matrix includes the phase of the wave and the absorption of layer n

via the thickness dn of layer n and the z-component of the incoming wave vector kz ,

while rn,n+1 and tn,n+1 are the re�ection and transmission coe�cients of the n/n+ 1-

interface. The complete transfer matrix for the whole stack with N layers is then:

M = M0M1M2 · · ·MN−1 (A.11)

Now r and t can be calculated for the whole stack from the matrix elements of the

complete transfer matrix:(
1

r

)
= M

(
t

0

)
=

(
m00 m01

m10 m11

)(
t

0

)
(A.12)

⇒ t =
1

m00

r =
m10

m00

(A.13)

Transmittance T and re�ectance R are then obtained from the coe�cients

T =
n2 cos θ2
n1 cos θ1

|t|2 R = |r|2 (A.14)

In addition, the tmm-package is able to di�erentiate between coherent and incoherent

waves in respect to the layer. While the thin sample can be treated with the coher-

ent approach to simulate interference, this is not needed for the relatively thick glass

substrate.

To utilize this formalization for the determination of the complex refractive index, a

minimization function fmin(n, k) has to be de�ned. In our case it has to determine the

di�erence between the measuredR and T and the simulated Tcalc(n, k) andRcalc(n, k)

from a certain starting point of n and k.

fmin(n, k) =

∣∣∣∣Tcalc(n, k)

T
− 1

∣∣∣∣+

∣∣∣∣Rcalc(n, k)

R
− 1

∣∣∣∣ (A.15)
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n and k are then varied until the minimization function is below a threshold, or the

maximum number of iterations is reached. This is achieved with the minimization
function from the scipy.optimize package using the L-BFGS-B method with bounds of

n± 0.1 and k ± 0.2 and the following options:

gtol: 1× 10−6, ftol: 1× 10−8, eps: 1× 10−8, maxls: 20, maxfun: 15 000, maxiter :

15 000

These parameters yield good results, but shall not be explained in detail (the in-

terested reader is referred to the SciPy documentation for more information). Air is

approximated with an in�nite thickness, n = 1 and k = 0. The starting parameters

for the glass substrate are n = 1.5 and k = 10−8, for In2S3 n = 2 and k = 10−3 with a

starting point at the highest wavelength, where n should be found most reliably. While

glass is thick enough to treat light as incoherent, the thickness of the In2S3 layers is

in the range of the wavelength of the incident light so that the calculations have to be

done for coherent light.

After obtaining the refractive index n and attenuation coe�cient k the absorption

coe�cient can be calculated via

α =
2kω

c
(A.16)

with the speed of light c and the angular frequency of the light ω.

A.7 Lorentz oscillator defect absorption simulation

The di�erence between absorption spectra used in section 7.2.1 in graph 7.27 to better

determine the shape of the defect absorption has to be explained in more detail. One

classical way to describe frequency dependent absorption channels is by the use of in-

dependent Lorentz oscillators, each representing one electron energy state transition.

In this model the electrons are bound to the atoms, behaving as if attached to springs.

The resonance frequency describes the energy needed for a transition to another en-

ergy state to occur, if the system is diluted and not damped. The dielectric function

describing the oscillation of the electrons which we need to calculate the attenuation

coe�cient is given for one oscillator as

ε(ω) = 1 +
Ne2

ε0me

× 1

ω2
1 − ω2 − iβω

(A.17)
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with N as the lattice atoms per volume, e the electron charge, me the electron mass,

ε0 the vacuum dielectric constant, ω the angular frequency of the interacting electro-

magnetic �eld, β the damping factor of the oscillator and ω1 the shifted resonance

frequency for a high density system calculated from the resonance frequency ω0 by

ω2
1 = ω2

0 −
1

3
N

e2

ε0me

(A.18)

The whole material can then be described by a sum over all oscillators

ε(ω) = 1 +
∑
j

Nje
2

ε0me

× 1

ω2
1j − ω2 − iβjω

(A.19)

The complex refractive index ñ can be calculated from the dielectric function via ñ2 =

ε. Since ñ = n+ ik it follows that the dielectric function can be split into the real part

ε1 = n2 − k2 and the imaginary part ε2 = 2nk with ε = ε1 + iε2. In combination one

gets the attenuation coe�cient k in dependence from the dielectric function:

k(ω) =

√
1

2

(
−ε1(ω) +

√
ε21(ω) + ε22(ω)

)
(A.20)

(Kopitzki 1993)

For the sake of simplicity we assume to have two oscillators, one for the host mate-

rial ε1, one for the defect ε2 and that they move independently from each other. Table

A.1 displays the (mostly arbitrary) parameters used. The resonance frequency ω0 was

calculated from the resonance energy E0 via the Planck constant h: ω0 = 2πE0

h
.

Parameter Oscillator 1 (ε1) Oscillator 2 (ε2)

N 4× 1022 m−3 1× 1021 m−3

E0 2.1 eV 1.3 eV
β 5× 1014 3× 1014

Table A.1: Lorentz oscillator parameters used for the attenuation coe�cient simulation.

The dielectric functions of both oscillators are displayed in �gures A.34 and A.35.

Figure A.36 depicts the calculated attenuation coe�cients for the two oscillators

(using equation A.17 and A.20) and their combination (using equation A.19 and A.20).
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Figure A.34: Real and imaginary part of the
dielectric function of oscillator 1.

Figure A.35: Real and imaginary part of the
dielectric function of oscillator 2.

Figure A.36: Calculated attenuation coe�cients for the two oscillators as well as the combination
of the two.

The goal is now to get the shape of the attenuation coe�cient of oscillator 2 k(ε2)

only from oscillator 1 k(ε1) and the combination k(ε1 + ε2). For this we can calculate

the di�erence k(ε1 + ε2) − k(ε1) and the relative di�erence
k(ε1+ε2)−k(ε1)

k(ε1)
. As can be

seen in �gure A.37, the di�erence is nearly perfectly aligned with the original k of

oscillator 2. The relative di�erence does have shape changes above and below the

resonance energy E0 = 1.3 eV, but at around the peak maximum the shape is very

similar. The peak position is slightly shifted by about 0.013 eV or 1 %.

The reverse calculation of the shape of a defect absorption should therefore be

possible by using the di�erence or relative di�erence between the spectrum of the

doped material and the host material. For this to work, the shape of the spectrum of

the host material should not change, or be considered during calculation.
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Figure A.37: Depicted are the original k(ε2) of oscillator 2 as a blue dashed line, the di�erence
between the combined k(ε1 + ε2) and oscillator 1 k(ε1) spectrum in red as well as the relative
di�erence between them in black. The relative di�erence results in a relative peak position error of
about 1 %.
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Figure A.38: Absolute and relative di�erence between 60 nm 1 at.% and 2-3 at.% In2S3:V and
In2S3:Nb samples. While the higher doped sample shows an increased absorption below 1 eV in the
relative di�erence, this is not the case for the lower doped sample. The absolute di�erence spectrum
below 1 eV looks nearly the same for both doping concentrations, which should not be the case, if
it was resulting from the V defect. The rise in absorption below 1 eV is therefore likely to be an
artifact from the measurement.
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