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A B S T R A C T

This thesis presents selected applications with the aim of visually en-
hancing focus structures. It covers four different applications with a
clear problem statement. The solution is anything but simple. Thus,
four applications will be presented and analyzed, complemented by
their respective solutions. Novel visualization techniques to enhance
focus structures will be presented. Furthermore, two overviews of the
current state of the art are described, which cover the fields of illus-
trative visualization techniques and multimodal data visualization.

Z U S A M M E N FA S S U N G

Die Habilitation umfasst verschiedene Anwendungsgebiete mit dem
Ziel der visuellen Verdeutlichung bestimmter Fokusstrukturen. Es
werden vier verschiedene Anwendungen vorgestellt. Diese Anwen-
dungen haben eine einfache Problemstellung aber die Lösung ist mit-
unter sehr kompliziert. Zur Detektion als auch zur visuellen Hervor-
hebung werden Techniken in den verschiedenen Anwendungen prä-
sentiert. Dazu werden aktuelle Überblicke über die illustrative Visua-
lisierung sowie der Visualisierung von multimodalen Daten vorge-
stellt.
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I N T R O D U C T I O N









1
I N T R O D U C T I O N

Visualization techniques provide us with a multitude of ways
to answer various questions that were raised by the explo-
ration and analysis of datasets. The objectives vary from the

simple depiction of the data with the goal of showing phenomena and
connections to the visualizations that were derived from the data. A
very common goal, with a problem that can be simply formulated, is
to display certain features that are already part of the data. Features
that should be visualized are referred to as focus structures. In this re-
gard, the formulation of the problem to detect or enhance focus struc-
tures may be simple, but the solution may be more difficult. In other
words, if we have a dataset and the question is to display interesting
features, the algorithm strongly varies from the underlying data and
the problem itself. Even though it may be easy to visually perceive
the interesting structures, it may be tough to algorithmically detect
those focus structures. In this habilitation, I focus firstly on the ques-
tion of what could be done to detect focus structures, and secondly
how these features could be visually enhanced. For this, I examined
focus structures in selected applications with the goal of emphasiz-
ing these structures. This led to various application fields with prob-
lems that may be easily formulated, but have complex solutions. First,
this thesis provides the reader with a mathematical background, see
Part ii. It serves as a mathematical prerequisite to the fundamentals
of differential geometry and discrete differential geometry. Part iii
provides a survey about various rendering techniques. This survey
covers illustrative visualization methods and provides an overview
of line drawings and shading concepts. In addition to the state of the
art, an overview of multimodal data visualization will be provided.
This covers the combination of different visualization techniques to
display objects that were acquired by multiple acquisition modalities.
Initial examples of the visualization of focus structures will be pre-
sented. The penultimate Part iv presents various applications with
the goal of visually enhancing focus structures. This part introduces
applications and presents solutions that detect and enhance these fea-
tures. Finally, Part v holds the conclusion of this thesis and discusses
future work.
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Part II

P R E L I M I N A R I E S





This chapter is partly based on:

Kai Lawonn, Ivan Viola, Bernhard Preim, and Tobias Isenberg. 

“A Survey of Surface-Based Illustrative Rendering for Visualization.” 

In: Computer Graphics Forum (2017), submi�ed.





2
P R E L I M I N A R I E S

This chapter provides the preliminaries of differential geome-
try1, which is necessary for the illustrative rendering of sur-
face geometries. This chapter gives the necessary terms to

implement the presented methods. First, the basic terms are intro-
duced and specific mathematical concepts like curvature and direc-
tional derivatives are explained. Furthermore, the Laplace–Beltrami
operator is introduced, which is also crucial for illustrative rendering.
This chapter is inspired by differential geometry books [Car76; Car92;
Küh06].

2.1 differential geometry background

2.1.0.1 Basic Prerequisites

A parametric surface patch is a map f : I ⊂ R2 → R3 such that the
derivatives ∂f

∂x1
, ∂f∂x2 are linearly independent at each point p ∈ f(I).

Formally, the tangent space at u ∈ I is defined as

Tuf B
{
α · ∂f
∂x1

(u) +β · ∂f
∂x2

(u) | α,β ∈ R
}

. (1)

As f is defined to be an immersion it follows that the tangent space
is two-dimensional. The tangent space is a subspace of R3 and can
therefore be represented by a normal vector. Thus, a normalized nor-
mal vector n is defined as a function n : I ⊂ R2 → R3:

n(u) =
∂f
∂x1

(u)× ∂f
∂x2

(u)∥∥ ∂f
∂x1

(u)× ∂f
∂x2

(u)
∥∥ , (2)

where ‖ · ‖ denotes the Euclidean norm. The normal vector has the
following property:

〈v, n(u)〉 = 0, for all v ∈ Tuf. (3)

Here, 〈., .〉 denotes the Euclidean dot product: 〈x, y〉 =
∑n
i=1 xiyi with

x, y ∈ Rn. The map n maps every point on the parametric surface to
a point on the unit sphere S2.

2.1.0.2 Shape Operator

To analyze the change of the normal in certain directions, the deriva-
tive of the Gauss map, which is only defined if f is at least twice

1 A similar chapter was presented in my dissertation “Illustrative Visualization of
Medical Data Sets”. The current chapter was newly written.

11



12 preliminaries

differentiable needs to be determined. Thus, for now parametric sur-
faces should be at least twice differentiable. The change of the normal
n is provided by the Jacobian matrix Jn:

Jun =
(
∂n
∂x1

(u) ∂n
∂x2

(u)
)

. (4)

The Jacobian can be considered as a linear map that maps every
point w ∈ I to the tangent space (Jun)(w) ∈ Tuf. The linear map
(Jun)(w) is just a matrix multiplication of the Jacobian with the point
w = (w1,w2), i.e., (Jun)(w) = w1 · ∂n

∂x1
(u) +w2 · ∂n

∂x2
(u). To show that

(Jun)(w) ∈ Tuf is true, it is shown that 〈(Jun)(w), n〉 = 0 is valid. The
normal is defined such that 〈n, n〉 = 1, deriving this with xi gives:

∂

∂xi
〈n, n〉 = ∂

∂xi
1

2〈 ∂n
∂xi

, n〉 = 0.

Therefore, the derivative ∂
∂xi

n is perpendicular to n and therefore an
element of the tangent space.

Furthermore, the Jacobian of f is defined, which can also be in-
terpreted as a linear map from I to the tangent space. As f is an
immersion, it yields that Juf has a full rank and, thus, is a bijective
map. Therefore, the inverse of Juf is well-defined. Then, a linear map
is defined

S = −(Jf)n(Jf)−1 (5)

which is called the shape operator (also Weingarten map or second fun-
damental tensor). The shape operator maps the derivative of f to the
derivative of n, precisely:

S(
∂

∂xi
f) =

∂

∂xi
n. (6)

Importantly, the shape operator is a self-adjoint linear map, i.e., 〈Sv, w〉 =
〈v,Sw〉. To show this, 〈n, ∂f∂xi 〉 = 0 is derived with respect to xi:

〈 ∂n
∂xj

,
∂f

∂xi
〉+ 〈n,

∂2f

∂xi∂xj
〉 = 0.

This yield the equation:

〈 ∂n
∂xj

,
∂f

∂xi
〉 = −〈n,

∂2f

∂xi∂xj
〉. (7)

To proof that S is a self-adjoint operator, the basis ∂f
∂xi

is used:

〈S( ∂f
∂xi

),
∂f

∂xj
〉 = 〈− ∂n

∂xi
,
∂f

∂xj
〉 = 〈n,

∂2f

∂xi∂xj
〉

= 〈− ∂n
∂xj

,
∂f

∂xi
〉 = 〈S( ∂f

∂xj
),
∂f

∂xi
〉.
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Interestingly, self-adjoint operators have real eigenvalues and if the
eigenvalues λ1 , λ2 differ, then the eigenvectors v1 ⊥ v2 are perpen-
dicular:

λ1〈v1, v2〉 = 〈Sv1, v2〉 = 〈v1,Sv2〉 = λ2〈v1, v2〉.

The equation is only true if λ1 , λ2 holds. Note that the shape op-
erator can directly operate on the 3D space with a three-dimensional
vector in the tangent space, as well as the 2D space with the coeffi-
cients of the basis.

2.1.0.3 Curvature

The curvature measures how strongly the surface is bend at a certain
point in a specific direction. Let w ∈ I be a direction and Su(w) ∈ Tuf,
then 〈Su(w), w〉 defines a quadratic form and the result is called the
curvature. S has two real eigenvalues κ1, κ2 with their corresponding
eigenvectors k1, k2. Let κ1 > κ2 then the eigenvector k1 maximizes
the quadratic form 〈Su(w), w〉. The eigenvectors k1, k2 are called the
principal curvature directions. They yield the direction where the sur-
face is bend the strongest/least. Recall that if the curvatures differ
κ1 , κ2 the principal curvature direction are mutual perpendicular.

2.1.0.4 Gradient and Directional Derivative

Previously, it was shown that the direction of the derivative has an
influence on the outcome. Therefore, to analyze local variations in cer-
tain directions, the directional derivative is explained. The directional
derivative is applied to a scalar field ϕ : I → R, which is defined on
the set I, but can also be defined on the surface. The question arises
how does the scalar field change if it is derived in direction v ∈ Tuf at
the point f(u) = p. If ϕ is differentiable at p, the directional derivative
can be written as:

Dvϕ(p) = 〈∇ϕ(p), v〉,

where∇ denotes the gradient. To determine the directional derivative,
the gradient on the surface needs to be explained. The gradient of a
scalar field at the point f(u) is a vector, which lies in the tangent
space Tuf and points in direction of the greatest slope. Again, the
gradient can be written as a 3D vector in the tangent space or as a
2D vector, which represents the coefficients of the tangent space basis
given by ∂f

∂x1
, ∂f∂x2 . The gradient of ϕ in the domain I can be easily

determined by the partial derivatives with respect to the coordinates:

∇Iϕ =

(
∂ϕ
∂x1
∂ϕ
∂x2

)
. To apply the gradient as a 3D vector in the tangent

space, it needs to be restricted to the tangent space by claiming:

∇Tufϕ = α · ∂f
∂x1

+β · ∂f
∂x2

. (8)
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Then, the dot product of the gradient with the basis vectors in the
space I must be the same as the dot product of the gradient with the
basis vectors in the tangent space:

〈∇Iϕ, ei〉 = 〈∇Tufϕ,
∂f

∂xi
〉 (9)

∂ϕ

∂xi
= 〈∇Tufϕ,

∂f

∂xi
〉. (10)

This yields an equation system, which can be used to determine the
coefficients α,β:(

∂ϕ
∂x1
∂ϕ
∂x2

)
=

(
〈 ∂f∂x1 , ∂f∂x1 〉 〈

∂f
∂x1

, ∂f∂x2 〉
〈 ∂f∂x1 , ∂f∂x2 〉 〈

∂f
∂x2

, ∂f∂x2 〉

)
︸                                 ︷︷                                 ︸

gB

(
α

β

)

(
α

β

)
= g−1

(
∂ϕ
∂x1
∂ϕ
∂x2

)
.

The matrix g is called the metric tensor and describes the metric dis-
tortion, e.g., stretching, shearing, which is induced by the map f and
g−1 is denoted as the inverse matrix of g.

2.1.0.5 Laplace–Beltrami Operator

The Laplace–Beltrami operator is defined as the divergence of the gra-
dient. The gradient of a scalar field ϕ : I→ R can be written as:

∇ϕ =

n∑
i,j=1

(
gij
∂ϕ

∂xj

)
∂

∂xi
, (11)

where gij denotes the i, j-th matrix entry from g−1 and ∂
∂xi

means
the basis in the n-dimensional tangent space.

The divergence is a measure of how much more flow leaves a spe-
cific region than flow enters. Formally, the divergence of a vector field
Φ : I→ Rn with a given metric tensor g is given by:

divΦ =
1√
|g|

n∑
i=1

∂

∂xi

(√
|g| Φi

)
, (12)

with |g| = |detg|.
With the definition of the gradient and the divergence, the Laplace–

Beltrami operator ∆ϕ of a scalar field ϕ : I → R on a surface has the
following form:

∆ϕ = div∇ϕ =
1√
|g|

n∑
i,j=1

∂

∂xi

(√
|g|gij

∂ϕ

∂xj

)
. (13)
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2.1.1 Discrete Differential Geometry

In Section 2.1 some background information on differential geometry
were given. In this section, an introduction on how the operators and
measures from the continuous differential geometry can be adapted
to polygonal meshes is presented. The following notation is used in
the remainder of this thesis. Let M ⊂ R3 be a triangulated surface
mesh with vertices i ∈ V and its associated positions pi ∈ R3, edges
E = {(i, j) | i, j ∈ V}, and triangles T = {(i, j,k) | (i, j), (j,k), (k, i) ∈ E}.
The normalized normal vector at vertex i is written as ni. If nothing
else is mentioned, normal vectors at vertices are used. Furthermore,
N(i) denotes the neighbors of i such that for every j ∈ N(i), (i, j) ∈
E holds. Furthermore, for a triangle, this notation is used: given a
triangle t = (i, j,k) with vertices pi, pj, pk, and the edges are defined
as eij = pi − pj.

2.1.1.1 Voronoi Area

Mostly, the important discrete differential geometry measures can be
determined for every triangle. Afterwards, the question arises how
to compute the measures for every vertex. Intuitively, one idea is to
use measures of the incident triangles and weight them based on the
underlying triangle. One way to weight them is by using the Voronoi
area. Given is a triangle t = (i, j,k), which is divided in three re-
gions Ri,Rj,Rk with pi ∈ Ri, pj ∈ Rj, pk ∈ Rk. The regions are
called Voronoi regions, if for every point p inside the triangle and
p ∈ Rm with m ∈ {i, j,k} follows that ‖p − pm‖ 6 ‖p − p{i,j,k}\m‖.
The area of the Voronoi region can be computed according to Meyer
et al. [MDSB02]:

At(i) =



‖eji×eki‖
4 if triangle t is obtuse at pi

‖eji×eki‖
8 if triangle t is obtuse

1
8

(
‖eij‖2 · cot(ejk, eki) + ‖eki‖2 · cot(eij, ejk)

)
otherwise.

(14)

2.1.1.2 Normals

The normals can be calculated for every triangle as well as for every
vertex. For the triangle t = (i, j,k), the normal is the cross product
of the edges: nt =

eji×eki
‖eji×eki‖ . Note, that it must be assured that the

orientation is consistent in the surface mesh. The normal for every
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vertex can be obtained by a weighted accumulation on the incident
triangle normals:

n ′i =
∑

t∈T , i∈t
ωtnt.

The natural choice to use ωt = 1 or ωt = area(t) leads to discon-
tinuities in the shading. Using the Voronoi area ωt = At(i) or the
angle ωt = ∠(eji, eki) work quite well. The normal at i still needs to
be normalized: ni =

n ′i
‖n ′i‖

.

2.1.1.3 Discrete Curvature

The calculation of the principal curvature directions and their curva-
tures can be determined by fitting higher order polynomials to the
mesh [CP05; GI04] or by calculating the normal curvatures along the
edges and then estimate the shape operator [CS92; HS03; MDSB02;
PKSP+01; Tau95a]. This section focusses on another category of meth-
ods that estimates the shape operator directly [ACSDL+03; CSM03;
Rus04; HP11], see also Váša et al. [VVPS+16] for an analysis of curva-
ture estimations. Here, the curvature estimation is provided accord-
ing to [Rus04]. First, the shape operator is determined for every tri-
angle and afterwards for every vertex. To formalize this, an orthonor-
mal basis for each triangle needs to be created. Given the triangle
t = {i, j,k} the basis (xt, yt) is constructed by:

xt B
eij
‖eij‖

, yt B
xt × (ekj × xt)
‖xt × (ekj × xt)‖

. (15)

Applying the property that the shape operator yields the change of
the normal in a certain direction leads to the following equation sys-
tem:

S

(
〈xt, em〉
〈yt, em〉

)
=

(
〈xt, nm〉
〈yt, nm〉

)
, (16)

with m ∈ {(i, j), (j,k), (k, i)} and nij = ni − nj. This results in an
overdetermined system, which can be approximated by the least square
method. Next, the shape operator S is calculated for each vertex of the
mesh. Given an orthonormal basis (xi, yi) for the vertex i, the basis
(xt, yt) of the incident triangle is rotated such that the basis are copla-

nar. Given the shape operator in the triangle basis St =

(
et ft

ft gt

)
, the

matrix elements can be obtained by multiplying a combination of the
2D basis vectors (1, 0), (0, 1) from left and right, e.g., ft = (1 0)S

(
0
1

)
.

The matrix entries in the new basis (xi, yi) are given by

ei =

(
〈xt, xi〉
〈yt, xi〉

)T
S

(
〈xt, xi〉
〈yt, xi〉

)
,
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The other entries are determined by analogous calculations. Thus, for
very incident triangle of a vertex, the shape operator is re-expressed
with the vertex’ basis. Then, the shape operator is weighted by the
Voronoi area of its corresponding triangle and sum the shape op-
erators. The resulting shape operator is divided by the sum of the
weights yielding a shape operator for every vertex. The eigenvalues
and eigenvectors are the curvatures and principal curvature direc-
tions.

2.1.1.4 Discrete Gradient

In this section, the concept of the gradient is adapted to calculate it
on surface meshes. First, the gradient is determined for every triangle
and then it is computed for every vertex. Given is a scalar field ϕ on
the surface that yields a value for every vertex i: ϕ(i). For simplifica-
tion, it is written as ϕi B ϕ(i). The gradient of the triangle t = {i, j,k}
can now be determined by either constructing a basis for t and then
building a linearized 2D scalarfield that coincides with ϕi,ϕj,ϕk at
the position of the vertices according to the basis. The gradient of the
scalar field can then be calculated straightforwardly. Directly, the gra-
dient is determined on the triangle yielding a 3D vector in R3. The
gradient results from:

∇ϕt = (ϕj −ϕi)
(pj − pi)⊥

2A4
+ (ϕk −ϕi)

(pk − pi)⊥

2A4
, (17)

where A4 denotes the area of the triangle and ⊥ stands for a counter-
clockwise rotation by 90◦ in the triangle plane, see [BKPA+10]. The
gradient per vertex is determined by transforming the basis of in-
cident triangles to the basis of the vertex tangent space. Then, the
gradients are weighted according to the Voronoi area of the associ-
ated vertices. Finally, the accumulated vector is divided by the sum
of weights, recall Section 2.1.1.3.

2.1.1.5 Discrete Laplace–Beltrami Operator

For an overview of discrete Laplace–Beltrami operators commonly
used in graphics, are state of the art reports by Sorkine [Sor05] and
by Patané [Pat16] is recommended. In general the Laplace–Beltrami
operator of a scalar field ϕ on surface meshes can be written by:

∆ϕi =
∑
j

wij

(
ϕj −ϕi

)
. (18)

There exist different weights which lead to different Laplace opera-
tors [WMKG07]. Mostly, the weights only operate on the neighbors.
In the following, the commonly used weights are introduced.
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Combinatorial: The combinatorial Laplace–Beltrami operator is de-
termined by:

wij =

1, if (i, j) ∈ E

0, otherwise.

Uniform: Taubin [Tau95b] proposed the uniform Laplace–Beltrami
operator. The weights are determined by the number of neighbors of
pi:

wij =

 1
N(i) , if (i, j) ∈ E

0, otherwise.

Floater’s mean value: Floater [Flo03] suggested the mean value weights:

wij =


tan(δij/2)+tan(γij/2)

‖pi−pj‖ , if (i, j) ∈ E

0, otherwise.

Cotangent weights: MacNeal [Mac49] proposed the cotangent weights:

wij =


cot(αij)+cot(βji)

2 , if (i, j) ∈ E

0, otherwise.

Belkin weights: Belkin [BSW08] determined the weights over the
whole surface:

∆ϕi =
1

4πh2(pi)

∑
4k

A(4k)
3

∑
j∈4k

e
−
‖pi−pj‖

2

4h(pi)
(
ϕj −ϕi

)
,

where A(4k) denotes the area of the triangle 4k and h corresponds
intuitively to the size of the neighborhood.

2.1.2 Isolines on Surface Meshes

In Section 3.3.2, an important category of illustrative visualization
techniques named the feature lines is described. These lines mostly
assume an underlying scalar field on the surface mesh. The location
of the lines are given by the zero-crossing of the scalar field ϕ, i.e.,
the loci of points p with ϕ(p) = 0. To obtain a more tessellation-
independent result, it is essential to not restrict the lines to the edges
than rather allow to draw entirely on the mesh even inside a triangle.
For this in every triangle the sign of the scalar field with respect to the
corresponding vertices is checked. If only one sign is positive (and the
rest is negative) or only one sign is negative (and the rest is positive)
then a zero-crossing inside the triangle occurs. First, the position of
the zero-crossing on the two edges is determined and then they are
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connected with a line. Let ϕi be the value at vertex i, which is the only
one that is negative (or positive). The zero-crossing on the edge eij
is determined by first determining α for which ϕi + α(ϕj −ϕi) = 0

is fulfilled: α = ϕi
ϕi−ϕj

and then plugging this into pi + α(pj − pi),
which yields the position on the edge:

p ′ = pi +
ϕi

ϕi −ϕj
(pj − pi), (19)

where the zero-crossing occurs. Analogously, this calculation can be
carried out on the other edge. Afterwards, both points are then con-
nected.
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3
S U R FA C E - B A S E D I L L U S T R AT I V E R E N D E R I N G F O R
V I S U A L I Z AT I O N

Modern rendering and visualization techniques provide us
with a plethora of ways to turn 3D datasets into visual
representations. Many of them use novel approaches to de-

pict different data aspects. While most of these techniques are useful
and have their application cases, e. g., enhancing details on the sur-
face [RBD06; VPBG+11; SK14], the subgroup of illustrative visualiza-
tion techniques focuses on learning from and/or being inspired by
centuries of experience of scientific illustration. Such techniques aim
to provide meaningful, expressive, and sometimes simplified depic-
tions of a problem, a scene, or a situation. For example, illustrative
techniques can introduce intentional abstraction for reducing visual
clutter that allow the viewers to focus their attention on one or more
points of interest in the visualization. Illustrative visualization tech-
niques are mainly intended to be used in medical applications and to
generate material for textbooks, but also applications in the natural
sciences and in engineering have been discussed in the past.

However, while the previous definition of illustrative visualization
[RBGV08] related it to traditional visual arts, it has been lacking a
strong distinction from the general characteristics of visualization.
Therefore, this chapter proposes a more comprehensive definition
that amplifies the unique characteristics of the discussed subfield.

It makes an attempt to provide a structured overview of this sub-
field of visualization by surveying the approaches that are considered
to generate illustrative visualizations. Yet, the field is still rather large
and encompasses many visualization methods. In this overview the
focus is on illustrative rendering techniques for 3D surface shapes.
Specifically, it contributes with:

• a definition of illustrative visualization based on the literature,

• an overview of illustrative visualization concepts, and

• a discussion of open problems in illustrative visualization and
a perspective on future research directions.

3.1 concept of illustrative visualization

Visualization is a method to “convey salient information about [...]
data” by means of visual encoding [HJ05], ultimately to “amplify
cognition” [CMS99]. Over the past decades, visualization researchers

25



26 surface-based illustrative rendering for visualization

have been successful in finding numerous ways to effectively repre-
sent data aspects visually in wide variety of application domains. The
field of visualization shares, however, the goal of the communication
of information and insights about complex phenomena with the field
of traditional illustration. Consequently, as the necessary computa-
tional and representational tools were developed within computer
graphics,1 visualization researchers took inspiration from traditional
illustration to be able to generate illustrative visualizations [BCPV+12;
Ise15; Ise16; LM02b; RBGV08; VHE10].

In addition to this inspiration from the traditional craft, illustrative
visualization techniques are characterized by abstraction and simplifi-
cation [BHIM+05; Ise16; LMP13; LP16; RBGV08; VHE10], by emphasis
of the important/relevant and suppression of the context [BHIM+05;
LMP13], therefore by leading to clearer [BCPV+12], more expressive
[BCPV+12; LP16; LM02b; VHE10] depiction, and consequently more
effective visualization [RBGV08; VHE10]. Thus, it allows visualiza-
tion creators to use more visual variables [Ise15], use several layers of
information [Ise15; Ise16], reduces clutter and occlusion [BCPV+12],
and improves the perception of shape and depth [BCPV+12; Ise15;
PBCI+16]. It thus also relies on insights from perception and cog-
nition [BHIM+05; VHE10], ultimately to show the relevant informa-
tion [BHIM+05], to allow people to better understand what they see
[BCPV+12; HWRR+10; LP16], to better explore data [BCPV+12; Ise16],
to better gain knowledge from it [BCPV+12; Ise16; VHE10], and to
better communicate insights from data exploration [Ise16; VHE10].
Based on these notions, following definition is provided:

Definition 1. An illustrative visualization is a visualization technique for
measured, simulated, and modeled data that — inspired by traditional illus-
tration — uses established illustration principles such as abstraction and
emphasis, layered organization, dedicated use of multiple visual variables, or
the support of perception of depth and shape — with the goal to create more
effective, more understandable, and/or more communicative data representa-
tions than it is possible with other visualization techniques.

Nevertheless, the question remains whether illustrative visualiza-
tion is a “new technology” or simply a “tautology” [RBGV08] be-
cause is simply a characteristic of ‘good visualization’—after all, its
goals and approaches are arguably shared with many if not most vi-
sualization techniques. Rautek et al. [RBGV08] thus answer that it
is the latter, arguing that illustrative visualization will ultimately be
an aspect of virtually all visualization work. Generally this notion is
true, but seeing illustrative visualization as only a “useless tautology”
[RBGV08] is selling it short. The focus on a dedicated reflection of
principles that have long been established in traditional visualization

1 Specifically as part of the computer graphics sub-field of non-photorealistic render-
ing [GG01; SS02; KCWI13; RC13].
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and the exploration of how they are best applied to visualizations of
“real” data embedded in a problem-solving situation. It allows illus-
trative visualization to ultimately advance the field of visualization
as a whole.

It is thus essential to understand the state of the art of the field. Sev-
eral surveys have already summarized the research for sub-domains
of visualization including flow visualization [BCPV+12], the visual-
ization of brain connectivity [Ise15], as well as a general tutorial
[VGHB+05]. This overview focusses specifically on the rendering part
for visualization of surface-based data as it results, for example, from
iso-suface extraction (e. g., in physical simulations), from segmenta-
tion (e. g., in medical datasets), or from dedicated surface models
(e. g., in the visualization technical objects and processes). The extrac-
tion and application of sparse line illustrations, surface-filling marks,
and illustrative surface shading will be described.

3.2 general requirements

The illustrative visualization of surface meshes leads to several cru-
cial requirements, to achieve the high quality results typically ex-
pected from illustration-like visuals. In particular, the following re-
quirements need to be fulfilled: smoothing meshes, robustness, filter-
ing the result, and frame-coherent behavior.

3.2.1 Smoothing

Most illustrative visualization techniques use higher order deriva-
tives, such as gradient calculation or curvature estimation. To ob-
tain reasonable values, the techniques require sufficiently smooth sur-
face meshes. This property cannot be expected if the used data were
acquired by a laser scanner or tomographic devices, such as indus-
trial or medical CT. Discontinuities in the surface mesh may lead to
distracting results. A smoothing algorithm to address these issues
should thus keep prominent surface features, but suppress insignifi-
cant details [SCBW14; WYPW+15; ZDZB+15]. Objects that were ac-
quired by tomographic devices may inherit staircasing artifacts in
the generated surface. In such cases a special smoothing algorithm
should be applied to reduce the staircases [MLKW+13; WZYW+15].
Depending on the illustrative visualization technique it may be suf-
ficient to smooth the surface normals as the algorithm works on the
normals only. If working on a scalar field a smoothing approach that
suppresses noise in the scalar field may be sufficient.
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3.2.2 Robustness

The result of the visualization technique should not significantly de-
pend on the quality of the triangles or the tessellation of the surface
mesh. In case the algorithm is applied on the same model with first
high-quality triangles, i.e., mostly with equilateral triangles and sec-
ond with arbitrary underlying, i.e., obtuse triangles can also occur, the
result should not significantly differ. Furthermore, the result should
also not deviate significantly if the number of triangles is strongly
reduced, as it is often necessary to achieve faster computation times.
Moreover, the algorithm should also handle holes or local noise. Even
with these defects the rendering result should be reasonable and sim-
ilar to the same mesh without these defects.

3.2.3 Refinement

Even smoothing the surface may lead to annoying or distracting il-
lustrative visualization results. This may be caused by small local
irregularities such as noise. One possibility to restrict unwanted re-
sults is to give the user the possibility to change the result manually.
User-defined thresholds may be a way to control the outcome, if the il-
lustrative visualization technique comes with a quantitative measure
that influences the result. Some algorithms determine a scalar field,
which measures the importance to apply an illustrative approach. Then
thresholding can restrict the results to higher values. Another possi-
bility may be to let the user directly change the result by drawing
on the surface or to change parameter, which influences the result lo-
cally. In essence, it is crucial to give the user opportunities to directly
change the visualization result.

3.2.4 Frame Coherence

Illustrative visualization techniques need to be frame-coherent be-
cause the resulting visualizations are typically explored in interac-
tive contexts. This means that user interactions with the surface mesh
(e.g., rotations, zooming, etc.) must not lead to sudden changes of the
visual representation because these can be annoying and can disrupt
the analysis. For example, if the surface is rendered with, e.g., lines or
points and these primitives suddenly appear during the interaction,
users are likely to shift their attention automatically to these regions.
Instead, the appearance should be constant or changes should be in-
troduced in a smooth manner, both during an interaction or in an
animation.



3.3 low-level illustrative visualization techniques 29

(a) [DC90] (b) [RE92] (c) [CZLX15]

Figure 1: Contour examples with varying styles.

3.3 low-level illustrative visualization techniques

Many of the fundamental principles discussed in Section 3.1 that
are essential for illustrative visualization can be realized by apply-
ing one or more from a number of low-level techniques, see Rautek
et al. [RBGV08]. These low-level illustrative visualization techniques
include the creation of sparse line drawings based on silhouettes and
contours (Section 3.3.1) and feature lines (Section 3.3.2), the use of
marks on the surface including hatching (Section 3.3.3) and stippling
(Section 3.3.4), and the application of illustrative shading methods (Sec-
tion 3.3.5). They are based on different degrees of abstraction and this
section discusses them starting from the most abstracting ones to the
ones with less abstraction.

3.3.1 Silhouettes and Contours

Silhouettes, (occluding) contours, and feature lines (for the latter see
Section 3.3.2) are part of the group of sparse line drawings.2 They re-
strict the depiction to only a few lines that can potentially be stylized
and have been used for centuries in illustrations.

3.3.1.1 Silhouette and Contour Detection

Among the lines that are used for sparse line drawings, the silhouette
is defined as the illustration of an object’s outline, i. e., the border of
the object to the background. This definition can be traced back to
Étienne de Silhouette, the finance minister of the French king Louis
XV, who is often connected to the paper-cut shadow profile portraits
which were popular at his time. The contour (of a completely smooth
object), on the other hand, is defined as the loci of all the points for

2 A general overview of sparse line drawings is provided by Rusinkiewicz et
al. [RCDF08], the state of the art reports by Hertzmann [Her99], Isenberg et
al. [IFHS+03], and Li et al. [LZLX+12], and a discussion of the advantages of styliza-
tion by Al-Rousan et al. [ARSK15].
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which the normal vector n and the view vector v are mutually per-
pendicular:

〈n, v〉 = 0. (20)

This contour is a very important cue for the understanding of a
shape’s surface. For example, perceptual studies [Mar76] confirmed
that the first stage of visual perception includes the detection of the
contours. Because the contour, at the same time, does not provide in-
formation about the shape of the surface itself it provides a strong
abstraction of a shape—yet one that can typically still be recognized.

Techniques for the detection and illustration of contours can roughly
be divided into three categories [Her99; IFHS+03]:

• image-based techniques,

• object-based techniques, and

• hybrid techniques;

see the examples in Figure 1 and a summary of existing techniques
in Figure 7 which also includes approaches not mentioned in the
text. The first among them, image-based algorithms, detect discon-
tinuities of the pixel values, i. e., they operate on the rendered image
in the view plane. Some techniques also make use of the z-buffer to
find relevant discontinuities [ST90; MBC02]. Object-based methods,
on the other hand, employ the geometry with their primitives, e. g.,
triangles and vertices, and use the 3D coordinates as well as addi-
tional information such as the normals to detect contours. It is impor-
tant to note that these object-based approaches, unlike the other two
groups, also need a dedicated processing of the visibility of the result-
ing contours [IFHS+03]. By using the surface mesh, the contours can
be generated as a geometrical object. The generated object can then
be further processed for additional stylization or information [HSC12;
LLPH15]. Hybrid methods combine aspects of both approaches, e. g.,
by first performing operations on the object space and then using
image-space operations [Rus89; RE92], see Figure 1b, or plain render-
ing [GSGS+99].

For surface-based illustrative visualization the state of the art is the
extraction of a sequence of edges that represent the contours to fa-
cilitate further stylization. Initially, this sequence was extracted as
those edges from the surface mesh for which the sign of the dot
product of the view vector with the normals of the incident trian-
gle normals changes [Her99] which unfortunately leads to artifacts
[IHS02]. Hertzmann and Zorin [HZ00] thus interpreted the surface
mesh as the approximation of a smooth surface and extracted the sub-
polygon approximation of the smooth surface’s contour by detecting
zero-crossings of the dot product between the interpolated vertex nor-
mals with the view vector, and then connecting these zero-crossings
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across the triangles of the mesh. This process is just as fast as the
mesh-based edges, but leads to strokes with much higher quality. A
process for the correct computation of the contour based on these
sub-polygon contours exists as well [BHK14], but does not facilitate a
computation at interactive frame rates.

3.3.1.2 Stylizing Silhouettes and Contours

Pioneering work for the use of stylization in the field of illustrative
rendering was done by Appel [App67] as well as Dooley and Co-
hen [DC90]. In particular, they derived the visibility of lines and
then applied various line styles to encode spatial relations. For ex-
ample, Dooley and Cohen illustrated hidden lines as dashed lines as
shown in Figure 1a. This general concept was later replicated and real-
ized numerous times, for example by Saito and Takahashi [ST90] (for
image-based line extraction), Strothotte et al. [SPRS+94], Markosian et
al. [MKGT+97], and Gooch et al. [GSGS+99]—all focusing on slightly
different aspects and different line styles.

3.3.2 Feature Lines

In addition to silhouettes and contours, sparse line illustrations also
comprise feature lines—lines that characterize particular features on
the surface of the object that are not necessarily characterized by (po-
tential) changes in visibility [LP16]. These feature lines are similarly
important to be able to understand the shape of the depicted objects
and are typically placed in regions where discontinuities occur. For
example, strong changes of curvature or a strong rise of the illumina-
tion values may warrant the use of feature lines. In general, feature
lines can be divided in two main classes:

• view-independent feature lines

– illumination-independent

– illumination-dependent

• view-dependent feature lines.

3.3.2.1 View-Independent Feature Lines

View-independent feature lines are determined based on features de-
rived from surface information (independent from the orientation
and location of the surface) or from light sources. Thus, this category
can be further divided into illumination-independent and illumination-
dependent techniques. The advantage of the illumination-independent
lines over the illumination-dependent or the view-dependent lines
are that they can typically be computed in a pre-processing stage and
only their visibility has to be determined at run-time, which makes
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the overall computation faster. View-dependent and illumination-de-
pendent feature lines, in contrast, have the advantage that they can
be more stably computed and are derived based on the features that
are perceived by a viewer from a certain vantage point, thus making
them generally the accepted choice for sparse line drawings [DFRS03;
JDA07; CGLB+08; LBSP14; BLSP15; LP16]. Only for objects with math-
ematically ideal features (e. g., illustrative visualizations of technical
models) the two classes produce equivalent output [PBCI+16], which
makes the use of view-independent lines a better choice in this case.

illumination-independent feature lines

crease lines To detect such feature lines one can use a defini-
tion inspired by that for contours: Instead of looking at the set of
points where 〈n, v〉 = 0 holds, the algorithm for crease lines looks for
edges where the dihedral angle, i. e., the angle between two incident
triangles, exceeds a user-defined threshold:

〈nt, nt ′〉 > τ, (21)

where nt, nt ′ are the normals of neighbored triangles and τ is the
user-defined threshold. The value τ = cosα denotes the cosine of
the dihedral angle which should be exceeded to display the edge,
independent of any viewing conditions. This method, however, can
only detect features in the surface mesh if they are characterized by
large angles between adjacent triangles—features on smooth surfaces
that are represented by highly-tessellated meshes cannot be found.
Moreover, it is difficult and often impossible to find a well-suited
angle α that leads to an adequate set of feature lines, even for a single
mesh. For example, for meshes with strong as well as weak features
this method may not be able to depict both features, especially if the
mesh suffers from noise.

ridges and valleys A more stable approach is thus to treat
meshes as approximations of smooth surfaces and to then derive
features based on properties of these smooth surfaces, in particular
based on the local curvature. Interrante et al. [IFP95] described such
ridges and valleys (RV) for volume data, an approach that was later
adapted to surface meshes by Ohtake et al. [OBS04]. The definition of
ridges and valleys is based on the local curvature values with |κ1| > |κ2|

and the principal curvature direction k1 which corresponds to κ1. The
ridges and valleys are then defined as the loci of points where the di-
rectional derivative of the curvature κ1 in direction of the principal
curvature direction k1 reaches an extremum:

Dk1κ1 = 0. (22)
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Depending on the extremum and the sign of the curvature, ridges
and valleys are distinguished: According to two constraints, the sets
of points are called

Dk1Dk1κ1

< 0, and κ1 > 0: ridges

> 0, and κ1 < 0: valleys.
(23)

Intuitively, one can think of a plane that cuts the surface along the
principal curvature direction and looks for an extremum with respect
to the curvature. The point with the local highest curvature value
is then defined as a ridge or valley point. To filter the lines, which
may occur at noisy regions, a user-defined threshold is employed.
For every connected series of lines, an integral is determined which
measures the curvature along the line. If the magnitude of the inte-
gral surpasses the user-defined threshold the line is drawn, otherwise
it is discarded. Because the ridge and valley lines are of 3

rd order
derivatives, however, this method is susceptible to noise and requires
a smoothed mesh. Small discontinuities may lead to erroneous re-
sults of the derivatives, thus leading to visually unpleasant results.
The ridges and valleys are, nevertheless, of good quality if the mesh
has strong features and is guaranteed to be smooth.

Several approaches to extract salient features similar to ridge and
valley lines exist. Watanabe and Belyaev [WB01], for example, use
an approximation of the mean curvature, a non-linear averaging of
the curvature maps, a histogram-based curvature extrema filtering,
and a skeletonization procedure. They used a simplification to de-
termine salient curvature extrema triangles. This approach was later
improved to a fully automatic approach by Belyaev and Anoshk-
ina [BA05]. Their method consists of two steps: first a smoothing of
normals with a non-linear diffusion filter and, second, an application
of a Canny-like non-maximum suppression using a hysteresis thresh-
old operation. Yoshizawa et al. [YBS05; YBYS07; YBYS08], finally, pre-
sented various techniques to detect robust ridge and valley lines on
surface meshes based on a better estimation of the shape operator,
yielding more reliable curvature measures.

demarcating curves Kolomenkin et al. [KST08] presented de-
marcating curves (DEM) as the points of maximum curvature deriva-
tive:

〈w,Sw〉 = 0 with w = arg max
‖v‖=1

Dvκ. (24)

S is the shape operator and κ the curvature along the direction v. The
direction w that satisfies this property can analytically be determined
as the root of a 3

rd order polynomial, but is consequently susceptible
to noise. This noise, however, can be reduced by discarding line parts
where the curvature derivative in the gradient direction is lower than
a user-defined threshold.
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relief edges Kolomenkin et al. [KST09] presented another ap-
proach to detect characteristic lines. They assume that the surface
mesh consists of a (smooth) base mesh with a height field. The relief
edges are then defined as the edge of the height field. The height field
of a surface S can locally be expressed as

S(p) =
1

2
〈p,Sp〉+ 1

2
C(p, p, p), (25)

where C denotes a 2× 2× 2 rank-3 tensor defined as C B (DuS DvS).
A smooth step edge function E:

E(θ,α,u, v) =
1

6
α(u cos(θ) + v sin(θ))3, (26)

is fitted to the height field S with the local coordinates u, v and the
edge intensity α. Relief edges are then defined as

〈w,Sw〉 = 0 with (θ,α) = arg min
∫
(E− S)2ρdρdω, (27)

where w = (cos(θ̂), sin(θ̂)). Note that θ is written as the minimization
argument, but used θ̂ as the solution. The condition were simplified
for a relief edge; Kolomenkin et al. [KST09] describe a detailed deriva-
tion of the relationship between θ and θ̂. Similar to the demarcating
curves, this approach uses 3

rd order derivatives.

illumination-dependent feature lines

photic extremum lines Xie et al. [XHTS+07] presented photic
extremum lines (PELs) to illustrate the surface mesh. While all pre-
viously described feature lines are based on discontinuities of the
surface mesh, PELs analyze discontinuities in the illumination. These
feature lines are motivated by the importance of illumination as a
shape cue or visibility and are thus based on the shading of the sur-
face. PELs lines are defined as those locations where the variations
of the shading reaches a maximum based on Lambertian reflectance
f B 〈n, l〉, with n being the normal and l being the light vector (equiv-
alent to the view vector v for headlight setups). Using the normalized
light gradient w = ∇f

‖∇f‖ PELs are then defined as:

Dw‖∇f‖ = 0 and DwDw‖∇f‖ < 0. (28)

In this case the PELs only depend on a single light source and the
result can be improved by adding additional light sources. For ex-
ample, additional local light sources can reduce erroneous lines in
noisy regions. Similar to ridges and valleys, the filtering is done by
measuring the strength of the integral along a line with respect to
the magnitude of the light gradient. A line is drawn if the integral
exceeds the user-defined threshold, otherwise it is discarded. Zhang
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et al. [ZHS10] later improved the computation of PELs to achieve real-
time rendering. While the computation of the PELs also relies on 3

rd

order derivatives, it is only necessary to smooth the normals to obtain
reasonable results on noisy surfaces.

lines via abstracted shading The line generator technique
(LAS) proposed by Lee et al. [LMLH07] determines view-dependent
regions around potential ridge and valley lines and is based on two
passes. The first pass computes the shading, for example based on
Lambertian reflectance f B 〈n, l〉. The second pass then identifies im-
age pixels that form ridges and valleys of the image intensities due
to the shading. Then a second-degree polynomial f(x,y) = a0x

2 +

2a1xy+ a2y
2 + a3x+ a4y+ a5 is fitted to the shading values at each

fragment. In practice, the authors use nine (image-independent) sam-
ple points (xi,yi), arrange them in a 3 × 3 grid, and construct the
matrix X which is made up of the rows (x2i 2xiyi y

2
i xi yi 1). The

matrix H = (XTX)−1XT can then be calculated as a pre-processing
step. At run-time, the authors determine the matrix A = HT where
T is a matrix that consists of the shading values of the sample points.
The matrix A yields the coefficients of the fitted second-degree poly-
nomial. Then, the function f can be written as a quadratic form:

Q(x) = (x − c)T
(
a0 a1

a1 a2

)
︸          ︷︷          ︸

M

(x − c) , with (29)

c = −
1

2
M−1(a3 a4)

T . (30)

The eigenvalues and eigenvectors of the matrix M serve as princi-
pal curvatures and principal curvature directions on the image. The
abstracted shading lines are then defined as the curve through c in direc-
tion of the lower curvature value. As such, with a headlight lighting
setup, the line generator extracts pixels that contribute to contours
and will, in part, reproduce the suggestive contours generator. The
visualization designer through the use of different lighting, however,
has the freedom of defining where the lines will depict more or less
details. As an image-based technique, the second pass automatically
handles the depicted level of detail. Interestingly, in contrast to other
feature line approaches this method is not a technique where lines are
identified as zero-crossings. Therefore, this method uses first order
derivatives, but if the principles curvatures and the directions would
be determined by the Hessian matrix on the shaded image and the
ridge and valley line would have been determined as isolines, the
technique would be of third order.
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laplacian lines Laplacian lines (LL) were introduced by Zhang
et al. [ZHXX+11]. They determine the Laplacian of the Lambertian
reflectance f B 〈n,�〉 and then find the zero-crossings:

∆f = 0 and ‖∇f‖ > τ, (31)

Noisy lines can be filtered with a user-defined threshold τ which
measures the magnitude of the light gradient. The Laplacian lines are
of 3

rd order, but similar to the PELs one can restrict the smoothing to
the normals to get a better result for noisy surfaces. An advantage of
this method is that, instead of determining the Laplacian of the actual
shading, it can be calculated on the normals: ∆f = 〈∆n, v〉. This yields
a simplified pre-processing step and increases the frame rates during
the interaction.

difference of gaussians Inspired by their use in image pro-
cessing [MH80], Zhang et al. [ZXYH+12] adapted the difference of
Gaussians (DoG) concept to surface meshes for the depiction of char-
acteristic lines. Their main idea is to apply two different Gaussian
kernels Gσe ,Gσr to the illumination f B 〈n, l〉 of the surface. The fi-
nal image is then obtained by calculating the difference by subtracting
the smoothed illumination results from each other, formally:

H(f,σe,σr, τ) = Gσe(f) − τ ·Gσr(f). (32)

Zhang et al. define the Gaussian of the illumination as:

Gσ(f)
∣∣
x =

1

2πσ

∫
f(y) exp

(
−
‖x − y‖
2σ2

)
dy. (33)

The strength of a feature line at a point is then defined as:

D =

1 if H > 0

1+ tanh(φH) otherwise
(34)

where φ determines the sharpness of the rendered result and D de-
termines the fragment’s color. Zhang et al. simplified the Gaussian
with Gσ(f)

∣∣
x ≈ v(x) ·Gσ(n)

∣∣
x and used σe as the average edge length

and σr =
√
1.6σe. The computation of the Gaussians is, therefore,

just a pre-processing step. Zhang et al. also extended the difference
of Gaussians to an anisotropic version. Here, they determine a local
parametrization h(u, v) such that u points in direction of the princi-
pal curvature direction k2 with |κ1| > |κ2| being the minimal abso-
lute value and u being orthogonal to v. Then, they smooth the nor-
mals along v, yielding a visually more pleasing result. In contrast
to other feature line approaches, the DoG method detects (linear) re-
gions rather than lines defined by zero-crossings. Due to the use of
pre-processing and the simple subtraction step, however, this method
is faster than the other approaches.
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3.3.2.2 View-Dependent Feature Lines

In contrast to the view-independent lines, other feature lines are com-
puted based on the given viewing (and sometimes illumination) con-
ditions. A large number of lines have been suggested which will be
reviewed below.

suggestive contours DeCarlo et al. [DFRS03] introduced sug-
gestive contours (SC) as the first view-dependent feature line method.
They describe features that are occluding contours in nearby view-
points, and that naturally extend occluding contours in the 2D view
plane. Two equivalent definitions exist: The first is based on the sur-
face normal n, the view vector v which points towards the camera,
and the projected view vector on the tangent space w = (Id − nnT )v.
Suggestive contours are then defined as the loci of points where 〈n, v〉
reaches a minimum in direction of w:

Dw 〈n, v〉 = 0 and DwDw 〈n, v〉 > 0. (35)

The other definition is based on the radial curvature κr. Given the
principal curvature directions k1, k2 with curvatures κ1, κ2, the pro-
jected view vector w can be written as a linear combination of the
principal curvature directions w = αk1+βk2. These coefficients then
yield the radial curvature κr = ακ1 + βκ2 and the suggestive contours
can be defined as the loci of points where

κr = 0 and Dwκr > 0. (36)

is fulfilled. Filtering can be applied based on a user-defined thresh-
old which tests if the radial curvature exceeds the given threshold.
Suggestive contours thus use 2

nd order derivatives, making them less
susceptible to noise than lines based on 3

rd order derivatives.
Several authors have adjusted and extended the concept to date.

For example, DeCarlo et al. [DFR04] themselves explored the real-
time computation of the lines, while McGuire and Hughes [MH04]
discussed a hardware-based implementation that also facilitates line
stylization. Jeong et al. [JNLM05] and Ni et al. [NJLM06] have pre-
sented an approach controlling the depicted amount of line detail by
adjusting the underlying mesh in a progressive fashion based on the
current view. Goodwin et al. [GVH07], finally, addressed line styl-
ization issues as mentioned above. Other authors have explored the
application of suggestive contours specifically to illustrative visualiza-
tion applications. For example, Burns et al. [BKRF+05] demonstrated
the computation for volumetric models as used in medical visualiza-
tion, while Lawonn et al. [LGP14a] employed them for vessel visual-
ization.

highlight lines DeCarlo and Rusinkiewicz [DR07] extended
the concept of suggestive contours and added two new classes of
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feature lines, suggestive highlights and principal highlights (HL), that
provide shape cues analogous to shading. The suggestive highlights are
defined as the loci of points where 〈n, v〉 reaches a positive maximum
in the direction of w:

κr = 0 and Dwκr < 0. (37)

Note that, in contrast to Equation 36, this definition evaluates where
the second condition is negative. The principal highlights, on the other
hand, are defined as strong positive maxima of 〈n, v〉 in the direction
of w⊥ B n×w/‖n×w‖. For this purpose the authors define the ra-
dial torsion τr as 〈S(w⊥), w〉 = τr‖w‖ and use the principal curvature
direction k1 with |κ1| > |κ2| as follows:

〈k1, w〉 = 0 and Dw⊥τr < 0. (38)

A user-defined threshold is then used to discard lines whose deriva-
tive is lower than this value. Like suggestive contours, suggestive and
principal highlights use 2

nd order derivatives and are thus less suscep-
tible to noise than lines based on 3

rd order processing.

apparent ridges Judd et al. [JDA07] presented apparent ridges
(AR), an extension to the ridges and valley concept that uses a view-
dependent curvature term. Formally, apparent ridges are the loci of
points at which the view-dependent curvature assumes an extremum
in the view direction:

Dt ′κ
′ = 0 and Dt ′Dt ′κ

′ < 0. (39)

In this definition, the sign of κ ′ is always positive, and the authors use
the sign of curvature (defined on the mesh) to distinguish between
ridges and valleys. A ridge occurs whenever Equation 39 is fulfilled
and the curvature on the mesh is negative, while a valley is detected
if the curvature is positive. The view-dependent curvature is defined
by a projection operator P that maps points on the surface mesh to
the view plane. Then, κ ′ is defined as

κ ′ = max
‖P(x)‖=1

‖S(x)‖ (40)

and t ′ is the corresponding vector. Like in the approaches discussed
before, the authors filter out undesired lines with a user-defined thresh-
old for the view-dependent curvature. The major advantage of ap-
parent ridges is that they combine the advantages of static ridge and
valley lines with the benefits of view-dependent features, depicting
strong and thus salient changes in the surface mesh as observed by
the viewer/camera. Their disadvantage is the use of 3

rd order deriva-
tives, which can lead to cluttered or noisy results for insufficiently
smooth meshes.
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Table 1: Major feature line methods. The derivative order are stated as well
as if the method is view-dependent, illumination-dependnet, and if
the method can be applied to animated surfaces in real-time.

Name Order V.-dep. I.-dep. Anim.

Occluding Contours 1 yes no yes

Crease Lines 1 no no yes

Ridges & Valleys 3 no no no

Demarcating Curves 3 no no no

Relief Edges 3 no no no

Suggestive Contours 2 yes no yes

Highlight Lines 2 yes no yes

Apparent Ridges 3 yes no no

Photic Extremum Lines 3 no yes yes

L. Abstracted Shading 1 (3) no yes yes

Laplacian Lines 3 no yes no

Difference of Gaussian 3 no yes yes

3.3.2.3 Summary

The line concepts discussed in Section 3.3.1 and Section 3.3.2 differ in
their specific characteristics, Table 1 provides an overview. Occluding
contours are essential for illustrative sparse line visualizations, while
a good choice of feature lines is recommended—in typical cases view-
dependent ones. For most of these concepts the respective authors
have demonstrated their suitability for illustrative visualization, for
example suggestive contours for terrain models [NJLM06], medical
objects [JNLM05; NJLM06; LGP14a], biological illustrations [GVH07],
and even medical volume scans [BKRF+05], highlight lines for math-
ematical shapes [DR07], apparent ridges for mechanical shapes and
medical objects [JDA07], photic extremum lines for mathematical sha-
pes and volumetric medical data [XHTS+07], abstracted shading for
terrain visualizations [LMLH07], and Laplacian lines for medical and
biological surface models [ZHXX+11]. Other line concepts exist as
well but, like Sousa and Prusinkiewicz’s [SP03] approach, are often
geared more toward an artistic representations of shapes instead of
efficiently communicating object shape.

The specific choice of lines depends on the application and the line
properties. For example, some line concepts have noise issues with
non-smooth surfaces which makes them less suited for surfaces that
are directly derived from segmentations or 3D scans. Other feature
line methods cannot easily be applied to animated and deforming
objects because surface curvature and the curvature derivatives can-
not easily be computed in real-time for deforming objects. To address
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(a) [HZ00] (b) [RHDKV+07] (c) [GI13]

Figure 2: Three hatching examples, (a) as an image-based hatching, (b) as a
texture-based hatching, and (c) as an object-based hatching

this last issue, Kalogerakis et al. [KNSM+09] presented an approach
that learns a mapping from a set of animation parameters to surface
curvatures for a deforming surface mesh. With this model they are
able to predict the changing curvatures as well as their derivatives,
based on which they derived a fast algorithm to extract feature lines
of deforming objects at runtime.

3.3.3 Hatching

Hatching is another category of line drawing visualization techniques
that is inspired by traditional illustration styles. In contrast to sparse
lines that are placed at prominent features, hatching consists of a
set of compound lines which cover larger parts of the surface to
convey a spatial impression. The hatching approaches can generally
be divided into three categories (see examples for these classes in
Figure 7): image-space, texture-space, and object-space methods. These
three classes have in common that, for most of them, the hatching
strokes are placed along the principal curvature directions (PCDs).
Early work has provided several arguments for this choice [IFP96;
GIHL00; SW04], in particular in the case of visualization. They differ,
however, in the specific domain/space in which the hatching strokes
are placed, with implications for their use in illustrative visualization.

3.3.3.1 Image-space Hatching

As the name suggests, image-space hatching approaches operate on
the projection of the surface mesh. This is a natural approach to
hatching as the traditional technique was created by manually draw-
ing lines on a 2D image (e. g., see Dürer’s artwork). Image-space ap-
proaches can again be roughly categorized into three classes based on
how they compute the hatching strokes: texture projection, streamline
calculation, and line integral convolution.
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texture projection This first class uses dedicated hatching tex-
tures for rendering the shapes. These textures are defined in the 2D
image plane and are either aligned with a fixed direction depending
on the view [LMHB00] or are aligned with the principle curvature
directions [LKL06; KYYL08]. This class of hatching methods thus re-
lies on an image-plane mask that ensures that the area of the surface
mesh is filled with the hatching texture. While this general approach
facilitates an easy implementation and is fast to compute (even for an-
imated shapes in a frame-coherent manner [KYYL08]), it can lead to
the shower door effect. This effect results in strokes being perceived
as if they were connected to the image plane and not to the object
itself, which leads to distraction which is not suitable for most inter-
active visualization applications.

streamline calculation The approaches in this class gener-
ate hatching strokes by tracing streamlines along the PCD (or other
directional properties such as gradients of properties such as illumi-
nation or depth [LUS13; LUS14]) in the image plane. Typically, these
fields are first computed in object space and then projected into image
space [HZ00; RK00]. In principle, the method starts by defining seed
positions and then applying the streamline calculation using a Euler
scheme along the PCD to derive the hatching strokes. To deal with
the natural noise in the PCDs, this approach can use a segmentation
of the PCD buffer into regions with homogeneous principal direc-
tion fields as done by Rössl and Kobbelt [RK00] or by smoothing the
direction field before the integration of strokes [HZ00]. The result-
ing strokes can then be stylized, for instance based on illumination,
while cross-hatching can be used for particularly dark regions (e. g.,
[HZ00]). The seed point placement is essential for this class of meth-
ods [LUS13] as each stroke is derived independent from the ones al-
ready placed. This is important, in particular, for animations to avoid
the shower door effect by ensuring that the seed points stay locked
with respect to their initial positions on the 3D surface [LUS14]. Be-
cause each stroke is independent, they can still come close or even
overlap, even for a good set of seed points. This issue can, however,
be addressed by ensuring that strokes only have limited influence,
for example using Lichtenberg et al.’s [LSHL16] stroke regions that
are maintained for each seed. Alternatively, the seeds are placed it-
eratively such that a new seed is placed at a given distance from a
previous hatching stroke and the stroke is stopped when it comes too
close to an already existing line [HZ00]. The result of this approach
is typically visually pleasing (e. g., Figure 2a), partially because it re-
sembles the manual hatching process.

line integral convolution Another approach to address the
issue of close lines is to use line integral convolution (LIC) which was



42 surface-based illustrative rendering for visualization

initially conceived for 2D vector field visualization [CL93; SH95]. In
contrast to streamline computation, the LIC method uses an under-
lying noise field to generate lines in form of shaded pixels. Different
noise fields can be used, for example based on shading, color, or fea-
tures [KYM12]. This method is also not reduced to using the PCDs
as the primary directions for the strokes but can also use other such
as tangent directions of isocurves of view-dependent features, tan-
gent directions of isophote curves [Min13; Min15], or light gradients
[LKEP14]. While the LIC approach produces generally hatching-like
images that can convey shape, the resulting images only exist in form
of pixels and are not as similar to the traditional illustration style as
the results from the streamline-based approach.

3.3.3.2 Texture-space Hatching

Texture-space hatching approaches rely on special textures which en-
code the hatching style. These textures are attached to the 3D surface
mesh of the visualized object and then rendered using the traditional
graphics pipeline. Brightness variations and the use of single and
cross hatching is possible. This approach has the advantage that no
shower door effect is created and it results in the impression of an
illuminated surface illustrated by hatching. Two different techniques
exist to parametrize the texture mapping, either local or global, as ex-
plained next.

local parametrization A local parametrization maps a re-
gion on the surface to a 2D coordinate system, and vice versa. The
local parametrization may include a region consisting of several tri-
angles, where the number of neighbored triangles depends on the
variation of the curvature [PHWF01] or it may just include a fixed
number of neighbors [SBB13]. Praun et al. [PHWF01] presented an
interactive hatching approach in which they interactively control the
viewing and lighting conditions in a frame-coherent manner. In a
pre-processing step, they create hatching textures by starting with a
stroke and create several instances of it. The creation of these Tonal
Art Maps comprises textures that vary in both tone and resolution.
They impose a nesting property, i. e., hatching textures in one image
appear in all the finer resolution images, and all the darker tone im-
ages. At run-time, a subset of the textures are selected and blended
and are applied to the mesh surface. The projection is based on the
work by Praun et al. [PFH00] which cuts patches from an example im-
age. Then, each patch is repeatedly pasted in random places onto the
surface until it is completely covered. A direction field is needed to
cover the patches onto the surface mesh because the hatching strokes
have a certain direction. This direction field consists of the princi-
pal curvature direction with the maximal absolute curvature value.
Webb et al. [WPFH02] extended Praun et al.’s [PHWF01] work and
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introduced Volume Tonal Art Maps to enhance the control of tone and
the use of colors. Instead of using a set of textures to control the
brightness, they used a volume texture that allows a finer transition
in case of a change of the illumination. Another extension of Praun
et al.’s [PHWF01] work was introduced by Gasteiger et al. [GTBP08]
who used a hatching method for anatomical meshes which were de-
rived from clinical volume datasets. Their main contribution is to add
the model-based preferential directions of the underlying anatomi-
cal structures. A real-time hatching on large scenes was proposed by
Suarez et al. [SBB13]. In their approach the stroke direction depends
on the curvature direction as well as on the light direction. The tri-
angle adjacency is employed to guarantee coherent strokes of the sur-
face mesh. Later, they extended their approach [SBB16] and presented
a hatching scheme that can be applied on surface meshes with an as-
sociated texture. Different hatching patterns are generated based on
the surface mesh’s texture, which also vary in their tone. The result-
ing textures are stored in a multi-resolution tonal art map. In addition,
different shading types are possible including regular shadows, soft-
/cast shadows, and self-shadowing. Moreover, their algorithm works
on static, as well as animated surface meshes.

global parametrization A global parametrization assumes
a bijective map from every vertex on the surface mesh to a 2D co-
ordinate system. The calculation of a global parametrization, how-
ever, is a challenging task as a good parametrization should preserve
angles and areas. Such a parametrization does not exist in general,
thus several methods exist that try to find an approximate solution
[FH05]. For example, Ritter et al. [RHDKV+07] presented a hatch-
ing technique for vascular surfaces, see Figure 2b. They first acquire
the surface meshes including a segmentation of the CT/MR volume
data with the underlying skeleton structures. Based on the skeleton
and the distances from the centerline to the surface, they then create
texture coordinates. These texture coordinates are then used for the
hatching, in a fragment shader, identifying the coordinate for which
the fragment needs to be black. Their hatching scheme was used to
illustrate the distance of the camera to the surface, the distance of
a lesion to the surface, and to encode distance-encoded shadows. In
contrast, Szécsi et al. [SSK16] provided a hybrid hatching solution by
introducing Tonal Art Maps with Image Space Strokes (TAMISS). First,
they assign every stroke of a tonal art map a unique ID. Then, they
fit a curve on each fragment that shares the same ID. Finally, these
curves are extruded to image-space stylized strokes.

3.3.3.3 Object-space Hatching

Object-space hatching relies on explicit line primitives on the 3D sur-
face. The lines are seeded on the surface mesh and are then traced
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along a direction field, typically the PCDs. Because this processing
is independent of the later projection into image space, it generally
cannot guarantee a minimum distance between two strokes and have
to use dedicated treatment to address cases where lines come too
close. The advantage of object-space hatching is, however, that it in-
herently supports the interactive exploration of the depicted objects.
These approaches thus avoid a re-computation of the hatching lines at
run-time and do not exhibit any visual animation artifacts that arise
in image-space approaches from the 2D character of lines.

Elber [Elb99] first presented an object-based approach for freeform
surfaces. He uniformly distributed points on the surface, integrated
lines along inherent direction fields such as the parametric directions
or isophote directions, and parameterized the lines according to illu-
mination and surface properties. Elber and Cohen [EC06] later also ex-
plored PCDs and the parametrization according to a countour-based
notion of visual importance. This general approach has also been ap-
plied to surface meshes [RKS00]. All these techniques, however, lead
to rather random stroke distances to the more or less random place-
ment of seed points. To address this issue, Deussen et al. [DHRS+99]
and Medeiros et al. [MSVF09] thus explored a hatching approach that
is based on computing intersections of the 3D geometry with evenly
placed plane objects. The planes are kept more or less parallel to each
other, oriented according to some skeleton or spine. The resulting
illustrations resemble some hand-drawn techniques well, but work
best only for more or less cylinder-like structures. To also be able
to deal with general shapes, authors thus turned to careful seeding
and line integration, combined with the use of direction fields on
the surface. Singh et al. [SS10], for example, used illumination-based
directions, orienting their hatching lines similar to view-dependent
feature lines such as suggestive contours and apparent ridges. Zan-
der et al. [ZISS04], instead, used direction fields based on the PCDs
and described an elaborate line shading technique that can be con-
trolled and changed at run-time. Moreover, they addressed the issue
of object-space hatching lines coming too close to each other at re-
gions perpendicular to the view direction by locally changing the line
stylization to become less visually prominent. Lawonn et al. [LMP13]
then described a GPU-based approach for the line integration on the
3D surface to make it possible to use the techniques in interactive
scenarios and for complex meshes. All these techniques, however, re-
lied on purely mathematical concepts to guide the line placement and
parametrization. Gerl and Isenberg [GI13] thus use an example-based
approach (Figure 2c) that first learns line placement and parametriza-
tion from a handmade example illustration and associated model, to
later be able to automatically or interactively create new illustrations
for other shapes, but using the initially captured hatching style.
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(a) [KMIA+09] (b) [BTBP07] (c) [MPS04]

Figure 3: Three stippling examples, (a) as an image-based hatching, (b) as a
texture-based hatching, and (c) as an object-based stippling.

Various application scenarios for such object-based hatching have
been discussed. The authors of the cited papers have applied their
techniques, for example, to the illustrative visualization of medical
objects [DHRS+99; EC06; GI13; LMP13; MSVF09; SS10], of mathemat-
ical shapes [Elb99; SS10; ZISS04], and of botanical models [ZISS04].
Generally, the line integration techniques are useful for shapes with
well-defined direction fields (e. g., mathematically defined objects),
while the surface intersection techniques are more robust to noise
and can also be useful for ‘less clean’ objects such as those resulting
from medical scans [SEI10].

3.3.4 Stippling

Similar to computer-based hatching, computer-based stippling is in-
spired by a traditional illustration style and uses primitives distributed
over the surface of the depicted objects to illustrate its shape and
properties. In contrast to hatching, however, stippling does not use
directional primitives and restricts itself to dots. The placement of the
dots and their size and potential overlapping is thus used to indicate,
for example form, illumination, and materials. Furthermore, unlike
feature lines and hatching approaches, stippling was not motivated
by perceptual studies. Several computer-based stippling approaches
exist [DI13; KCWI13]. Like the hatching approaches, the stippling ap-
proaches are roughly categorized into image-space, texture-space, and
object-space methods, see Figure 3 for examples and Figure 7 for an
overview.

3.3.4.1 Image-space Stippling

Generally it is possible to use virtually any traditional image-space
stippling technique also for the illustrative visualization of surface
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meshes—simply by rendering the surface into an image and then ap-
plying the stippling (for an overview see the existing surveys [DI13;
KCWI13]). Often dot distributions are computed based on relaxation
(e. g., [DHOS00; Sec02; BSD09]); or using dedicated distribution func-
tions (e. g., [KCODL06; VBTS07]), example-based dot distributions
(e. g., [KMIA+09], see Figure 3a), or scale-dependent schemes (e. g.,
[MALI11]). These approaches are well suited for producing illustra-
tive visualizations see, for example, for medical illustration [KMIA+09;
INCS+06; SHS02], biological objects [DHOS00; HHD03; KMIA+09],
technical models [DHOS00], and even archeological artifacts or sites
[INCS+06; MALI11].

3.3.4.2 Texture-space Stippling

Similar to the equivalent hatching approach, texture-space stippling
techniques rely on dedicated stippling textures that are projected onto
the surface mesh. Baer et al. [BTBP07], for instance, used the basic
idea of tonal art maps [PHWF01] and created stipple illustrations for
medical applications. To minimize distortions of the circular points,
they employed a polycube representation (e. g., Figure 3b). Krüger
and Westermann [KW07], instead, use 3D volumetric noise textures to
assign a noise value to each surface fragment, which is then compared
to the fragment’s illumination to either render it as a stipple dot or
not. This approach works for both surface and volume models and
the authors demonstrated its use in medical visualization.

3.3.4.3 Object-space Stippling

Object-space stippling, finally, places the stipple dots directly onto the
surface of the object to be illustrated. Like in object-space hatching,
this process has the major advantage that animation or interaction
artifacts are avoided such as the shower door effect. Moreover, this
process facilitates the use of animated models, such as animations
in biological education (e. g., [MPS04], see Figure 3c). For example,
Meruvia Pastor et al. [MPS02; MPFS03] assign a dot to each vertex of
the mesh, while Costa Sousa et al. [CSFWS03] assign marks to each
mesh edge. Meruvia Pastor et al. then randomly perturb the dot posi-
tions to avoid artifacts from regular meshes and, to adjust the density
of the dots to the illumination, use mesh subdivision and progres-
sive meshes. Costa Sousa et al., in contrast, rely on dense meshes and
adjust each mark according to the illumination and other properties.
In an alternative technique, Meruvia Pastor and Strothotte [MPS04]
use point hierarchies to adjust the stipple density. Similarly, Lu et
al. [LTHE+02; LMTE+03] place several dots per polygon and only
render some based on the illumination and size on the screen, the
latter to take scale issue into account. In a fundamentally different ap-
proach, Yuan et al. [YNZC05] used a conformal parametrization to ob-
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tain the stippling results, effectively operating in the geometry-image
domain. This approach combines the benefits from image-space ap-
proaches (e. g., use of edge detection) with benefits from the purely
3D techniques (e. g., frame-coherence in animation). Purely object-
space techniques, on the other hand, have been demonstrated to also
be extendable to volumetric models [LMTE+03]. Examples for the use
of object-space stippling for visualization purposes include the ap-
plication to medical models [LTHE+02; LMTE+03; MPFS03; MPS04;
CSFWS03], technical models [LMTE+03], terrain models [CSFWS03],
and archeological artifacts [MPS04; CSFWS03].

remarks on stippling In contrast to curvature-based hatching,
where studies indicate a clear advantage for shape perception (see
3.4), no rigorous study shows an advantage of stippling over conven-
tional shading. Thus, it remains open whether it is merely an aesthet-
ically pleasing approach.

3.3.5 Illustrative Shading

In contrast to the former techniques, where the model was illustrated
with primitives such as lines or points, this section explains various
techniques that illustrate the model based on lighting conditions. The
term illustrative shading refers to those techniques that perform shad-
ing that is neither physically-based simulation of light propagation,
nor it attempts to mimick such a simulation process. The central prop-
erty of illustrative shading is that the shading emphasizes specific
structural aspects and communicates them more effectively than a
result of a photorealistic shading.

There is however not a clear separation between line-drawing tech-
niques and illustrative shading techniques, as some line drawing gen-
erators in fact use the shading in the line generation algorithm. The
work of Lee et al. [LMLH07] discussed in Section 3.3.2 presents one
example centered around the idea that line drawing can be consid-
ered as an abstraction of shading. Their work is presented in Fig-
ure 5b, where the lines are combined with a toon shading, discussed
below. The PEL-generator produces slightly different results, but is
based on the same claim that illumination should be an important
factor in the line drawing design [XHTS+07]. While these two tech-
niques have exemplified how shading can serve as a basis for a line
generator, the relation between shading and line generation can be
also the other way around, shading can be expressed by means of
lines [DR07] as is the case in the above described highlight lines. The
entire category of hatching techniques uses lines to convey shading.
So the first category of shading techniques can be categorized as both
lines as well as illustrative shading techniques.
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Figure 4: One of the first illustrative shading techniques by Gooch et
al. [GGSC98]. Strong edges are illustrated in black color, highlights
with white, and the surface shading is based on the luminance.

The recent work by Liu et al. [LML16] has extended the line draw-
ing algorithms by the notion of a global tone, an illustration method
based on the visibility of a region or a point on the surface, related
to ambient occlusion. The mild toning adds to the line drawing ad-
ditional shape cues and the entire illustration looks closer to a hand-
crafted depiction when charcoal is used as the depositing material.

toon shading The most classical approach to illustrative shad-
ing originates from the cartoon industry. There, because of lack of
colors, one can quantize shading into few bands of color tones only,
instead of a continuous threshold. This creates a distinct appealing
effect. Such shading style is known as toon or cel shading. There are
many variants of toon shading and it is hard to date its first computer-
ized use. The most straightforward implementation of toon shading
first defines a desired amount of luminance bands. Then the shaded
intensity coming from a Lambertian shading would be quantized to a
central intensity of a corresponding band. Toon shading can be used
in illustrative rendering for encoding quantity intervals, or it can be
used for shading the context in less of detail, so that the focus area is
differentiated by a richer shading scheme.

Barla et al. [BTM06] extended the idea of toon shading and added
an eye-space depth as an additional parameter in their X-Toon Shader
technique. The dot product between the surface normal and the light
direction serves as an argument together with the depth value into
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(a) [BTM06] (b) [LMLH07]

Figure 5: In (a) the results of the X-Toon Shader by Barla et al. [BTM06] is
shown, where the 2D look up table is presented as an inlet. In
(b) the line drawing by abstracted shading combined with toon
shading is depicted by Lee et al. [LMLH07] is illustrated.

a two-dimensional lookup table with pre-computed shading values.
Such a pre-computed lookup table basically represents a distinct ren-
dering style that incorporates an appealing haze effect for more dis-
tant objects. The example of X-Toon Shader results are shown in Fig-
ure 5a. This principle has been extended by Hao et al. [HCZW10]
who used a 2D texture to assign the fragment of a surface a specific
color. The x-component is used as the radial curvature, similar to the
curvature in suggestive contours. The y-component of the texture en-
codes the surface shading, i.e., the positively clamped dot product of
the surface normal with a light vector.

The idea of capturing the shading behavior in a texture has been
taken further in the work that proposes the Apparent Relief Descrip-
tor [VBGS08]. This is essentially a texture that defines how the surface
with particular curvature properties will be shaded, a concept similar
to Curvature-based Transfer Functions for volume rendering [HKG00].
The shape descriptor is characterized by the principal curvatures. A
lookup texture is used to encode the shading (or coloring) based on
the combination of these two curvature parameters. This way ridge
and valley areas can be made visually distinct, or any other features
that have distinct curvature properties.

cool-to-warm shading Another very well known example of
illustrative shading is the technique proposed by Gooch et al. [GGSC98].
The key idea comes from observation of fine arts, where painters
rarely use black paint for shaded objects or objects in shadow. In-
stead they are using a more cool color, typically darker blue, so that
the light propagation is encoded, but the areas in shadow are still
perceivable. The proposed shading scheme therefore does not only
change the luminance of an object at a particular location on its sur-
face, but the color changes simultaneously in hue. This technique is
known as Cool-to-Warm shading. Highlighted areas become more yel-
lowish, while strongly shaded areas become more blue. An example
of this illustrative technique is depicted in Figure 4.
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shading by transfer The X-Toon Shader [BTM06] discussed
above uses a pre-computed texture for fetching the values during the
shading process, based on light vector, normal vector, and the eye-
space distance, as input parameters. The idea of pre-computing shad-
ing and fetching it during the image synthesis has been around many
years already. The famous example on how to transfer hand-drawn
shading using the pre-computed approach is known as the Lit-Sphere
concept [SMGG01]. The artist can provide a large amount of various
visual styles by drawing a 3D sphere. Such sphere is used as a lookup
texture using the eye-space normal as the input parameter. On the
particular location on the target geometry, the shading value is deter-
mined by computing the eye-space normal vector at this location that
is input into the lit-sphere lookup texture. The point on the sphere
which has the same normal vector will be taken as an output of the
lit-sphere lookup and will be used for shading the target geometry.

Very recently, the lit-sphere concept has been extended by a sphere
on the table in the StyLit approach [FJLS+16]. This way, not only the
local shading can be captured, but also the global-illumination ef-
fects such as shadows and color bleeding. Previous techniques for
style transfer such as Image Analogies [HJOC+01] or Neural Styliza-
tion [GEB16] use image statistics or convolutional neural networks for
transferring the style. These turn out to be not satisfactory for a given
purpose of the illumination transfer. However it is possible to decom-
pose the light into light-path expressions [Hec90], namely into the direct
diffuse, direct specular, indirect light and 1st and 2nd bounce compo-
nents. If image statistics for each light path expression is computed
independently, then a notably better result could be achieved. This
result can be furthermore improved by using a texture-synthesis that
controls the level of usage of particular image patches to avoid image
patch overuse.

Prior to the above work Tietjen et al. [TPBG+08] proposed the so-
called shading maps where each map contains a particular light type
or geometric property encoding. These maps are then combined with
various weights in the compositing stage to obtain a final image. First,
the surface mesh is rendered in different ways, e.g., with shading of
different light positions, the depth, contours, feature lines, curvature,
etc. The results are stored in the framebuffer. The final image is gener-
ated as a weighted sum of all previously calculated results. Therefore,
the final image slightly attenuates features that would not be shown
with standard shading.

dynamically coherent stroke shading Above examples of
the stylized shading in principle work for one image only. If creating
an animation sequence, each image is created independently and nat-
urally leads to temporal visual artifacts. This can be addressed by the
work of Breslav et al. [BSMB+07] that used a coherent approach to
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fix 2D texture patterns on the surface mesh. As a first step, they dis-
tributed 3D sample points over the surface, during the run time the
positions on the view plane is traced. Thus, the position of the previ-
ous frame and the current frame is stored. With this observed motion
a transform is applied to the pattern such that the visualization is
frame-coherent during interaction.

scaled shading A prominent category of illustrative shading
consists of techniques that put a special emphasis on strongly convey-
ing the surface details by modifying the standard shading equations.
Rusinkiewicz et al. [RBD06] with their Exaggerated Shading technique
enhanced details on the surface mesh, motivated by the rules for car-
tography heightmap design. The standard diffuse Lambertian shad-
ing is therefore modified to support levels of exaggeration of slope of
changes based on the parameter a:

e =
1

2
+
1

2
clamp
[−1,1]

a〈n, l〉 (41)

This exaggeration further utilizes a spectral approach, where the
surface is decomposed into several bands of suface details. These lev-
els can then be exaggerated individually and the final appearance is
composited as a weighted sum of all surface-detail frequencies. To
achieve various levels of detail, the surface normals are smoothed in
multiple iterations and each iteration represents one scale.

A work that is visually similar to the exaggerated shading is based
on light warping driven by view-dependent curvature [VPBG+09].
The perceptual reasoning why this technique conveys shape effec-
tively, stands on visual perception research that describes the way
how the perception of curvature depends on the compressions of re-
flected light patterns on the surface. Interesting surface details are
characterized by non-zero curvature values. The technique essentially
exaggerates the reflection vector based on view-dependent curvature
so that it enriches the light pattern that is compressed onto the inter-
esting surface area.

While these above techniques clearly emphasize surface features, a
negative side-effect is that the modification of the shading changes
also the perception of the material. A glossy material might easily
change to a brushed appearance for example. In a follow-up work,
the same authors have therefore presented a technique that both en-
hances the surface depiction and preserves the material appearance.
The technique is referred as Radiance Scaling method [VPBG+11]. The
key idea is to modify reflected light intensities based on view-depen-
dent surface curvature as well as material characteristics. In the case
of Phong illumination model, each light component, i.e., ambient, dif-
fuse, and specular, has a separate scaling function. An example of
surface landscape has been emphasized by radiance scaling in Fig-
ure 6b.
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(a) [LHV06] (b) [VPBG+11]

Figure 6: In (a) the Light Collages technique by Lee et al. [LHV06] is shown,
where several light sources contribute to the object illumination.
In (b) the method by Vergne et al. [VPBG+11] shows how radiance
scaling can significantly improve the perception of surface features,
without affecting the perception of material.

light collages Several techniques above decompose illumina-
tion or geometry into number of aspects that can be individually con-
trolled. In the Radiance Scaling or the StyLit techniques it was the dif-
ferent light expressions, in the case of Exaggerated Shading it was the
surface detail frequency. The technique called Light Collages [LHV06]
also decomposes the geometry of the surface into several patches sep-
arated by high curvature borders. For each patch an optimal light
source is calculated, so that the diffuse and the specular lights con-
vey the surface details to the viewer. Once these are calculated, the
light corresponding to a particular patch only illuminates that patch
and not the rest of the surface geometry. At the patch borders the il-
lumination originating from different light sources is mixed together
to create a continuous illumination effect that is locally optimal but
globally inconsistent. An example of such expressive physically in-
consistent lighting is shown in Figure 6a.

3.4 evaluation

Just like for visualization in general, evaluation is also essential for il-
lustrative visualization. The techniques employed for this specific sub-
field of visualization are at the intersection between evaluation for vi-
sualization in general [IICS+13] and evaluation for non-photorealistic/
expressive graphics [Ise13]. Below several specific examples are given
and discussed how they are shedding light on the generation and use
of illustrative visualizations.
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Figure 7: An overview of the discussed illustrative visualization techniques.
Every field is divided in different categories, which reflects the
subsections of the corresponding section.

Almost all techniques that were considered are actually meant for
supporting interactive exploration; thus external validity is limited if
only images are used.

Since illustrative visualization both derives its inspiration from tra-
ditional illustration and uses actual data to create case-specific (i. e., not
generalized) visual representations, evaluation techniques can both be
used to assess the quality of the specific representation or to under-
stand the underlying illustrative principles in general. Moreover, illus-
trative visualizations are often either evaluated qualitatively to assess
people’s preferences and the suitability of a given visualization to a
specific task or quantitatively to assess depth and shape perception.
Perceptual studies (e. g., see [PBCI+16]), in particular, are often used
to get an understanding of perception aspects.

As an example for an evaluation of a specific technique, Tietjen et
al. [TIP05] used different rendering styles in combination on medi-
cal CT datasets. Based on an existing segmentation, their technique
illustrated the anatomy in a combination of contours and shading.
33 participants (8 surgeons) filled out a questionnaire to assess the
suitability of the generated illustrative visualizations. For each set of
questions, two visualization results of the same anatomy were shown
that used a different combination of visualization techniques. The
questionnaire then asked about a preferred visualization and posed
further questions about the images. The analysis of the questionnaires
showed that, in the used example of thorax and liver visualization,
the use of contours are appropriate for surgical planning. Additional
information such as colored contours and transparent surfaces, how-
ever, were rated as useful. Based on their observations, the authors
express their belief that their hybrid visualizations are useful in gen-
eral for medical applications.
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Later, Ritter et al. [RHDKV+07] evaluated illustrative visualizations
of vascular structures. Their real-time technique relied on perceptual
principles and in their evaluation they specifically concentrated on
the used techniques of stroke hatching, distance-encoded surfaces,
and shadows. They conducted a web-based perceptual study with a
large pool of participants (160 people), with almost a quarter being
medical professionals. Because their techniques were designed to im-
prove depth perception, they based their evaluation on precise depth
judgments. Their results demonstrated that the explicit encoding of
distance by illustrative means leads to a more accurate perception
of relative distance to the viewers compared to traditional shading.
Moreover, the shape of the vessels was equally well communicated
by illustrative means compared to traditional shading. Finally, their
illustrative distance-encoded shadows were also effective—they led
to more accurate depth judgments compared to visualizations with-
out such shadows.

In a subsequent evaluation of an extended visualization system by
the same group [HWRR+10], the authors conducted a lab study that
also relied on precise judgments of the perceived distance of parts of
the visualization. This evaluation looked at three different application
scenarios, specifically designed for an augmented reality applications
for liver surgery. They also added the illustrative visualization of re-
section surfaces compared to the original technique. Since the evalua-
tion was conducted under controlled lab conditions, the authors were
also able to capture the participants’ reasoning by applying a think-
aloud protocol. Therefore, the authors were able to not only confirm
the effectiveness of the illustrative techniques but also captured valu-
able qualitative feedback for the further refinement of the application
of illustrative visualization in practical applications.

Hummel et al. [HGHH+10] describe an informal and brief evalu-
ation of illustrative visualization in a different application domain:
the illustration of integral surfaces. They collected feedback from do-
main experts and collaborators on the effectiveness of the different
illustrative techniques they used. In line with the results reported by
Tietjen et al. [TIP05], they reported that the use of silhouettes/con-
tours was able to improve the visualizations and that purely abstract
(lines only) illustrations were not considered to be the best choice.
Moreover, respondents confirmed the effectiveness of their adaptive
transparency technique and preferred techniques that also made use
of high-quality illumination.

In a final example by Lawonn et al. [LLPH15], the authors again
evaluated illustrative visualizations of vascular structures. They first
conducted a qualitative evaluation with 15 expert participants, a third
of whom were surgeons. The discussion with the experts lead to a
slight change of the visualization technique. Then they conducted a
subsequent quantitative evaluation in form of a web-based question-
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naire with 50 participants, 16% of whom were physicians. The results
showed that their technique improved depth perception in compari-
son with other well-known methods.

While these evaluation results of specific visualization examples
can likely be generalized beyond their very specific application sce-
narios, there are also more fundamental questions that relate to the
use of illustrative techniques for visualization. In particular, the gen-
eral utility of certain illustration principles is one aspect that can be
established in general such that they can be applied to illustrative vi-
sualizations of 3D shapes. Also, due to the fundamental motivation of
the field based on the tradition of hand-made illustrations it is impor-
tant to question the relationship of computer-supported techniques
to hand-made examples.

In particular to explore this second point, Isenberg et al. [INCS+06]
conducted an observational study for non-photorealistic rendering
(NPR) techniques compared with traditional hand drawings—using
specifically illustrations and illustrative renderings of 3D shapes. They
used three surface models (a human torso, a plant part, and a scan of
an archeological artifact) and, with 5 different NPR techniques (pri-
marily hatching and stippling, combined with contours and feature
lines), created illustrative visualizations. In addition, they also asked
five professional illustrators to produce illustrations of the same mod-
els. The resulting 30 images were then printed and used in a pile-
sorting study: The study participants were asked to sort the illustra-
tions into groups according to their own preferences, with virtually
no constraints, and then to discuss these groups. Only after this dis-
cussion the experimenters also conduced a semi-structured interview,
also asking specific questions. The results of the study included a
better understanding of the differences between computer-generated
and hand-made illustrations, including insights on what people ap-
preciate in either group, what makes an illustration look hand-made,
and how recommendations on what to improve for illustrative ren-
dering.

To better understand the fundamental differences between hand-
drawn and computer-generated line drawings, Cole et al. [CGLB+08]
compared algorithmically generated lines (silhouettes/contours and
view-dependent feature lines) with hand-dawings of the same shape.
These drawings were produced by 20 artists for 12 different shapes
using a clever study design that asked the artists to first freely draw
and then to copy the drawn lines onto a low-contrast image to make
them comparable with each other. The comparison of the scanned
hand drawings and the computer-generated illustrations showed that
most algorithmic lines indeed match with hand-drawn ones, for both
object-space and image-space line extraction. There are, however, also
some hand-drawn lines that cannot be explained by the analysis of
local properties—artists sometimes choose to place lines in regions of
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weak ridges or valleys, sometimes depending on the semantics of the
subject matter.

In a follow-up study Cole et al. [CSDF+09] then raised the question
of how well line drawings can depict the underlying shape. They thus
again used twelve 3D models and created visualizations using shad-
ing and different line-based techniques. They then asked 560 partici-
pants (on Mechanical Turk) to orient randomly placed surface gauges
such that they marked the local surface orientation, resulting in a to-
tal of 275,000 gauge placements. The analysis of this data showed that,
for half of the examined 3D models, the line drawings could depict
shape nearly as well as a shaded image. For other shapes the partici-
pants had more trouble interpreting the surface shape solely based on
the used sparse line renderings. In all but one case, however, the best
computer-generated drawing led to a slightly lower error than the
artist’s drawing, but the specific algorithm depended on the specific
3D shape.

A comparative evaluation to assess feature lines was conducted
by Lawonn et al. [LBSP14]. They asked 149 participants to order
six computer-generated line illustrations generated using ridge and
valley lines, suggestive contours, apparent ridges, PELs, demarcat-
ing curves, and Laplacian lines. The participants were asked to rank
based on realistic assessment, aesthetic depiction, and general prefer-
ence. Each of the six line illustration used a different type of feature
line, and the study was carried out for two different 3D shapes. Based
on the analysis of these rankings, the authors conclude that sugges-
tive contours, apparent ridges, and Laplacian lines were the preferred
techniques. Overall, it was recommend to use suggestive contours be-
cause they do not use third-order derivatives. A later analysis by Baer
et al. [BLSP15] re-tested these results and confirmed their statistical
significance.

3.5 applications

As already pointed out for the individual approaches, illustrative vi-
sualization techniques can be applied to numerous domains. Below
we name a selection of these domains and briefly discuss some exam-
ples of how illustrative techniques have been used.

archaeology Archeology has traditionally been relying on tra-
ditional illustrations, both for the documentation of excavations and
artifacts as well as for the illustration of reconstructions. For many of
these tasks it is possible to also use illustrative techniques, based on
3D models or 3D scans. For example, virtually reconstructed build-
ing [SMI99; MS98] were visualized with sparse line rendering, us-
ing line stylization to encode semantics of the excavation or recon-
struction. In illustrative renderings of scanned ancient objects [KST08;
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LLZ11; LTPH17] the visualization techniques can enhance, for exam-
ple, the shape of the depicted objects. Especially relevant becomes
illustrative visualization for archeology and for other fields when a
certain information is combined with information that is uncertain or
even fully speculative. In excavations one can find only few pieces
and speculate how the entire object looked like. In such scenarios il-
lustrative rendering techniques based on line or point elements may
communicate the uncertain part very effectively, in contrast to the
certain information which is depicted with a very detailed or even
photorealistic rendering technique.

molecular sciences In the context of molecular sciences, illus-
trative visualization techniques can be applied to molecules to ex-
plain the continuous character of the different abstraction schemes
[ZLBI11], make additional visual variables available to visualize sur-
face information [CG07; CJG09; LKEP14], or illustrate complex tem-
poral aspects and reactions [MPSV14; MWPV15].

medicine The applications of illustrative visualization in medicine
are manifold since medical illustrations has traditionally played an
important role in the field. For instance, vascular structures were dis-
played with distance encoding to a tumor or to the user [RHDKV+07;
LLPH15], illustrative augmented reality has been used for liver surgery
[HWRR+10], or virtual endoscopy has been augmented with illustra-
tive methods [LSP14]. Illustrative visualization has also been used for
medical training [SESS05]. Even fluoroscopic images with extracted
3D surface were combined with contours, stippling, or hatching il-
lustration [RSBS+13]. Finally, some approaches have combined var-
ious illustrative techniques to convey semantic information [TIP05;
LSHL16].

geosciences For geovisualization the use of illustrative render-
ing has a great potential to communicate complex and spatial in-
formation [D0̈7]. For 3D city scenes, for example, visualization tech-
niques can convey level-of-abstraction transitions during the interac-
tion [STKD12]. Furthermore, illustrative visualization can emphasize
the salience of user-specified regions of interest to depict the whole
scene with a focus on such areas [PCGC+11].

flow visualization Another important application area is flow
visualization [BCPV+12]. Major trends are flow pattern enhancement
[BMGS13], the support of depth perception, e. g., by means of halos
[EBRI09], and the illustration of blood flow [BPMS12].

physics Illustrative techniques have been applied in relativity and
astrophysics [WBEF+05; WBEF+06]. The main goal in this context
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was to convey various aspects of the theories of special and general
relativity and of related fields of cosmology and astrophysics.

miscellaneous Illustrative visualization approaches are applied
in many more fields such as biology [DHOS00], technical illustrations
[HBPE+07; ND05], and mathematics [SS10]. Interaction frameworks
exist [KMMK+02; GI13] to support both the automatic generation
and manual adjustments. Another interesting application is the re-
trieval of a 3D model from a simple line drawing. If the user draws
a model based on an abstract depiction, a matching 3D surface can
be obtained [ERBH+12]. Finally, illustrative visualization techniques
can also be used to produce physical visualization objects such as 3D
laser-engraved glass [HCW10].

3.6 discussion & future work

This overview has shown, illustrative visualization has a lot of po-
tential for visualization in general. As discussed in Section 3.1 and
pointed out throughout the discussion, it allows visualization design-
ers to convey salient information, encode (additional) information,
improve perception, and guide attention through abstraction and em-
phasis. This chapter largely focused on surface-based models, but
many techniques can also be applied to other types of data such
as volumetric models—or dedicated algorithms exist for such data.
Moreover, low-level techniques are more universal and applicable
to multiple domains, while higher-level techniques tend to be more
domain-specific (even though some more general approaches exist
[RBGV08]). Yet, even for the discussed low-level techniques there are
a number of constraints and limitations which are discussed next.

The field of contour detection has extensively been addressed in the
literature as shown in Section 3.3.1. In fact, today it is easy and effec-
tive with modern GPUs. It is still challenging, however, to stylize the
resulting strokes consistently and continuously using a parametrized
curve. If a contour is closed with length L, for example, it would
be desirable to have the position on the curve by a value in [0,L].
This setup would allow us to compute view-aligned quads along the
contour with a parametrization such that the quad could be stylized
with arbitrary patterns. The challenge, however, still is to change the
parametrization consistently during the interaction and without sud-
den or large changes to maintain frame coherence. First approaches
tackle this problem by searching nearby contour triangles to assign
the new value after rotation [LWM15].

As discussed in Section 3.3.2, a whole zoo of feature lines exists,
each with their different advantages and challenges. For most the
computation is based on local criteria, so the exploration of more
global approaches would be interesting. For example, there is poten-
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tial to include information theory approaches to detect features in
the surface mesh. It may be possible to analyze lines with respect
to the information they would add if they would be drawn. Large
lines that are distant from each other may add more information to
the mesh than lines that are close to each other. Another interesting
idea is to analyze smoothing approaches that remove noise without
removing essential features from the surface [JDD03; KCL09; HS13;
YWQW+14; WYPW+15]. These approaches could be used to gener-
ate new feature line techniques or to apply these approaches using
existing feature line extraction techniques, without having to assume
a perfectly smooth surface.

Some feature line techniques use ambient lighting to determine the
placement of lines. Here, it might be interesting to analyze different
lighting methods before the feature line technique is applied. Espe-
cially exaggerated methods [RBD06] may be promising.

The evaluation of novel feature line techniques should be an inter-
esting point for future work. Cole et al.’s [CGLB+08] study compared
hand-drawn images with feature line techniques. It may be that an
artist would draw the features of an object differently if the object
is well-known. For instance, if the artist should draw a cow model,
he or she would likely use fewer lines because the shape of a cow
can be recognized from a few contours and features. In contrast, it
may be that the same artist would draw more lines when confronted
with an unknown object [SNEAF+16]. To better study such questions,
eye trackers could be used in observational studies to analye how the
eyes scan an illustrative visualization.

The actual use of illustrative visualization in interactive systems,
e. g., for education, engineering, therapy planning, deserves more at-
tention. In this same context, more work is needed to study the il-
lustration of animated surfaces as many existing approaches for line
extraction cannot easily deal with them at the interactive frame rates
needed for practical applications.

Hatching methods have also been explored in detail. A big chal-
lenge is still to apply hatching methods to animated surfaces, in par-
ticular when trying to ensure a minimal distance between the hatch-
ing strokes. One method was introduced by Lichtenberg et al. [LSHL16]
where an image-based approach was employed that used LIC with
seed points determined with a contact region instead of the normal
noise texture. This method ensures a small distance between neigh-
bored hatching strokes, but a minimal user-defined distance cannot
be achieved. Another idea to apply hatching strokes on a surface
mesh is to determine a global parametrization, cf. Section 3.3.3.3. On
the 2D map of the surface, the method by Jobard and Lefer [JL97]
could be applied to ensure a minimal distance. A reasonable pa-
rametrization might be the least squares conformal map by Lévy et
al. [LPRM02]. This parametrization is generally not rigid, i. e., not
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distance-preserving, however, so one should take care that the dis-
tances are encoded in the 2D map.

Stippling methods were also extensively investigated. An interest-
ing extension would be to encode information on the radius of the
stippling points, e. g., the distance to a region of interest—this idea
was sketched in the work by Ritter et al. [RHDKV+07]. This general
approach can also be extended to the drawing of glyphs on the stip-
pling circles to encode information.

As the field of illustrative shading is quite large and the presented
methods did not follow a specific common goal. It is thus difficult
to judge what is missing in this field. Thus, some ideas of what
could be of interest and what could thus be considered for further
improvements are mentioned. An interesting illustrative approach
by Tietjen et al. [TPBG+08] combined various shading maps, cf. Sec-
tion 3.3.5—shading by transfer. These shading maps could be arbi-
trarily extended by other maps. It might be interesting, for example,
to combine these techniques with, e. g., exaggerated shading [RBD06].
The combination could not only be determined by the user but also
automatically. Objects that might be of interest should be illustrated
with maps that enforce an emphasis on structures, while surrounded
context objects could be illustrated with low-information maps. This
idea could also be applied to single objects with an underlying scalar
field of interest, e. g., a distance map. In the case of a close distance,
the shading map should then be chosen differently from region with
a high/distant value.

Lit spheres [SMGG01; FJLS+16] may be extended to take the vol-
ume into consideration. Instead of mapping the normals to the sphere
and applying the color scheme to the model, one could add informa-
tion inside the sphere such as a volumetric sphere that contains in-
formation. Then, the shading could be defined that first assigns the
normals to the sphere and then uses a second scalar field that yields
the radius. Overall this approach would provide a volumetric lookup
texture that encodes two types of information.

3.7 concluding remarks

Illustrative visualization techniques show potential to convey infor-
mation and to abstract surface objects. They are suited for simplifying
structures, but it may also support depth and shape perception. Var-
ious studies confirmed the potential use of illustrative visualization
methods in comparison with standard visualization techniques, e.g.,
Phong shading. Furthermore, different applications exploit illustra-
tive visualization methods to gain insight or to transfer knowledge.
The manifold application areas confirm the potential of illustrative
visualization techniques. However, they are still rarely used in com-
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mercially available software. Thus, more exchange between academic
research and developers is desirable.

Contours and feature lines give a first impression on the surface
mesh and may be a good alternative to other visualization meth-
ods. They can be applied if the perception of the spatialness is not
paramount. Studies have shown that feature line techniques show
also potential to depict the shape, but it strongly depends on the un-
derlying surface mesh. For an improved shape perception hatching
strokes, stippling points, or even illustrative shading methods should
be employed. Thus, the order of the presented illustrative visualiza-
tion techniques may reflect the shape perception, but the more certain
it is, the more information are used to give that impression. Here,
hatching and stippling is regarded as comparable and similar. The
question which visualization technique should be applied to a scene
with various objects depends on underlying problem. The more in-
formation, e.g., color, primitives are used to illustrate the objects the
more attention it will receive.

Most of the presented methods were used as an alternative depic-
tion for surface meshes. Alternatively, these methods can be extended
to not only improve the spatial or depth perception, but also to en-
code additional information by the style of the used primitives.
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4
M U LT I M O D A L M E D I C A L D ATA V I S U A L I Z AT I O N

Multimodal medical datasets consist of multiple scans of the
same subject using various acquisition methods. In this
way, it is possible to image different tissue characteristics.

Several modalities can also be integrated directly into the hardware of
a single scanner. Of these hybrid medical imaging techniques, PET/CT
is currently the most widespread. More recently, PET/MR became
clinically feasible and additionally SPECT/CT is also used in clini-
cal practice. The common denominator in the aforementioned hybrid
imaging combinations is that often the radiologic modality (CT or
MRI) depicts the anatomy of the patient in high spatial resolution,
whereas the nuclear medicine modality (PET or SPECT) depicts func-
tional processes, such as metabolism, in a lower resolution. Addition-
ally, it is possible to combine structural information from a scan with
functional information from the same scanner, such as combining an
anatomical MRI acquisition with functional MRI information. CT and
MRI, however, are able to visualize anatomical information at a much
higher resolution, but lack metabolic information. Thus, a combina-
tion of both imaging modalities allows visualization and localization
of metabolic information in anatomical context. The overall visualiza-
tion goal in this case is to accurately localize regions featuring abnor-
mal functional values based on their relation to structural anatomical
information.

Typically, radiologists or specialists in nuclear medicine examine
data in a slice-based fashion consisting of superimposed 2D images
with a combined visualization of CT and PET image data, as is shown
in Figure 8. Here, physicians browse through the slices and set win-
dow and level parameters to adjust the brightness and contrast, and
examine structures of interest. Unfortunately, presenting these 2D im-
ages in such a way can hinder full and quick analysis of the data.
First, the physician needs to check every slice, which may be time-
consuming as the number of slices increases. Furthermore, physicians
need to mentally fuse all information from these slices to form a cor-
rect diagnosis. Therefore, visualization techniques that provide a 3D
overview are helpful to see potential abnormalities at a glance. This
enables the experts to navigate to these suspicious regions for a more
detailed exploration in the slice views.

In recent years, the amount of work focusing on multimodal medi-
cal data visualization increased. In 2010, there was an IEEE VIS con-
test on multimodal visualization for neurosurgical planning [DPLB+11],
further highlighting the interest in and importance of multimodal
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(a) (b) (c)

Figure 8: 2D images with superimposed CT and PET data, represented in
gray scale and color respectively.

visualization. With this overview a survey of this literature is pro-
vided. A number of medical visualization techniques are described
in a survey style in the book by Preim and Botha [PB13]. Multimodal
visualization, however, is only slightly touched upon as an add-on
to registration and is also not considered in other survey articles up
until now. In general, concepts used for visualizing medical data can
be extended to other multimodal visualization application domains,
but there are some specific challenges in dealing with medical multi-
modal data. Thus, the presented works are of interest to any visual-
ization researcher dealing with multimodal data.

The contributions of this overview are the following:

• An overview of multimodal acquisition techniques and relate
this to requirements and challenges.

• A taxonomy of multimodal medical data visualization applica-
tions.

• An outlook on open problems in multimodal medical visualiza-
tion and a perspective on future research directions.

Scope. There have been several surveys on multi-field data visual-
izations [STS06; FH09]. In contrast to general multi-field data, mea-
sured medical image data is not as ’clean’ as simulation data, due
to the acquisition process. Living tissue is imaged with scanning pa-
rameters that favor the patients’ safety over image quality, unlike for
instance applications in material testing. Furthermore, several tasks
such as searching for metastases, or assessment of infiltration, are
unique and therefore also evaluation of multimodal medical visual-
ization that needs to consider such or similar relevant tasks. While
multimodal medical image data are available at both microscopic
and macroscopic level, this chapter focusses on the macroscopic level,
e.g. radiological image data. Interaction is also considered with mul-
timodal data. Due to the complexity of these data, interaction is even
more important than in the exploration of single data.
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Please note that in this overview the focus is on combining imaging
modes acquired by different scanning techniques, and less on combin-
ing imaging modes of a single scanner, e.g. MRI T1 and T2. A survey
focusing on DTI visualization techniques can be found in the recent
work by Isenberg [Ise15]. DTI can additionally be used in multimodal
applications when it is combined with fMRI or additional imaging
modalities. Multimodal data is often acquired from separate scanners,
which creates a need for software-based registration to align the vol-
umes. Due to the time between the scans and patient pose differences
it is not straightforward to register multiple volumes accurately. This
in turn generates additional challenges in dealing with uncertainty
in the form of processing errors introduced by the registration pro-
cess. For an overview of medical image registration the reader is re-
ferred to the survey by Maintz and Viergever [MV98] and more recent
work on mutual-information-based registration methods by Pluim et
al. [PMV03]. In essence, there are many registration techniques that
can be employed to align multimodal datasets, such as maximizing an
information-theoretic measure, e.g. normalized cross-correlation and
normalized mutual information. Furthermore, landmark-based regis-
tration can be employed, which requires appropriate crisp anatom-
ical landmarks, e.g., vessel bifurcation points or brain folds. These
optimization strategies can be costly, in terms of processing time re-
quired, in which case GPU support is necessary [FVWK+11].

While blood flow measurements can be considered functional in-
formation, a review of these techniques is out of the scope of this
survey (see the recent survey on Cardiac 4D PC-MRI [KBPP+15]).

This overview focusses on three core applications areas, namely
visualizations aimed at research, diagnosis and treatment planning.
Within these areas, different application subdomains are distinguished.
The applications aimed at diagnosis is divided in oncologic and car-
diologic visualizations, and the applications aimed at treatment plan-
ning is divided in neurosurgery and radiotherapy planning.

Organization. This chapter is structured as follows. In Section 4.1
an overview of (hybrid) imaging acquisition the characteristics, ad-
vantages and disadvantages of each of these modalities are described.
In Section 4.2, the typical workflow of a specialist in radiology and
nuclear medicine for exploration and analysis of the data is explained.
Based on this workflow, requirements for 3D visualizations are de-
rived. In Section 4.3 a brief overview of relevant visualization tech-
niques, such as smart visibility techniques and focus-and-context tech-
niques, that can be employed for multimodal visualization is pro-
vided. Section 4.4 continues with multimodal rendering (Section 4.4.1)
and interaction (Section 4.4.2) techniques. In Section 4.5, the focus
lies on applications of multimodal visualization techniques to real-
world clinical data. This section is divided into the application areas
these visualizations are developed for:
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• Research (Section 4.5.1),

• Diagnosis (Section 4.5.2),

• Treatment planning and guidance (Section 4.5.3).

Section 4.6 concludes the survey and outlines unsolved problems
and challenges for future research. Finally, Section 4.7 concludes
with a brief summary.

4.1 medical background

In this section, an overview of multimodal and hybrid imaging, as
well as their applications in clinical practice is provided. The char-
acteristics of each of the modalities involved are summarized, and
their advantages and disadvantages and associated visualization chal-
lenges are discussed.

4.1.1 Computed Tomography (CT)

CT is an x-ray based tomographic imaging technique that creates
stacks of 2D cross sectional images that can be combined to 3D vol-
umes. It is especially suitable to distinguish tissues such as bone, wa-
ter, fat, and the air in the lungs. A contrast agent can be applied to
enhance vascular structures. Recently, hybrid scanners such as dual
source, or dual energy CT scanners are available delivering a final
image, which fuses information from high and low voltage image
acquisition performed at the same time (see Figure 9) [KSF11]. De-
pending on the chosen imaging protocol this technique allows for a
differentiation of structures like bone and contrast-enhanced blood
vessels.

CT data is especially suited for high quality direct volume render-
ing, due to its high resolution (in general 512×512 in slice resolution
and 0.3-2 mm slice distance), high signal-to-noise ratio and standard-
ized intensity values (Houndsfield Units), allowing the definition of
re-usable and task specific transfer functions.

4.1.2 Magnetic Resonance Imaging (MRI)

In Magnetic Resonance Imaging (MRI), a scan is made using a power-
ful magnetic field. In contrast to CT, MRI scanners are highly config-
urable and provide a large variety of imaging protocols allowing to
capture structural as well as functional information. In general, sev-
eral different MRI sequences, such as T1 and T2-weighted scans, are
acquired at the same time, leading to (more or less) co-registered im-
ages. Since signal strength relies on the presence of Hydrogen atoms,
MRI sequences are emphasizing image contrast in tissue containing
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Figure 9: Volume renderings using dual energy CT scan of an aortic stent.
On the left an overview shows the anatomical context, and on the
right only the aorta and stent are shown. (From [KSF11]).

water. Intensities in MR images are not standardized. MRI data often
exhibit an inhomogeneous gray level distribution, requiring careful
preprocessing of the data, and intensity values vary depending on
scanner vendor and clinic. Therefore MRI data is challenging to visu-
alize.

MRI data can not be easily classified, i.e. a simple 1-D transfer
function does often not deliver a clear separation of structures due
to the inhomogeneities in the magnetic field. Furthermore, due to
the unpredictability of the intensity values, transfer functions are not
directly applicable across several datasets without dynamic adapta-
tion [RSHSG00]. Finally, MR images have generally a lower resolution
and lower signal-to-noise ratio than CT images.

Besides, the standard MRI scanning protocols, there are specific
MRI sequences and protocols, such as MRSI, DCE-MRI and DTI. In
MRSI, spatially localized metabolites in body tissues are measured.
DCE-MRI (Dynamic Contrast-Enhanced MRI) is a perfusion imaging
technique that measures the perfusion of tissues by blood indicat-
ing regions damaged by stroke or infarction as well as characterizing
the vascularization of tumors, helping to assess whether they are be-
nign [TBBE+99]. DTI is an extension of Diffusion Weighted Imaging
(DWI), that detects the direction of white matter tracts in the brain,
which represent connectivity between different areas of gray matter.
DTI is used in clinical practice to assess the deformation of white
matter by tumors, neurosurgical planning and for (early) diagnosis
of brain pathologies such as Alzheimer disease, schizophrenia and
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multiple scelerosis [LBMPC+01]. DTI data is often visualized as a
scalar field representing the Fractional Anisotropy (FA), using glyphs
or fiber tracking [HS15].

Functional MRI (fMRI): Besides using MRI to acquire structural
information, it is possible to detect neural activity. fMRI records sub-
tle changes in blood flow in response to stimuli or actions and uses
this information to visualize cortical activity. The most frequently em-
ployed technique is blood oxygenation level dependent (BOLD) fMRI.
By having the subject perform tasks categorized into visual, motor,
speech or memory tasks, different functional areas of the brain ’light
up’ and can be associated to the tasks performed. Additionally, fMRI
is used in a research context to improve the understanding of neural
networks in the brain even when the user has no task, as is the case
in resting state fMRI [VDHP10].

4.1.3 Ultrasound

In medical ultrasound, high-frequency sound waves are employed to
characterize tissue. Ultrasound can be used both for diagnosis and to
guide interventional therapeutic procedures. Due to the nature of the
modality, ultrasound is suitable to image soft tissues, such as tendons,
vessels and organs, but cannot visualize bone and air, or structures ly-
ing underneath these tissue types. Based on the Doppler effect, blood
flow in the heart and blood vessels can be detected. Advantages of
ultrasound compared to other modalities are that it is cheap, safe,
portable and real-time. However, ultrasound is difficult to interpret,
due to the low signal-to-noise ratio, artifacts, and the limited field
of view. Recent advances in ultrasound technology include 3D ultra-
sound [VBSH+13], elastography and contrast-enhanced ultrasound
using microbubbles.

4.1.4 Modalities from Nuclear Medicine

Positron Emission Tomography (PET) relies on the indirect detection
of gamma rays emitted by the patient after a positron-emitting ra-
dionuclide (tracer) is introduced. Using this technique, metabolic up-
take processes can be visualized. While CT and MRI scans can pro-
vide detailed anatomical data, PET scans are able to reveal functional
information, such as metabolism. A common application of PET scans
is to search for metastases and for this, the radioactive substance flu-
orodeoxyglucose (FDG) tracer is used, a substance similar to glucose.
The metastases have higher glucose uptake than normal and specific
abnormal metabolic activity can be captured in this way. Besides onco-
logical applications, PET is also used for neurological and cardiolog-
ical diagnostic purposes. While commonly used, FDG is not the only
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available tracer for PET and different tracers may be better suited for
specific applications [TCVP+13].

The PET data needs to be attenuation-corrected before visualiza-
tion. Visualizing PET data in 3D is challenging, since normal metabolic
information is also contained in PET, the highest activity measures
are not always the most interesting.

Single-photon emission computed tomography (SPECT) is a nu-
clear medicine tomographic imaging technique that uses radioactive
tracer material to detect gamma rays. In this way, it is similar to
PET, however in contrast to PET, the gamma radiation is measured
directly. SPECT can be used for oncological diagnosis, but also for in-
fection, thyroid or bone imaging. Besides these applications, SPECT
can also provide localized function within organs for functional car-
diac or brain imaging. SPECT suffers from a lower spatial resolution
and contrast than PET [BW13]. Similar to PET, SPECT data is not
straight-forward to render in 3D.

4.1.5 Hybrid Scanners

When combining acquisitions from multiple modalities from differ-
ent scanners, registration problems arise. To simplify the registra-
tion process, efforts have been made to integrate multiple modalities
into hybrid scanners that combine the best of both worlds in struc-
tural and functional imaging. Hybrid imaging scanners combining
PET or SPECT with CT are already commonplace in clinical prac-
tice, while combining PET, SPECT with MRI is more recent develop-
ment [Che09] for which the first prototypes have been made [PKNS10].
In a preliminary study comparing clinical impact of PET/CT and
PET/MRI, PET/MRI imaging outperformed PET/CT and more fre-
quently affected patient management [CRSH+13]. Furthermore, inte-
grated whole-body PET/MRI was found feasible in a clinical setting
with comparable reliability to PET/CT for this purpose [DSEB+12].
Since 2014 the very first devices are legally allowed and used in clini-
cal practice, focused on head and neck imaging initially.

PET/CT: While both PET, CT, and MRI provide valuable informa-
tion by themselves, they can be combined to provide more insight
into the exact localization of suspicious metabolic activity. By combin-
ing PET and CT/MRI scans, physicians are able to detect (abnormal)
metabolic activity using the PET scan and to localize this activity us-
ing the CT or MRI scan. This can aid the user in distinguishing which
activity is physiologically normal and which is pathological. Since the
adaptation of PET/CT is more widespread clinically, this overview
focusses on this hybrid imaging techniques in the rest of this section
(see Figure1

10).

1 https://upload.wikimedia.org/wikipedia/commons/c/c4/16slicePETCT.jpg

https://upload.wikimedia.org/wikipedia/commons/c/c4/16slicePETCT.jpg
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Figure 10: A PET/CT scanner. The frontal part of the gantry features a CT
scanner, while the rear part contains a PET scanner.

The CT data is also used to perform noiseless attenuation correc-
tion on the PET data, thus eliminating the need for an additional PET
transmission scan for this purpose. This can reduce the total scanning
time by up to 40 percent [TCYH04]. A drawback of PET/CT is that
the imaging is performed sequentially, which takes more time and
eliminates temporal correlation between the modalities [JWNC+08].

Clinical oncological applications of the combined PET/CT scanner
include diagnosing and staging primary tumors as well as localiza-
tion of metastasic disease in almost any region of the body [BTBK+00].
Further applications include decision making with respect to surgi-
cal operability of the tumor or treatment selection. PET/CT is ad-
ditionally used to determine if cancer has recurred or to determine
the difference between scar tissue and active cancer tissue. Especially
when monitoring therapy, PET can detect changes in tumors earlier
than CT, because metabolic changes occur sooner than anatomical
size changes.

For a more elaborate description of PET/CT acquisition, the reader
is referred to Townsend et al. [TCYH04].

SPECT/CT: The benefits of combining PET and CT also extend to
combining SPECT and CT. As with PET/CT, the CT can provide
structural anatomical information for localization, while the SPECT
can provide metabolic information. Similarly, the CT can be used
to perform attenuation correction for the SPECT. SPECT is less ex-
pensive than PET, but suffers from lower contrast and spatial resolu-
tion [HH12]. A general description of the technical developments and
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future directions of SPECT/CT can be found in the review by Buck
et al. [BNZB+08]. A more elaborate discussion on the clinical uses of
SPECT/CT can be found in Mariani et al. [MBKK+10].

In essence, CT and PET or SPECT provide complimentary infor-
mation that needs to be integrated and thus fused visualizations are
desirable.

4.2 clinical workflow and requirements

In this section the clinical workflow for the analysis of multimodal
medical imaging data is examined. Furthermore, an overview of vi-
sualization requirements is provided that should be considered when
developing a novel visualization technique for such data.

4.2.1 Clinical Workflow

Multimodal medical imaging acquisitions are interpreted by radiolo-
gists and/or nuclear medicine physicians. Since each of the two dis-
ciplines have their own specific skill-set, ideally, two imaging special-
ists (one from each discipline) would interpret multimodal images
together. However, due to availability and workload this is often not
possible [BOBMR+07]. Additionally, there are now more and more
physicians specialized in both radiology and nuclear medicine in
joint departments for radiology and nuclear medicine. While specific
protocols may vary per hospital, in general the images are analyzed
similarly in radiology workstations of major vendors. The modali-
ties can be separately analyzed in the views that are common for
the individual modalities, such as slice-based viewing in the axial,
coronal and saggital direction. For nuclear imaging modalities, Max-
imum Intensity Projections (MIP) are commonplace in clinical prac-
tice. Often these MIP renderings are viewed from the front or the side
of the patient. Depending on the clinical indication, more elaborate
visualizations can be used, such as polar maps for cardiac SPECT
data [LHGT+06].

To visualize both modalities simultaneously, the typical approach
in for instance PET/CT data, is to examine the CT images in grayscale
with the PET images superimposed using a colormap in a 2D fused
view (Figure 8). The combination of a colored overlay of functional in-
formation with gray-valued anatomical information is quite effective
since brightness and color are different perceptual channels and thus
can be processed simultaneously [TG80]. Interestingly, the choice of
colors in the functional color map is not standardized and varies per
vendor. While most systems map the highest activity region to red,
for instance General Electric (GE) workstations map it to blue. Com-
mon clinically used visualization combinations of PET/CT data can
be seen in the work by Griffeth [Gri05]. The cases presented here are
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Figure 11: 2D and 3D fused PET/CT images with superimposed CT and
PET data rendered in the OsiriX software [RSPR06].

often shown with a frontal MIP of the PET, axial slices of both the PET
and CT separately, and finally a fused superimposed slice of the PET
and CT combined. The exact configuration of the available views may
vary, but typically there will be a central view with supporting linked
views or a display featuring linked equally-sized views of the dif-
ferent modalities and slice directions. For oncological diagnosis and
treatment planning, also the combination of CT and MRI data may be
important [BHWB07]. Since these data are both high-resolution data,
their combination is more challenging. The simultaneous exploration
of CT and MRI, with either PET or SPECT, is currently not feasible
with clinically available software.

While more advanced visualization techniques could be employed
to visualize multimodal images, these are not yet broadly available
in clinical practice. Examples of these techniques can be found in the
OsiriX software, which was specifically designed for navigation and
visualization of multimodal and multidimensional data [RSPR06]. Vi-
sualization options include Multiplanar Reformation (MPR), surface
rendering and direct volume rendering for fused multimodal datasets
(see Figure 11).

4.2.2 Requirement Analysis

From a medical visualization perspective, the goals of multimodal
medical data visualization include:

• reducing complexity and thus cognitive load,

• enabling, improving, or accelerating decision making, and
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• providing tailored visualizations for specific applications.

In diagnosis for instance, examining all 2D slices individually to ex-
amine anatomy, pathology and metabolic uptake can become time-
consuming and cumbersome. Therefore, besides the traditional 2D
approaches, 3D techniques can additionally be used to give an over-
view of the full datasets at a glance. Existing methods such as max-
imum intensity projection (MIP), which was first developed for use
in Nuclear Medicine [WMLK89], can provide such an overview, but
suffer from depth perception issues. In most cases, since the inten-
sities are not comparable, a combined volume MIP can suffer from
occlusion by the highest intensity regions.

3D visualization techniques that are suitable for displaying hybrid
multimodal data would allow the users to get a quick overview of
areas of interest and localize for instance foci of elevated metabolic
activity in an anatomical context. When developing a novel visualiza-
tion technique or application designed for use with multimodal med-
ical data, there are some general requirements that should be kept
in mind. The requirements for designing a 3D multimodal medical
visualization technique are the following:

1. Visualization parameters should be easily adjustable to fit the
needs of the user.

2. In order to be suitable for clinical use, the technique should
be fast and interactive, with minimal or no pre-processing re-
quired.

When combining functional with structural information for diagnos-
tic purposes, the following additional requirements should be ful-
filled [LSPV15]:

1. The technique should show the combination of the two or more
modalities in a fused view in which the functional activity of
interest is always visible.

2. The technique should relate metabolic activity to nearby anatom-
ical structures for accurate localization.

Such a technique can be used to guide the exploration of the datasets
by bringing the attention to regions of interest, after which detailed
inspection of these regions can be performed in 2D images. Further-
more, besides aiding diagnosis, 3D visualization techniques could be
beneficial for research and treatment planning.

For research purposes, the visualization requirements are similar
to the requirements for a diagnostic application, and further specific
requirements are application-dependent and should be formulated
based on the needs of the domain experts. Surgical treatment plan-
ning could benefit from multi-modal 3D patient-specific visualization
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to support access planning. In oncologic neurosurgery for instance,
an access path to the tumor needs to be planned, taking the location
of risk structures, such as arteries, into account. In this neurosurgical
context, a visualization application should [BHWB07]:

• Provide high-quality, interactive and flexible 3D visualization

• Offer multimodal visualization for modalities such as CT, MRI,
fMRI, PET or DSA.

• Provide interactive manipulation such as simulated surgical pro-
cedures, endoscopic views or virtual cutting planes.

In radiotherapy treatment planning, the pathology, i.e., radiation tar-
get, should be visualized in the context of the healthy structures at
risk to receive undesired radiation damage. The requirements for
such an application include [SFNB14]:

• Support for 4D PET and CT data and fusion of these modalities
in a 3D view

• Visualization of segmentation data

• Visualization of dose information

• Clipping and/or masking parts of the volume

• No pre-processing and interactive parameter adjustment

These requirements demand advanced visualization techniques to
fulfill the presented requirements. In the next section, several visual-
ization concepts are presented that have the potential to be applied
in multimodal medical applications.

4.3 visualization techniques

Due to the nature of multimodal medical data visualization, there are
always two or more volumes that need to be visualized. With overlap-
ping extents, each of these volumes may be occluded by the others,
and thus no clear insight can be given into the features of each of the
modalities simultaneously. Visualization techniques supporting this
visualization problem need to incorporate heuristics for assessing the
importance of information as well as emphasis techniques to adjust
the visualization to the derived importance. Therefore, smart visibil-
ity, focus-and-context techniques and other emphasis techniques are
crucial when dealing with multimodal medical data. In this section,
basic visualization techniques are described to cope with challenges
such as dealing with occlusion, improving depth perception and pre-
senting relevant information from multiple sources in an insightful
way.



4.3 visualization techniques 77

4.3.1 Basic Representation

For multi-modal visualization, often pre-processing is required in
terms of registration or segmentation. When combining datasets from
multiple modalities using separate scanners, registration needs to be
performed to align the volumes. An example of this can be found in
the work by Wein et al., who proposed a fully automatic registration
method to align 3D ultrasound with CT scans [WKCK+07; Wei+07].
Segmentation is not performed routinely in all clinical applications,
but for instance in radiation treatment planning, the target structure
(tumor) and all organs at risk are segmented manually. Here, segmen-
tation may be performed as a basis quantification for further analysis,
e.g., volume measurements.

Both direct volume rendering (DVR) and indirect volume render-
ing (IVR) techniques can be applied to visualize multimodal medical
imaging data. DVR visualizes the data directly, whereas IVR attempts
to reconstruct a triangulated surface mesh representative of the origi-
nal image data and as such is suitable to define crisp boundaries.

In IVR, to determine the triangulated surface mesh, usually the
Marching cubes algorithm is applied to a segmented subset of the
image data [LC87]. The method may lead to ambiguities such that
correct results cannot be guaranteed. Using the resulting mesh, var-
ious shading techniques as well as different visualization methods
can be applied. On such surface meshes, it is easier to perform illus-
trative visualization techniques such as stippling and hatching, than
it would be in DVR, and these techniques have potential to be ap-
plied in multimodal medical visualization. To determine the surface,
a segmentation of the medical image data needs to be performed.
Segmentation can be performed by point-based, edge-based, region-
based, or model-based approaches. Point-based approaches includes
intensity-based methods, e.g., setting a threshold. Thus, there are var-
ious algorithms that determine an optimal threshold [Ots79; LCC+01;
SKLB+10]. For edge-based approaches the LiveWire [MMBU92; USB92]
technique can be applied. Region-based approaches include region-
growing methods [SPSP02; BRLK+04] and watershed segmentation
[Ser82; HGP05]. Model-based methods attempt to fit a predefined
model to the intensities, gradients, curvature and/or texture of an im-
age. Active contours or snakes are mostly used fit in a closed curve
to a certain structure [KWT88]. Since discussing alternative methods
for image segmentation is out of the scope of this section, the books
by Bankman et al. [Ban08] and Setarehdan et al. [SS12] are referred
for additional information on this topic.

In contrast to IVR, DVR is not susceptible to segmentation pre-
processing. In this way, no pre-determined thresholds are needed and
do not risk losing critical aspects of the original data, based on these
choices. However, suitable transfer functions still need to be defined.
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(a) (b) (c)

Figure 12: Examples of smart visibility techniques applied to medical data:
exploded view of the human head based on CT data [BG06],
a cutaway revealing the liver inside the abdomen based on CT
data [VKG04], and blood flow showed inside an artery using a
ghosted view based on a mesh and simulation data [GNKP10].

4.3.2 Smart Visibility

To display multiple structures from different modalities leads to chal-
lenging problems. Mostly, the user is interested in one specific struc-
ture, e.g., a tumor, or a class consisting of several important structures.
These important structures may be surrounded by other objects, re-
sulting in structures that may occlude or overlap each other. In the fol-
lowing, advanced visualization techniques that require the important
structures to be segmented are described. This prerequisite is fulfilled
in some clinical applications, e.g., in radiation treatment planning
and complex neurosurgery planning. A primary concern is how to re-
solve the occlusion problem such that the most important structures
are clearly visible, while still indicating surrounding structures. Hid-
ing the surrounding structures is not appropriate, since they provide
spatial context. Whenever a class of interesting objects are occluded,
smart visibility techniques can be applied. For the smart visibility
term, the reader is referred to Viola and Gröller [VG05] who gave the
following definition “expressive visualization techniques that smartly
uncover the most important information in order to maximize the
visual information in the resulting images”. This visualization tech-
nique category comprises several sub-categories and different ways
to remedy the occlusion problem. Here, the most prominent ways
to resolve visibility problems comprising of cutaways, ghosted views
and exploded views are introduced and preliminary guidelines are
presented on how they could be applied to multimodal medical data.

4.3.2.1 Cutaway Views

Another way to depict the focus object and to separate it from the sur-
rounding context structures is to use cutaway views. Cutaway views
employ, for instance, a conic object placed around the focus object.
The conic object is aligned towards the camera in such a way that the
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camera looks inside the object from the base to the tip. Every non-
focus structure that is inside the conic object is cut such that only
the focus object inside the cone is visualized. The main advantage
is the clear illustration of the main object without occlusion by the
surrounding objects. Thus, the user gets a direct view on the focus
object. Unfortunately, structures such as vessels around the object, as
well as important regions between the focus object and the view point
of the camera are lost. In general, cutaways vary from predefined mod-
els [LHV12] to focus-oriented objects [BF08; KTP10]. The algorithmic
complexity differs strongly based on the object used.
Predefined models: With predefined models, view-dependent and
view-independent approaches can be distinguished. Independently,
the predefined model is loaded into the framework and subsequently
all structures are tested to see if they are inside or outside the focus
object. For instance, a lymph node can be approximated by a cylin-
der with a suitable size. Here, during the rendering an inside/out-
side test can be applied to the surrounding (context) objects with the
predefined model. In case the context objects overlap with the pre-
defined model, the fragments are discarded; otherwise the fragments
are drawn. Based on the view-dependence, the predefined model is
either aligned along the view direction of the camera or not. Mostly,
view-dependent cutaway techniques are used, where the conic objects
are oriented along the view-vector. Predefined models can be used if
the focus object has a simple shape. Moreover, it is also only appli-
cable if the model does not vary in time. In case of animated blood
flow, predefined models cannot be employed, due to the change of
the form and position of the blood flow [LGVP+15].
Focus-oriented objects: The second class of cutaway techniques uses
focus-oriented objects. Here, the conic object is constructed based on
the focus object and can be arbitrarily shaped. To achieve real time
performance, the determination of the conic object and the associ-
ated cutaway needs to be efficient. Previous work, such as the work
by Viola et al. [VKG04], uses a Chamfer distance transform approx-
imation [Bor86] to the conic object in order to calculate the cutaway
(see Figure 12b). Thus, a depth image of the conic surface is calcu-
lated, which is then used to cut away regions that are closer to the
viewer then the conic object itself. If the depth of the surrounded ob-
jects is smaller than the depth of the conic object, the corresponding
fragment is discarded, otherwise it is shown. Other approaches were
developed to speed up this calculation [RT06]. Here, the cutaway sur-
face function C is defined by:

C(p) = max
q∈R

(qz −m · ‖qxy − pxy‖),

where R contains the focus object, m defines the slope of the cone
by m = tan−1 θ, and pxy is the pixel’s current 2D location. The key
idea is to determine the conic object in the view plane with a jump
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flooding algorithm. Usually, the conic object is generated by applying
the standard flood fill, an iterative process in which in every iteration
a pixel passes its value to its direct neighbors. Contrarily, the jump
flood algorithm uses the same approach, but the neighbors vary for
each iteration. Thus, a pixel passes its value to its neighbors, which
have a certain distance. For each iteration the step size is halved. Cut-
away generation was used to visualize animated blood flow in such
a way that a clear view on the blood flow within a vessel is always
guaranteed [LGP14a].
Application to multimodal data: Cutaway views can be directly em-
ployed in multimodal medical data visualization applications with-
out much adaptation. For instance, one modality could be displayed
outside the cutaway region while another is displayed within the cut-
away. Furthermore, cutaways can be used on both modalities to reveal
structures of interest hidden within a larger anatomical structure.

For instance, a cutaway can be used to display hybrid imaging
PET/CT data, where high PET activity needs to be depicted. By us-
ing a cutaway view in these regions, the high PET activity is always
visible and it provides a clear view inside the anatomical CT data and
can help guarantee a correct localization of the occurrence, whereas
a simple maximum intensity projection cannot give reasonable depth
cues. Such a view might be useful not only for diagnosis, but also
for patient-doctor and interdisciplinary communication, as well as
for treatment planning.

4.3.2.2 Ghosted Views

An easy way to illustrate the focus object and the surrounding objects
is to use transparency. The main drawback of employing multiple
transparent objects is that they may lead to visual clutter. Further-
more, it is hard to interpret the shape and ordering of overlapping
regions. To remedy this, ghosted view techniques attempt to adjust
the transparency depending on the underlying object. Here, a distinc-
tion can be made between: smart transparency techniques and interac-
tive approaches. In smart transparency, the strength of transparency
depends mostly on curvature or normal vector information. One ap-
proach is to set the transparency very high if the surface is nearly
planar and to increase the opacity if the curvature varies. That helps
to identify regions where the morphology changes strongly. This was
successfully applied for instance to vessel visualization with embed-
ded flow [GNKP10; GLHS+14], an example of which can be seen in
Figure 12c. The transparency is set by F = 1− 〈V ,N〉r, where V rep-
resents the view vector, N the surface normal, and r represents the
shininess constant. The superiority of this approach over standard
semi-transparent visualization related to cerebral blood flow was con-
firmed in the perceptual study by Baer et al. [BGCP11].
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An additional transparency technique was inspired by suggestive
contour lines, a line drawing technique that emphasizes characteris-
tics of the surface. We used this approach to develop a shading ap-
proach, based on a suggestive contour scalar field [LGP14a]. Here, the
scalar field is used to determine zero-crossings after which positive
and negative values are used to shade the object in orange or cyan,
respectively.
Application to multimodal data: Ghosted views can be applied to
multimodal data visualization in order to remove emphasis of struc-
tures that are less important from one or more modalities. A ghosted
view can be employed to show an anatomical context in order to local-
ize functional data without occluding the view. For instance, a brain
surface can be rendered as a ghosted view, while functional data is
rendered in an opaque style. This yields a visualization where the
brain surface can be recognized, without occlusion, whereas the func-
tional brain data is directly depicted. The main challenge is to provide
a technique that is not disturbing, but provides as much morpholog-
ical context as possible, while not occluding underlying structures.
Conventionally, a simple transparency setting is used which does not
provide a strong shape impression.

4.3.2.3 Exploded Views

To illustrate a focus structure and representing the numbers of layers
around the focus region, a carefully arranged exploded view, such
as the one used in technical illustrations, may be suitable. Though
it is not directly useful for clinical medicine, when this technique
is employed by a skilled illustrator, it may result in valuable educa-
tional illustrations. To uncover a hidden focus object, either the vi-
sual representations can be changed or the spatial relations can be
adjusted in order to provide more insight. The exploded view ap-
proach makes use of the latter to ’break’ the object apart and order it
differently in the region surrounding the focus object. This technique
was first applied on technical illustrations [LAS04; LACS08], before
it was adapted to visualize medical data sets [BG06; RVBB+08] (see
Figure 12a). When using exploded view techniques, the original spa-
tial relations may be lost. Furthermore, it may happen that important
structures around a focus object, e.g., vessels around the tumor, are
relocated, or even worse, break apart.
Application to multimodal data: For reasons outlined above, exploded
views are not directly suitable for multimodal medical data visual-
ization. One could consider to have one modality rendered in a tra-
ditional style with the information from an additional modality ar-
ranged around it. However, since the spatial relations, which are cru-
cial in the interpretation of medical data are lost, these techniques are
not promising from this perspective.
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(a) (b) (c)

Figure 13: One of the first focus-and-context illustrations with hatching pat-
terns used for the isosurface of radiation dose along with a tu-
mor to be destroyed [IFP96] and a skull where the skin is il-
lustrated using lines based on CT data [TC00]. Furthermore, a
focus-and-context visualization applied to a hand data set with
arteries [HMIBG01]

4.3.3 Focus-and-context visualization

For focus-and-context visualizations, it is assumed that at least the
focus object is segmented. Even though a lot of techniques exist that
provide insight into the focus object, the question is how to repre-
sent them in the context of the surrounding structures. A straightfor-
ward approach is to use the same shading technique on all structures,
which may lead to a hindered perception of the focus object by the
context objects. Thus, the main goal of the focus-and-context visualiza-
tion is to illustrate the focus object so that it is perceivable, and si-
multaneously illustrating the surrounding context structures without
distracting from the focus. Techniques vary from using unsaturated
colors for shading, to different shading methods per object class, to
even varying entire rendering concepts.

Line drawings. One of the first line drawing that appeared in com-
bination with focus objects was presented by Interrante et al. [IFP96],
see Section 3.3. They used a hatching technique for the surround-
ing objects which are represented by the isosurface of radiation. In
this case, anatomical data is combined with a scalar field resulting
from the simulation of dose distribution, a standard approach for ra-
diation treatment planning. The lines were aligned along the princi-
ple curvatures directions for an improved shape perception, whereas
the inside focus object was simply shaded (see Figure 13a). Another
line drawing technique that appeared in combination with focus ob-
jects was presented by Treavett and Chen [TC00]. They developed
line drawings that can be applied on volume data sets and further-
more, they showed how it can be used to illustrate the surrounding
context object, e.g., the skin, with the focus object, e.g., the skull (see
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Figure 13b). Again in the context of volume rendering, Hauser et
al. [HMIBG01] used combined visualization techniques to illustrate
different objects. For instance, bones are rendered with direct volume
rendering, surface rendering is applied to the vessels, and contours
indicate the skin (see Figure 13c). Lum and Ma [LM02a] presented a
way to render a dataset with non-photorealistic techniques efficiently.
Several illustrative techniques could then be applied with interactive
framerates (see Figure 14a). It was shown that line drawing concepts
can successfully be used for focus-and-context visualization [TIP05].
The core idea here was to provide the flexibility to combine surface-,
volume-data, and line drawing for a sparse visual representation of
context objects. Here, not only line drawings, but illustrative visual-
ization techniques in general were used to visualize context objects.
The key idea of illustrative visualization is to provide a simplified
and expressive depiction of a scene or problem [Law15]. Here, de-
tails are omitted purposefully in order to convey only the important
information.

Indeed these different rendering styles may be used for multimodal
visualization, e.g. contours representing boundaries of objects in one
modality may be overlaid to the visualization of a second dataset,
where no contours are used.

Tietjen et al. combined and tested [TIP05] various rendering tech-
niques. While their technique was not shown on multimodal data, it
is applicable for feature fusion. They confirmed that line drawings
can be a meaningful extension to existing visualization techniques
in an evaluation. Later, Tietjen et al. [TMSP+] used slice-based vi-
sualizations in combination with 3D illustration techniques (see Fig-
ure 14b) for an example of focus-and-context visualization in the
medical context. In a similar way, a slice or a slab of CT/MRI data
may be integrated in a SPECT/PET visualization or vice versa. The
slice/slab may be even enhanced with contours from a segmented
object. For PET/CT, Kim et al. [KEF07] used different rendering tech-
niques to illustrate the PET enrichment and the anatomical context
by using the CT data. Various rendering techniques were also used
in the context of simultaneously rendering anatomical and functional
brain data [JBBS+08]. For an overview of several focus-and-context
approaches, the reader is referred to Cohen [Coh06] and Bruckner et
al. [BGMP+10]. Wan et al. [WH10] proposed an importance-based ac-
cumulated transparency modulation to visualize focus objects. Their
approach is a generalization of the maximum intensity difference ac-
cumulation technique. Another importance-based direct volume ren-
dering approach was presented by Pinto and Freitas [MPF10]. Fur-
thermore, they combined standard volume rendering approaches with
illustrative visualization techniques (see Figure 16). For focus-and-
context visualization with PET/CT data, Bramon et al. [BRBB+13b]
suggested visualization techniques to emphasize the PET activity. An-
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other approach to explore and visualize interesting regions was pro-
posed by Abellán et al. [ATGP13]. They showed their approach on
MR/PET data and used illustrative visualization techniques to con-
vey information.

Lens-based visualization. Focus-and-context visualization can also
be applied interactively. One way to approach this, is to place a re-
gion on the surface that allows the user to look inside the data and
reveals everything underneath the surface. This idea is called magic
lens at it can be used to look through objects and to reveal interesting
parts [BSPB+93]. The magic lens can be applied in many situations,
ranging from whole body that uses a lens to reveal organs, to vessels
where a lens depicts special properties of the blood flow [GNBP11].
A special application in medicine is to employ the vertical symmetry
of the human body and propagate the movement of the lens in one
part of the body to the other part, thus supporting the comparison
between a suspicious region and the analogue region on the other
part of the human body. Such lenses are employed, e.g., in the ex-
ploration of brain perfusion data, where one perfusion parameter
is shown in the lens region and the other in the background. For
3D ultrasound, Schulte zu Berge et al. [BBKN14] presented a frame-
work where the user can set various predicates such that interesting
regions are highlighted. Increasing the slider for the vessels makes
it more visible than the surrounding structures (see Figure 15a). In
the context of vascular models and tumor visualization, Lawonn et
al. [LLPH15] presented a way to depict the vessels with line draw-
ings techniques whereas the tumor is visualized with diffuse shading
(see Figure 15b). Furthermore, lenses can also be employed to control
which source is displayed, e.g., in the lens region PET (or PET and CT
combined) and outside only CT. Thus different layers may be shown
interactively [KSW06].

The distinction between smart visibility and focus-and-context vi-
sualization is not that clear. Focus-and-context visualization techniques
are a subcategory within the broader category of smart visibility ap-
proaches. The main goal of smart visibility is to provide insights into
interesting regions or objects and in this way, the same can be said
about focus-and-context techniques. However, this goal can be also be
achieved by adding 2D image planes in a 3D visualization representa-
tion [HE98; BHWV+07]. In this case, there is no focus object involved,
although it is still clearly a smart visibility technique. Thus, focus-and-
context visualization is considered as a subgroup of smart visibility
techniques, which is a broader category including cutaways, ghosted
views or exploded views, as well as techniques in which there is no
focus object.
Application to multimodal data: Focus-and-context techniques may
be applicable to multimodal medical data and can be employed in
two main ways. First, both modalities may be combined and a region
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of interest within the datasets can serve as a focus area, while the
context is rendered in a different style. Secondly, one modality with
a higher importance can be rendered as the focus dataset, while the
other is rendered to provide context. The rendering style required
strongly depends on the application. For instance, if the focus region
consists of a tumor and the physician is interested in the distance
to nearby vessels, which serves as the context object, then the mor-
phological vessel structure may be not as important as an indicated
position of the vessel structures. In this case a simple contour may
be sufficient that shows only the outline and allows for a fast recog-
nition of the spatial extent. But in case of a liver tumor, the spatial
impression and the shape of the liver is important for the treatment
planning. In this case, a more advanced approach needs to be applied
to illustrate the tumor in a reasonable way while simultaneously de-
picting the liver surface with important spatial and morphological
features.

4.3.4 Summary

There are different channels, with which information, e.g., color, or
orientation of elongated objects are perceived. Thus, information can
be perceived simultaneously if it is encoded in different channels. The
major theory here is the Feature Integration Theory, developed by
Anne Treisman [TG80]. Multimodal visualization applications may
benefit from the use of different visualization techniques that can be
easily perceived simultaneously, e.g., color is only used for depict-
ing one dataset, and line drawing techniques for the other. In order
to represent multiple modalities in a single rendering, smart visi-
bility techniques are crucial to prevent visual clutter and occlusion
problems. Specifically, multimodal medical visualization can benefit
from deciding which dataset has priority, i.e., the "focus dataset", and
which is the context dataset. In multimodal visualization design, one
could consider indicators of importance of a modality, such as the
size and resolution, which could for instance be indicative of which
dataset is best used for anatomical detail. Then one could think about
which techniques are primarily suitable to show the focus dataset,
likely revealing more details, and which to show the context dataset.
This approach forms a bridge between single data focus-and-context
techniques and focus-and-context in the context of multimodal data.
There may be also situations where both volumes have the same im-
portance, e.g., CT and MRI, and in these situations, it might be more
appropriate to consider a region within both datasets the focus area,
while the region outside is rendered as context. In conclusion, visual-
ization techniques that have been developed for single modality visu-
alization can be adapted to multimodal data, but this requires careful
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Figure 14: A focus-and-context visualization applied to a CT scan of a com-
puter mouse to illustrate the insides [LM02a] and a CT scan of
the neck revealing lymph nodes and vascular structures with a
slice of imaging data [TMSP+].

consideration of the specific requirements and in some cases exten-
sions of existing techniques.

4.4 multimodal rendering and interaction techniques

In this section, rendering and interaction techniques for multiple or
fused volumes are discussed. First, recent contributions on render-
ing aiming at fusing multiple volumes together at different points in
the rendering pipeline are described. After this, a discussion on in-
teraction techniques that are designed for the use with multimodal
medical data, including clipping and specialized transfer functions is
introduced.

4.4.1 Rendering Techniques

In this subsection an overview of rendering techniques suitable for
rendering two or more volumes simultaneously is provided. Although,
Drebin [DCH88] and Levoy [Lev88] are often cited as the developers
of the first volume rendering approach, actually Höhne [HB86] was
the first who rendered a volume based on CT data. As a follow up,
Höhne [HBTR88] were the first who developed a multimodal visu-
alization technique visualizing MRI combined with MRA (see Fig-
ure 17). Cai and Sakas presented a seminal work that allows render-
ing of multiple volumes [CS99]. They presented a method to achieve a
reasonable mix of opacity, color, and illumination. Furthermore, they
defined three levels of volume intermixing:

• Illumination model level intermixing

• Accumulation level intermixing
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Figure 15: Focus-and-context visualization of a 3D ultrasound dataset where
the arteries are shown [BBKN14] and a visualization where ves-
sels and a tumor, reconstructed from CT data, are illustrated with
line drawings [LLPH15].

Figure 16: Focus-and-context visualization based on a CT scan of the hand
and wrist. The bones are shown by applying a cutaway tech-
nique [MPF10].

• Image level intermixing

In illumination model level intermixing, the opacity and intensity at
each sample point is calculated directly from a multi-volume illuma-
tion model, instead of mixing several opacity and intensity values.
This type of volume intermixing is the most complex, but also the
most realistic. In accumulation level intermixing, the intermixing is
performed during ray sample accumulation by mixing opacities and
intensities from different volumes. This method requires changes to
the rendering pipeline and the time consumption can be high, but
provides correct depth cues. The simplest intermixing method is im-
age level intermixing, where the two rendered images are merged on
the pixel level. For this, no changes need to be made to the rendering
pipeline, but there is a lack of correct depth cueing. This approach
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Figure 17: First multimodal volume rendering technique by Höhne et al.
visualizing vascular MRA and anatomical MRI data simultane-
ously [HBTR88].

was successfully applied in the context of radiotherapy treatment
planning, combining CT, dose and segmented object volumes.

Wilson et al. presented a visualization approach to depict differ-
ent image modalities together at interactive framerates using differ-
ent rendering styles [WLM02]. To render the result efficiently, they
used the GPU and demonstrated their results with two case studies.
One of the case studies featured a multimodal mouse data set com-
bining PET and MRI acquisitions. Ferre et al. discussed strategies to
visualize multimodal volume datasets using direct multimodal vol-
ume rendering (DMVR) [FPT04]. Furthermore, they stated require-
ments and proposed five rendering methods, that differ in the step
of the rendering pipeline at which the fusion is performed: prop-
erty -, property and gradient -, material -, shading - and color fu-
sion. They used SPECT and MRI data to present a combined visual-
ization and evaluate the suitability of the five methods for this data.
Another technique to render multimodal volumes that additionally
solves depth cuing issues was presented by Hong et al. [HBKS05].
They conducted experiments and could show that their method can
distinguish the depth of overlapping regions and produces rendering
results faster than conventional software using High Level Shader
Language (HSLS) for efficient volume fusion. They show the results
of their method on PET and CT images in a performance evalua-



4.4 multimodal rendering and interaction techniques 89

tion. Rößler et al. described a GPU-based multi-volume rendering
scheme that allows users to visualize an arbitrary number of vol-
umes interactively, focused on functional brain images [RTFE+06].
Subsequently, they introduced dynamic shader generation for multi-
volume ray casting [RBE08]. In an accumulation-level volume render-
ing context, their system automatically generates different shaders
per volume from the configuration of an interactive abstract render
graph. Brecheisen et al. employed a framework to render different
volumetric datasets together [BBPHR08]. They used depth peeling
to visualize overlapping volumes that can be intersected with an arbi-
trary number of geometric shapes. Kainz et al. proposed a framework
for rendering multiple volumes on the GPU [KGBH+09]. Theirs was
the first framework for multi-volume rendering that still provided
interactive frame rates while rendering over 50 arbitrarily overlap-
ping volumes. Recently, Sunden et al. introduced a volume illumi-
nation technique specifically designed for use with multimodal data
[SKR15]. They proposed a new light-space-based volume rendering al-
gorithm, that employs illumination-importance metrics to compress
and transform multimodal data into an illumination-aware represen-
tation. Their method was applied to CT and MRI data, as well as
microscopy and simulation data and evaluated based on the quality
and performance. Lindholm et al. [LFSB+15] presented a rendering
algorithm for hybrid volume-geometry data. They combined volume
data and geometry-based data, i.e., a mesh. They applied their ap-
proach to proteins, vessels with blood flow, and DTI.

Additional related work can be found in the state-of-the-art report
on the visualization of multivariate scientific data presented by Fuchs
and Hauser [FH09]. Schubert and Scholl provide a performance and
perceptual comparison of GPU-based multi-volume ray casting tech-
niques [SS11]. Furthermore, they presented an overview of visualiza-
tion techniques that use data intermixing approaches and direct vol-
ume rendering methods that use ray casting. They add Classification
Level Intermixing to the three levels defined by Cai and Sakas [CS99],
which mixes volumes by linear combination of the sample values at
the beginning of the rendering pipeline. For a general overview of
large-scale volume visualization techniques, the reader is referred to
the state-of-the-art report by Beyer et al. [BHP15].

In the area of medical image fusion, Gupta et al. [GRB08] presented
a measure to evaluate PET/MRI image fusion. They could confirm
the usefulness of their approaches in different experiments. For this,
they used an entropy measure to combine the interesting parts in
PET and MRI, but this approach also was applied to CT combined
with MRI. Lindholm et al. introduced fused multi-volume direct vol-
ume rendering using a BSP, aimed at medical volume rendering of
multimodal data [LLHY09]. Lindholm et al. provided a GPU-based
ray casting approach to visualize intersecting volumes with regard
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to an efficient depth sorting of the resulting fragments. Bramon et
al. fused image modalities and applied their technique to CT, MRI
and PET data [BBBR+12]. This information-theoretic framework auto-
matically selects the most informative voxels from two volume data
sets. They evaluated the potential of their technique with medical
experts and concluded that it is potentially useful for planning radio-
therapy, treatment monitoring, and planning brain surgery. In their
evaluation, they proposed several information maps and fused data
sets and had the experts vote on the quality. Their method performed
well in differentiating between bone and cerebral tissue, as well as
between morphological and functional data. More recently, Kim et al.
introduced a slab-based intermixing method for fusion rendering of
multiple medical objects [KKLS+16].

The reader is referred to James and Dasarathy [JD14] and Galande
and Patil [GP13] for a more extensive discussion about image fusion.

4.4.2 Interaction Techniques

In this subsection several interaction techniques that were success-
fully used in the context of multimodal medical data are described.
Interaction techniques primarily serve to adjust which portions of the
dataset are visible. Visibility may be adjusted with clipping and cut-
ting on a geometrical basis and with transfer functions on the basis
of attribute values, e.g., intensity values, gradient magnitude or cur-
vature.

Clipping and cutting. Hastreiter et al. employed clipping planes
per volume to cut the separate modalities in different ways [HE98].
This can be used to look at the slices while simultaneously analyz-
ing the 3D visualization. Furthermore, they combined CT and MR
images in a single view. Fairfield et al. proposed a custom clipping
solution for co-registered MRI and CT, which they refer to as ’cur-
taining’n [FPJT+14]. This allows the user to define a clipping region
in which the other modality will be shown. Manssour et al. propose
a method to visualize inner structures in multimodal volume data
employing cutting and data intermixing [MFO+02]. They applied it
to the skull where cutting planes were used to analyze the brain.
More advanced ways of clipping data were developed by Weiskopf
et al. via per-fragment operations in texture-based volume visualiza-
tion [WEE02]. While their method was applied to a single modal-
ity, their technique was successfully employed by Rößler et al. to
clip the brain based on regions in an atlas of the human brain com-
bined with fMRI data [RTFE+06]. More recently, a membrane clip-
ping approach was proposed that avoids cutting through features in
the data [BBBV12]. While it was not directly applied to multimodal
datasets, it could be used in such a way. Furthermore, their technique
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Figure 18: PET/CT data are mixed to visualize the volume in a single
view [KEF07].

features slab rendering which is a trade-off between slice-based view-
ing and full 3D rendering.

Transfer functions. To tackle occlusion problems, transfer func-
tions are essential and have been designed for multi-modal data. 2D
transfer functions, introduced by Levoy in 1988 [Lev88], are an essen-
tial method for multimodal visualization, since they allow the user to
emphasize boundaries and details within structures. Kniss et al. ap-
plied a multi-dimensional transfer function to multivariate weather
data that allows experts to readily identify specific zones for their
analysis task [KHGR02]. They presented a case study in which they
explore the utility of multidimensional transfer functions for the visu-
alization of multivariate fields. Kim et al. introduced a dual-lookup
table for PET/CT data such that medical experts can set different
transfer functions for every volume in a single view [KEF07]. They
provided techniques such that the volumes can be merged properly
with different transfer functions, see Fig. 18. A general information-
based approach for transfer functions was introduced by Haidacher
et al. [HBKG08]. They provided a transfer function space to visual-
ize certain tissues of multimodal data. The method was successfully
applied to PET/CT data of the brain. Maciejewski et al. proposed a
clustering technique to generate 2D transfer functions [MWCE09].
Their approach yields a clustering in the 2D histogram, which can
then be adjusted by the user to get appropriate 3D visualization re-
sults. While this is an advanced and elegant solution, the necessary
type of interaction limits users to visualization experts.
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Furthermore, Bramon et al. introduced an information-theoretic ob-
servation channel for volume visualization, which quantifies the in-
formation transfer between the source data set and the rendered im-
age [BRBB+13a]. With these quantities the authors provide the pos-
sibilty to select informative viewpoints, to design transfer function,
and to position the light. Joshi et al. introduced new interaction tech-
niques to explore and visualize multimodal data [JSVS+08]. Their
technique allow for a precise control of the shape of the region in
the brain that can be used to gain insight into the data during explo-
ration and surgery. For their approach they used SPECT/MRI and
fMRI data. Additionally, Ropinski et al. proposed interaction tech-
niques to show a close-up of an interesting region in the context
of the rest of the data [RVBH+09]. They applied their technique to
PET/CT data registered with MRI. More recently, Haidacher et al.
proposed an approach for analyze a volume based on multimodal
surface similarity [HBG11]. With this, the similarity space generated
can be used for isosurface selection in applications like Dual Energy
Computed Tomography (DECT). The similarity map can be used to
set different isovalues for, e.g., DECT, such that inner structures can
be set opaque whereas outer structures can be set as transparent. Cor-
rea and Ma [CM11] employed visibility-driven transfer functions to
illustrate important structures in comparison to the surrounded re-
gions. Their approach provides the user with graphical cues that in-
form about the contribution of particular scalar values to the final
image. Furthermore, they presented a semi-automatic transfer func-
tion design that solves an energy minimization problem, such that
the visibility of an initial opacity transfer function that provides the
desired importance is maximized.

4.5 applications

In this section, an overview of recent multimodal medical visualiza-
tion papers are provided that are application-oriented. Furthermore,
this section is subdivided in applications developed in a research-
oriented, diagnosis or treatment planning and guidance context. For
diagnostic purposes, applications developed for cardiology and those
aimed at oncology are distinguished. The treatment planning and
guidance applications are further categorized into neurosurgery and
radiotherapy planning.

4.5.1 Medical Research

Multimodal medical data visualization applications were developed
in a research context related to vascular pathology development as
well as neuroscience.
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Table 2: Table of references sorted according to the application type (Type),
area (App), and to the acquisition scanners (hybrid scanner, single
scanner and multiple scanners). It is stated if any segmentation (Seg)
is needed, if the approach was evaluated (qualitatively (Ql), quanti-
tatively (Qt), with domain experts (D) or non-domain experts (N) or
the performance (P), and what types of image modalities are used.
The visualization techniques that are used are mentioned, subdi-
vided into cutaways (CA), ghosted view (GV), focus-and-context
(FC), and illustrative visualization (I-Vis).

References Type App Scanner Seg Eval Image Modality Vis technique

CT MRI fMRI DTI PET SPECT US CA GV FC I-Vis

[DHSK+13] Res Vasc Hybr 3 QlD 3 7 7 7 3 7 7 7 7 7 7

[RHRS+09] Res Vasc Hybr 7 QlN 3 7 7 7 3 7 7 7 7 3 7

[ESMH+05] Res Neuro Mult 3 7 7 3 7 3 7 7 7 3 3 3 7

[DMLB12] Res Neuro Sing 7 QlD 7 3 3 7 7 7 7 7 3 3 7

[JNMS+09] Res Neuro Sing 7 QlN 7 3 3 7 7 7 7 7 7 7 7

[NOEH+10] Res Neuro Sing 7 QtN 7 3 3 7 7 7 7 3 7 3 7

[RTFE+06] Res Neuro Sing 7 QtP 7 3 3 7 7 7 7 3 3 3 7

[SZV01] Res Neuro Sing 3 QlD 7 3 3 7 3 3 7 7 7 7 7

[SZPR+97] Res Neuro Mult 3 QlD 7 3 7 7 7 3 7 7 7 7 7

[JKEF+13] Diag Onco Hybr 3 QtP 3 7 7 7 3 7 7 7 3 3 7

[KEF07] Diag Onco Hybr 7 7 3 7 7 7 3 7 7 7 3 3 7

[LSPV15] Diag Onco Hybr 7 QlD 3 7 7 7 3 7 7 3 3 3 3

[VNØU+08] Diag Onco Mult m QlN 3 7 7 7 3 7 3 3 7 3 3

[HSFM+08] Diag Cardio Mult 3 QtD 7 3 7 7 7 7 7 7 3 7 7

[OKGH+06] Diag Cardio Mult 3 7 3 3 7 7 7 7 7 7 3 7 7

[TBBV+07] Diag Cardio Mult 3 7 7 3 7 7 7 7 7 7 3 7 7

[KGSAY+14] Diag Cardio Mult 3 QtD 3 7 7 7 7 3 7 7 3 3 7

[BHWB07] Trea Neuro Mult m QlD 3 3 3 7 3 7 7 3 7 3 7

[BBMN+07] Trea Neuro Sing 3 QlD 7 3 3 3 7 7 7 7 3 3 m

[BLEL+13] Trea Neuro Mult 3 QlD 3 3 7 7 7 7 7 3 3 3 7

[BJHS+09] Trea Neuro Sing 3 7 7 3 3 3 7 7 7 3 3 7 3

[DPLB+11] Trea Neuro Sing 3 QlD 3 3 3 3 7 7 7 3 3 3 7

[JBBS+08] Trea Neuro Sing 3 QlD 7 3 3 7 7 7 7 3 3 7 3

[JFSG+00b] Trea Neuro Sing 3 QlD 7 3 3 7 7 7 7 7 7 7 7

[JSVS+08] Trea Neuro Mult 3 QlD 3 3 3 7 7 3 7 3 7 3 7

[KNST+12] Trea Neuro Mult 3 QtD 3 3 7 7 7 7 7 7 3 7 7

[MSEN+06] Trea Neuro Mult 7 QtP 7 3 7 3 7 7 7 3 7 3 7

[NTSW+10] Trea Neuro Sing 3 QlD 7 3 7 7 7 7 7 7 7 3 7

[NMWW+04] Trea Neuro Mult 3 QlD 3 3 7 7 7 7 7 7 3 7 7

[RRRP08] Trea Neuro Sing 3 QlD 7 3 3 3 7 7 7 3 3 7 7

[RSHP08] Trea Neuro Mult 7 7 7 3 7 7 7 7 7 3 7 3 7

[SKGH+98] Trea Neuro Mult 3 Ql/QtD 3 3 7 7 7 7 7 3 7 m 7

[WRDW+11] Trea Neuro Sing 3 QlD 7 3 7 7 7 7 7 3 7 3 7

[NRSK+14] Trea Radio Sing m Ql/QtD 7 3 7 7 7 7 7 7 7 m 7

[SFNB14] Trea Radio Hybr 3 7 3 7 7 7 3 7 7 3 3 3 7

PET/CT scans are often requested in cases related to clinical on-
cology for initial cancer staging or a follow-up during or after treat-
ment [BOBMR+07]. However, Ropinski et al. [RHRS+09] visualized
mouse aorta PET/CT scans in a medical research-oriented application
related to the formation of plaque. They propose a linked multi-view
approach, using a specialized straightened multipath curved planar
reformation combined with a multimodal vessel flattening technique
(see Figure 19). In a follow-up work, Diepenbrock et al. additionally
looked into PET/CT visualization of mice arteries [DHSK+13]. They
use the vessel wall extracted from the CT scan to perform a normal-
ized circular projection which allows the user to judge PET signal
distribution in relation to the deformed vessel.
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Figure 19: Multiple linked views allow for comparative visualization of vas-
cular PET/CT in mice [RHRS+09].

Nguyen et al. used an approach to visualize and interact with real-
time fMRI data in a neuroscience research context [NOEH+10]. They
treat the fMRI signal as light emission and render it in the context of
a patient-specific high resolution reference MRI scan. Using this tech-
nique, the brain glows and emits light from active functional regions
with a 2 second delay of the measured fMRI signal. In the work by
van Dixhoorn et al., the focus is on examining whole brain functional
network connectivity at a voxel-level [DMLB12]. They visualize the
correlation of the functional activity, where fMRI time-signals at each
voxel are correlated with every other voxel in the brain to determine
functional connectivity. Therefore they propose an application for the
interactive visual analysis of this high resolution brain network data,
both in a linked matrix representation as well as in its anatomical
context based on MRI in a GPU raycasting framework.

4.5.2 Diagnosis

Visualization techniques aimed at improving diagnostic value of mul-
timodal medical data have been primarily developed in the fields of
oncology and cardiology.

4.5.2.1 Oncology

Among the oncological applications, Kim et al. introduced a dual-
lookup table specifically designed for use with PET/CT data such
that medical experts can set different transfer functions for every vol-
ume in a single view [KEF07]. Jung et al. employed a novel visual-
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ization approach by integrating a visibility-driven transfer function
specifically for PET/CT data [JKEF+13]. Furthermore, they provided
an intuitive region of interest selection tool for further exploration. La-
wonn et al. recently developed an illustrative technique for focus-and-
context rendering of PET/CT data [LSPV15], see Chapter 5. In their
approach, the functional information from the PET data is used as the
focus, while the CT provides anatomical context using dynamic cut-
away views. Viola et al. presented illustrative techniques to visualize
liver ultrasound combined with CT information serving as anatomi-
cal context [VNØU+08]. They aim to shorten the long learning curve
for ultrasound practitioners in training, as well as assist the interpre-
tation of liver examinations.

4.5.2.2 Cardiology

Due to the severity and frequency of cardiac diseases this applica-
tion area is of utmost importance. Essential diagnostic tasks include
plaque assessment in the coronary arteries, detailed diagnosis of a
heart infarction, e.g. the extent of infarct core, assessment of the heart
valves, and assessment of abnormalities, such as congenital heart
failures. Morphological information, extracted from CT and MRI, as
well as functional information, e.g., wall motion extracted from ultra-
sound, are important.

An example of a multimodal visualization problem that was con-
sidered in visualization research is the use of perfusion data com-
bined with other MR imaging modes of for the diagnosis of the coro-
nary heart disease. Perfusion data of the heart, which indicates the
blood perfusion in the myocardium and can be acquired from MRI
or SPECT scanners, needs to be combined with anatomical data to
provide morphology of the heart muscle and the coronary arteries.
Similar to combining PET and CT data, the resolution of the perfu-
sion data is much coarser. Moreover, the acquisition of cardiac per-
fusion data exhibits gaps, i.e., there are regions in the morphologi-
cal data, where no corresponding perfusion data is available. Simply
interpolating the missing information is not a satisfactory solution.
Thus, the overlay of both information must convey where slices of
the morphological data correspond to morphologic slices and where
no such correspondence exists. Termeer et al. proposed a visualiza-
tion to aid diagnosis of patients with Coronary Artery Disease using
cardiac perfusion MRI data [TBBV+07]. They extend the traditional
bull’s eye plot to a continuous volumetric version that reveals trans-
murality of scar tissue and link this to an anatomical view of the
heart. Transmurality indicates whether the whole wall of the (left)
ventricle is affected by an infarction—information that is essential
for prognosis and treatment. Hennemuth et al. developed a compre-
hensive approach to the analysis of contrast-enhanced cardiac MR
images [HSFM+08]. They propose a full workflow to align the differ-
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(a) (b) (c)

Figure 20: (a): Combined visualization revealing an infarcted area in dark
blue, with hypoperfused regions represented by contours. The
myocardium is shown as a transparently colored surface that en-
codes the distance to the infarction [HSFM+08]. (b),(c): Combined
CT Angiography and SPECT myocardial perfusion imaging are
visualized to illustrate coronary artery disease [KGSAY+14].

ent datasets, extract surfaces and analyze them in a combined way
(see Figure20). Oeltze et al. presented an integrated multi-modal vi-
sualization of morphologic and cardiac perfusion data for the anal-
ysis of coronary artery disease [OKGH+06]. Myocardial perfusion
is measured using an MRI scanner and combined with CT Coro-
nary Angiography (CTCA) which depicts the anatomy. In their vi-
sualization, colored icons, heightfields and lenses are used to visual-
ize and explore the different parameters measured. Kirişli et al. com-
bine CT Angiography (CTA) and SPECT myocardial perfusion imag-
ing (MPI) in a visualization aimed at assessing coronary artery dis-
ease [KGSAY+14]. They evaluated the diagnostic value of a software-
based image fusion system over conventional side-by-side analysis
and found improved diagnostic performance when using their appli-
cation (see Figure 20).

4.5.3 Treatment Planning

Multimodal medical data visualization applications have been devel-
oped mainly in the areas of neurosurgical planning and guidance.
Some recent works have focused on radiotherapy treatment planning.

4.5.3.1 Neurosurgery

A primary focus in neurosurgical planning applications is identifying
various surgically relevant structures that are at risk to be damaged,
such as the functional areas in the gray matter and the white mat-
ter fiber tracts. This enables an understanding how they are related
to the lesion that needs to be removed. The surgically relevant struc-
tures can be acquired using several modalities such as CT and MRI,
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Figure 21: A non-polygonal isosurface revealing patient-specific functional
information in anatomical context of a template brain [RTFE+06].

but also special MRI modes such as fMRI, DTI as well as multiple
different scanning parameter combinations are often employed. Ad-
ditionally, neurosurgeons need to plan the optimal or safe access path
to such a lesion, with the least amount of damage to vital functional
areas, derived from fMRI, and fiber tracts, derived from DTI. Visual-
ization applications aimed at neurosurgical planning and guidance
often focus on brain tumor resection, but also applications aimed
at Deep Brain Stimulation (DBS) and Arteriovenous Malformations
(AVM) surgery exist.

Jannin et al. fused several modalities and imaging modes from
MRI for neurosurgery navigation [JFSG+00b]. They combined seg-
mented structures and vessels with functional areas from magneto-
encephalography (MEG) and fMRI data in a neuronavigation appli-
cation. As one of the most notable early techniques where surfaces
are used for combined information, Stokking et al. presented a visu-
alization method that combines functional input data and a surface
extracted from anatomical data [SZV01]. They map fMRI values onto
a brain surface using the surface normal and evaluate their technique
on both registered (S)PE(C)T/MRI and fMRI/MRI. This technique
was an extension from earlier work on combining software-registered
SPECT with a surface extracted from an MRI scan, by mapping func-
tional values of the SPECT to the surface of the brain along the nor-
mal [SZPR+97]. While these techniques were applied to the brain, the
idea of using a surface can be transferred to other organs, such as
the heart muscle. Rößler et al. described a GPU-based multi-volume
rendering scheme that allows users to visualize an arbitrary num-
ber of volumes interactively (recall Section 5.1.1), and their technique
was specifically focused on functional brain images [RTFE+06]. Their
tool was aimed at supporting cognitive neuroscientists in experimen-
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Figure 22: Fiber bundle filtering using multiple boxes that can be combined
to select bundles using arbitrary logic combinations for selection
of fibers to be shown in multimodal visualization [BBMN+07].

tal studies and to communicate results to non-experts and employs a
template brain with patient-specific fMRI data (see Figure 21). Blaas
et al. proposed an approach that fuses fMRI and DTI data for plan-
ning brain tumor resections [BBMN+07]. In this fused volume, users
can extract fiber bundles that pass through a region around the tu-
mor. These bundles can then be explored by filtering on distance
to the tumor, or by selecting a specific functional area using arbi-
trary convex geometries as selection criteria (see Figure 22). Rieder et
al. employed a combination of fMRI and DTI data for neurosurgical
therapy planning [RRRP08]. Their application visualizes pathologies
using a distance-based transfer function, as used by Tappenbeck et
al. [TPD06], and only shows functional data in close proximity to
the lesion. Furthermore, they increase depth perception by including
a distance-ring, which visualizes how deep the lesion is situated in
the brain from the current viewpoint. For the surgical planning itself,
they provide access path visualization and rely on identification of
superficial landmarks which can be translated to the pre-operative
context (see Figure 23).

A visualization approach for combined MRI and fMRI brain data
was presented by Jainek et al. [JBBS+08]. Various rendering styles
were used, e.g. ambient occlusion, and illustrative techniques were
employed to enhance the visual output. Following up on this work,
Born et al. extended it to include DTI tracts, which reveal recon-
structed nerve fibers that connect functional areas [BJHS+09]. They
also enhanced depth and shape perception by applying silhouettes
and dithered half-toning (see Figure 24).

Janoos et al. [JNMS+09] proposed a method to visually analyze
brain activity from fMRI data, with a special focus on temporal depen-
dencies. They propose a methodology to analyze the time dimension
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Figure 23: Path planning for oncologic neurosurgery. An entry point in the
skull is searched to reach the target area in the tumor without
destroying fiber tracts and functional areas based on MRI, fMRI
and DTI data [RRRP08].

through volumes-of-interest, of which the selection is guided by a
hierarchical clustering algorithm in the wavelet domain. They visual-
ize these volumes-of-interest overlaid onto MRI data of the brain and
show the cluster time-series of selected clusters in a separate view.

Diepenbrock et al. were the winners of the IEEE VIS Visualiza-
tion contest on multimodal visualization for neurosurgical planning
[DPLB+11]. They provided a 3D view inside the brain featuring an
interactive probe containing structures acquired from fMRI, DTI and
various additional MR imaging modes. Uncertainty in the fMRI and
DTI data is revealed using uncertainty borders and a different ren-
dering style. Furthermore, they provide a cylindrical access path pro-
jection representing the distance to the structures at risk along the
planned path. A close-up view of the tumor allows a more detailed
view on the area that the surgeons are planning to resect.

Serra et al. developed a multimodal pre-operative neurosurgical
planning system designed for use with a mirror-based Virtual Reality
system workbench [SKGH+98]. They render CT, MRI and MRA scans
using 3D textures and allow the user to interact with the volumes
using a tracked 3D pointer. Neubauer et al. proposed a surgical sim-
ulation application for endonasal transsphenoidal pituitary surgery,
which is a minimally invasive endoscopic procedure[NMWW+04].
They employ CT and MRI to simulate this endoscopic procedure for
training and pre-operative planning. For this, they used CT for skull
anatomy, MRI for the tumor, optical nerve and pituitary gland, and
contrast-enhanced CT and MRI to highlight the internal carotid artery.
They provide interactive threshold adjustment to adjust the surface
visualizations.
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Figure 24: Visualization of cortical anatomy (MRI), brain activity (fMRI),
and nervous pathways (DTI) [BJHS+09].

Figure 25: In a multimodal 3D view, neurosurgeons can explore and plan an
initial access path by probing [DPLB+11].

Figure 26: From left to right: skull peeling, Multi-volume rendering of seg-
mented data (green: tumor (MRI), red: vessels (MRA), brown:
skull (CT)), Multi-volume blending (black/white: brain (MR), red:
metabolic active part of tumor (PET, yellow: brain areas active
during speech - fMR) and perspective volume rendering for sim-
ulating keyhole surgery [BHWB07].

For planning neurosurgical procedures, Beyer et al. introduced a
framework that can visualize multimodal volumes such as CT, MRI,
fMRI, PET and Digital Subtraction Angiography (DSA) [BHWB07].
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They propose a skull peeling algorithm that can automatically re-
move an occluding bony area to reveal the underlying brain. Further-
more, they developed a masked-based approach to show multiple
modalities concurrently and a rendering technique to render binary
segmented objects with a smoothed appearance when available (see
Figure 26). Within masked parts of the volume, different datasets are
rendered, each with their own transfer function settings. Joshi et al.
presented interaction techniques in a neurosurgical planning appli-
cation that includes stereotactic navigation [JSVS+08]. They visualize
MRI, fMRI, DTI and SPECT in a visualization that allows the user to
crop volumes using an interactive line widget. Kin et al. developed a
neurosurgical planning tool specifically focussing on brainstem mal-
formations in which they fuse MRI, CT, and 3D rotational angiogra-
phy together [KNST+12]. They mainly rely on combining multiple
surface reconstructions of the individual modalities, which demands
a significant amount of preprocessing time in manually segmenting
important structures.

In the area of neurosurgical tumor planning, Rieder et al. pro-
posed a multimodal visualization of intracerebral pathological tis-
sue [RSHP08]. They use multiple MRI sequences (T1, T1ce (contrast
enhanced), T2, FLAIR) as the input for their visualization application
and perform clustering to determine pathologic regions. Next, they
blend these pathologic regions with the anatomical context informa-
tion using an automatically calculated transfer function. Furthermore,
they propose an automatic cutting tool and brain peeling to reveal
hidden structures of interest.

Bock et al. recently presented a tool for planning and guiding deep
brain stimulation (DBS) interventions by fusing multimodal data that
includes uncertainty regions from the acquisition process [BLEL+13].
In order to guide these procedures, CT and MRI are fused and visual-
ized integrated with results from Microelectrode Recordings (MER),
which measure the electric field in the brain intra-operatively. Their
tool features a planning, recording and placement phase in which
the corresponding steps of the intervention can be performed (see
Figure 27).

Weiler et al. presented work on neurosurgical planning for treat-
ment of Arteriovenous Malformations (AVMs) in the brain [WRDW+11],
an example of which can be seen in Figure 28. In these procedures, a
precise identification of the arteries and veins is crucial to understand
the complex inflow and outflow in these vascular pathologies. They
combine several differently weighted MRI scans, such as T1-weighted
images with and without contrast agent, arterial time-of-flight (TOF),
and MR-Venographies (MRV), into a single multi-volume visualiza-
tion to facilitate understanding of the lesions angio-architecture. To
prevent clutter, they propose a focus of attention technique, based
on the distance to a point of interest, that allows the user to atten-
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Figure 27: The DBS planning phase in the top left, recording phase on the
right, and the placement phase n the lower left. [BLEL+13].

Figure 28: Visualization of neurovascular anatomy for treatment planning
of AVM surgery with context (left) and focused on vascular struc-
tures only (right), based on MR-Venographies and T1-weighted
MRI [WRDW+11].

uate importance using transparency and saturation manipulation for
structures outside the region of interest. Navkar et al. developed visu-
alization tools for planning neurosurgical interventions with straight
access, such as biopsies, deep brain stimulation and ablation of brain
lesions [NTSW+10]. For this, they generate various access maps based
on vascular structures on the surface of the skin of the patients head
for guidance in selecting a safe entrance point.

Much research has been done on the visualization of fiber tracts
from DTI scans, often using anatomical information from an MRI
scan as context. Enders et al. proposed to visualize white matter tracts
reconstructed from DTI with wrapped streamlines [ESMH+05]. They
generate surfaces that wrap around the convex hull of fiber bundles
for a more intuitive representation of tracts and combine this with
anatomical information from a T1-weighted scan. Merhof et al. pro-
posed a new visualization technique for white matter tracts using
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Figure 29: Fusion visualization of 4D PET/CT with segmentation and dose
infomation combined with clipping [SFNB14].

triangle strips and point sprites [MSEN+06]. Their novel DTI hybrid
rendering approach speeds up the rendering process and can then be
combined with DVR of anatomical data to provide additional infor-
mation for surgical planning. Since a full overview of these visualiza-
tions is outside the scope of this chapter, the reader is referred to a
recent survey written by Tobias Isenberg on illustrative visualization
techniques for diffusion-weighted MRI tractography [Ise15].

4.5.3.2 Radiotherapy

Radiotherapy planning is generally based on CT, MRI and PET/CT
scans. These volumes are used to define target areas for radiation but,
also organs at risk that should not receive high radiation. Especially
for target areas such as chest and upper abdomen, that move strongly
due to breathing, the recent possibility to acquire 4D PET/CT data
opens the possibility to capture and integrate the movement of tu-
mors into the radiation target volume definition, building the basis
for the dose calculation. In contrast to many other diagnostic and
treatment planning procedures that occur under severe time pres-
sure, radiation treatment planning is advanced and time-consuming.
Target structures and structures at risk are segmented regularly to as-
sess how they would be affected by a certain dose distribution. Thus,
advanced multimodal visualization techniques would be applicable.

Schlachter et al. [SFNB14] showed that 3D and 4D visualization of
images, combined with delineated regions, and the calculated dose
(also available as volume dataset), complements the common slice
views. This provides a fast overview over the spatio-temporal con-
figuration of all delineated areas and the related dose distribution
resulting finally in a faster quality checks of the radiation plan.

Magnetic Resonance Spectroscopy Imaging (MRSI) data provides
metabolic information that quantifies the concentrations of multiple
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brain metabolites, such as Choline and Creatine, per voxel. Currently
MRSI is only performed in a clinical research context, but not yet
employed in clinical practice. In the work by Nunes et al., MRSI data
is fused with multimodal radiology imaging in an integrated visual
analysis system aimed at radiotherapy treatment [NRSK+14]. They
linked the medical imaging framework MITK and general purpose
data exploration tool ComVis to analyze, relate and visualize MRSI
data together with multimodal images.

4.5.4 Discussion

An overview of all papers according to the application type and appli-
cation area can be found in Table 2. The table states if any segmenta-
tion is needed for processing the date in order to visualize it, which is
important to estimate the amount of preprocessing an application re-
quires. Furthermore, the type of evaluation (if any) was performed to
verify the utility of the applications is mentioned. For this, the eval-
uations are distinguished between quantitative (Qt) and qualitative
(Ql) studies with domain experts (D), non-domain experts (N), or if
the performance was tested (P). Furthermore, the image modalities
visualized is mentioned and the visualization techniques is described
that are applied for the visualization of the multimodal medical data.
Additionally, a Venn-Edwards diagram of all application papers cate-
gorized according to the visualization techniques used and the appli-
cation type is illustrated in Figure 30.

The table shows that a fair amount of work has already been done
on neurosurgical treatment planning, as well as work on guidance.
Not much work has been done yet on radiotherapy planning, while
this field especially uses multimodal data and is in need of suitable
visualization methods. In radiotherapy, relevant structures are reg-
ularly segmented, making all described visualization techniques in
Section 4 practically applicable. There has only been one visualiza-
tion application paper combining ultrasound with another modality,
while ultrasound has great potential and benefits that can be com-
plimentary to other modalities, such as the ability to provide real-
time information. The limited field of view and noise in ultrasound
data could be alleviated by combining it with additional modalities,
and could be of value also in for instance biopsy guidance. SPECT is
involved only in cardiac diagnostic and neuro-science and -surgical
planning applications. A popular modality combination for both vas-
cular research and oncologic diagnosis is PET/CT, which is used in
all the listed application papers. Due to the nature of MRI, fMRI and
DTI data, these modalities are often involved in both neurosurgical
treatment planning and research. For obvious reasons, fMRI is com-
pletely neuro-specific, but DTI is also clinically applied so far mainly
in neurological contexts.
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Figure 30: A Venn-Edwards diagram of the references categorized ac-
cording to the applied visualization techniques. The color
of the references corresponds to the application type col-
ors: vascular research , neuroscience , diagnostic oncology ,

diagnostic cardiology , neurosurgical treatment planning and

radiotherapy planning .

While the visualization techniques used per application area vary
too much to make strong conclusions based on the limited number
of samples, it is clear that ghosted views are often employed for diag-
nostic purposes (see Figure 30). Furthermore, cutaways are most suc-
cessfully applied to neurosurgical planning, which makes sense due
to the nested anatomical and pathological structures involved and
the need for exact access path planning through the skull. There are
five papers not employing smart visibility or illustrative techniques,
mainly in a research context.

In most works qualitative evaluations with domain experts are pre-
sented, but quantitative evaluations as well as more elaborate clinical
studies are still often needed. Only a few works applied illustrative vi-
sualization techniques [LSPV15; BJHS+09; JBBS+08; VNØU+08]. How-
ever, the application of illustrative visualization technique seems to
be promising [TIP05; Law15] and it shows a potential to use these
techniques for further research on multimodal medical visualization.
In multimodal medical visualizations, there are often many overlap-
ping and nested structures, which causes occlusion problems that the
abstraction in illustrative techniques can help alleviate. However, the
segmentation required often limits the clinical uptake. It might also
be helpful to employ novel focus-and-context techniques, by defining
one modality as the focus and the other(s) as the context.
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4.6 conclusion and future challenges

For many techniques described in this survey, it is not clear how they
fit in clinical workflows, how much additional and relevant informa-
tion they provide and if so, whether this justifies a potentially larger
effort, e.g., due to the necessity to segment structures or adjust 2D
transfer functions.

Dealing with medical imaging data involves uncertainty in the
form of imaging errors, for instance resulting from noise, field bias,
patient motion, or imaging artifacts. Additionally, processing errors
may occur due to errors in the segmentation or registration process.
When visualizing multi-modal datasets resulting from combining ac-
quisitions of multiple scanners, additional care has to be taken to
visualize the uncertainty resulting from these processing errors in
the registration process. This is a challenging and so far unsolved
research challenge [Hah05].

The existing multimodal visualization techniques need to be better
evaluated and compared. On the one hand, evaluations that consider
effectiveness in specific medical tasks are needed. On the other hand,
perception-based evaluations are essential, e.g., to understand how ef-
fective certain emphasis techniques actually are, how well users could
discriminate values with certain color scales (used as overlays) and
how accurate they can locate functional abnormalities.

The existing techniques are spread over many research prototypes
and commercial solutions. It is thus very difficult to compare them.
A framework that integrates at least the most commonly used tech-
niques and flexible parameterization options would be very valuable.
A comparison also benefits from benchmark tasks and data. A first
step in this direction was the IEEE Vis. 2010 contest on multimodal
brain data for neurosurgery planning. A few more such tasks, e.g., in
cardiology or radiation treatment, would be beneficial.

A multitude of visualization techniques were shown. Interestingly,
these are exclusively techniques that were developed first for display-
ing single datasets and then adapted and refined. An open question is
whether truly multimodal techniques can be developed. Multimodal
visualization obviously benefits from multiple views. More research
is necessary to understand which views are essential, how flexible
viewing configurations should be and which synchronization/coor-
dination techniques are needed.

The visualization of single medical datasets may benefit from au-
tomatic viewpoint selection to support the user, i.e., choosing a good
initial view on a dataset as starting point for further analysis and ex-
ploration [VFSH01; BS05; MNTP07; KBKK07; KBKG08; RCL16]. Mea-
sures of visibility, size of objects and viewpoint stability are employed
for the viewpoint selection. Automatic viewpoint selection is also
promising for multimodal data visualization and requires careful adap-
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tation of measures and application to selected case studies. Also the
user interface must be considered to enable a physician to specify
what is important for her as input for an algorithm.

Neurosurgery is among the most advanced user communities in
this field, while other disciplines like radiotherapy are not yet ex-
ploiting the full potential of visualization techniques available today
to support therapy planning and monitoring. There are many appli-
cations in neurosurgery because of the relatively easy and reliable
registration process, which can be automated, as well as specific ap-
plication demands. First, CT and MRI contribute a significant amount
of relevant and complementary information, while in lung surgery
for example you can completely rely on CT. Second, neurosurgery
has much higher accuracy demands compared to any type of abdom-
inal surgery. A few millimeters in abdominal surgery usually do not
matter, while in neurosurgery 2mm may be a lot.

Challenges also appear in case when the input does not consist of
surface meshes. For volumetric data, some visualization techniques
are more challenging than when applying them to surfaces. Feature
lines are mostly defined on surfaces, but some methods can also
be applied on volumetric data. Hladůvka et al. [HKG00] visualized
ridges and valleys depending on curvature values. With an adapted
transfer function, these lines could then be highlighted, which is sim-
ilar to the approach by Lawonn et al. [LSPV15]. In contrast to feature
lines, hatching approaches were also successfully applied to volume
datasets [DCLK03; YC04; CD05; PVW08; BVW08]. Mostly particles or
points are placed in the dataset on a specific isovalue and then the
points are traced along the principle curvature directions. Due to the
challenging character of feature lines, these techniques were not com-
monly applied to multimodal data visualization so far. Although its
potential was shown to illustrate surfaces [LP16] more work needs to
be done in this field.

Developing efficient and effective visualization methods with real
impact on daily clinical or research routine of potential users requires
a highly interdisciplinary effort fusing knowledge from physicians,
visual computing specialists, HCI, imaging and image analysis spe-
cialists. This becomes even more important with the increasing avail-
ability of new imaging modalities, that can be fused with imaging
pipelines delivering sets of highly heterogeneous data at different
scales. A deep understanding of this data and its application context
is necessary to generate useful results, on the other hand technical
skills are getting more and more important, as the amount of data to
be processed increases tremendously. As a consequence, multimodal
visualization will be even more interdisciplinary than it has been ever
before.
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4.7 summary

An overview of the current state of the art in medical multimodal vi-
sualization was presented. Relevant medical imaging modalities and
acquisition techniques, i.e., CT, MRI, fMRI, DTI, PET, and SPECT,
were introduced and their properties as well as the associated vi-
sualization challenges were described. Afterwards, the current clin-
ical workflow for the exploration and analysis of multimodal medi-
cal modalities were examined. This chapter summarized the require-
ments in designing a visualization technique to maximize the insights
into relevant details of multimodal medical data.

Subsequently, the most common visualization techniques that solve
this visualization problem were highlighted. These techniques need
to incorporate heuristics for assessing the importance of information
and emphasis techniques to adapt to the importance values. For this
reason, smart visibility approaches, including focus-and-context tech-
niques, ghosted views and cutaways are highly relevant for visualiz-
ing multiple volumes. While these techniques are frequently used in
visualization research, they are not part of any commercial solution
or available in radiology workstations and the advantages are not
verified by appropriate studies. This is probably because these tech-
niques require time-consuming preprocessing and are quite complex,
as well as unfamiliar to physicians.

Rendering multiple volumes is an associated research challenge for
which many approaches have been developed. Furthermore, special
interaction techniques have been designed for exploring multimodal
datasets, which can be as important in providing insight in multi-
modal data as rendering refinements.

In the main part of this chapter, an overview of 35 visualization ap-
plication papers was provided. The scope of the chapter was defined
by focusing on an overview on multimodal medical visualization ap-
plications associated to research, diagnosis and treatment planning
or guidance. Within these categories, the main application areas were
related to oncology, cardiology, radiotherapy and neurology. The find-
ings were summarized in a table featuring the three aforementioned
categories, a further subdivision according to the medical application
domain, whether preprocessing is required in terms of segmentation,
image modalities used, and visualization techniques employed. From
the table, conclusions were drawn which application areas are active,
upcoming or sufficiently researched. While a fair amount of work has
been done on neurosurgical planning, radiotherapy planning seems
to be a rising field with many opportunities for interesting research,
and the same holds for combining ultrasound with other modalities.

Finally, open problems in multimodal medical visualization were
mentioned that serve as a starting point for future research in this
area. Evaluation of medical task performance and in the form of
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perceptual studies are needed to validate the effectiveness of visual-
ization application designs. Furthermore, most developed techniques
were extended from existing single modality techniques, while truly
multimodal techniques have yet to be developed. With the increase in
the amount of data acquired and new modalities being brought into
clinical practice, multimodal medical visualization remains a promis-
ing research area for future developments.
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5
I L L U S T R AT I V E M U LT I - V O L U M E R E N D E R I N G F O R
P E T / C T S C A N S

Positron emission tomography (PET) is a medical imaging modal-
ity that is used to detect metabolic activity and is able to
highlight functional pathologies. However, exact localization

of these abnormalities is not possible since PET is only able to dis-
play metabolic information and not able to distinguish different tis-
sue types. X-ray-based computed tomography (CT) scanners provide
structural anatomical information at a much higher spatial resolution,
but lack the metabolic information that PET can provide. Therefore,
combining the PET information with CT scans can depict metabolic
abnormalities enriched with the spatial information of the anatomical
imaging provided by CT.

Despite research projects aiming at fused 3D visualizations for clin-
ical practice, radiologists currently explore the stack of two superim-
posed 2D images to analyze abnormalities in a slice-based approach
for PET/CT. They are able to browse through the stack of slices and
specify different image properties, e.g., window and level to adjust
the contrast and examine structures of interest. The major problem
with this approach is that physicians have to mentally fuse all in-
formation. As the number of slices per CT scan increases, browsing
through all of these slices manually becomes more involved and time-
consuming. An overview could potentially help to guide the user
towards areas that warrant closer examination at a glance. Further-
more, patients and other specialists might be less accustomed to the
slice-based representation and might benefit from a more familiar
representation.

To help alleviate these problems, this chapter provides a focus-and-
context visualization for PET/CT images, see Figure 31. By combin-
ing direct volume rendering with illustrative visualization techniques,
an improved shape perception and minimizing occlusion technique
is achieved. CT scans are visualized as anatomical context using line
drawing techniques, while the PET scans are visualized as the focus
object, drawing the attention of the viewer to the metabolic activity.
The new visualization technique allows for a fast overview visualiza-
tion that can be easily applied to PET/CT data and extended to other
focus-and-context applications. To validate the utility of the visual-
ization technique and its application to PET/CT data, a qualitative
evaluation with medical experts was conducted. With this, the contri-
butions of the novel visualization technique are as follows:
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Figure 31: The novel illustrative visualization method encodes PET as a fo-
cus object, while the CT allows surrounding bone structures and
skin to be visualized as the context.

• An illustrative focus-and-context visualization for multi-volume
rendering applied to PET/CT data.

• An application that demonstrates the utility of the new visual-
ization technique.

• An evaluation with domain experts that confirms the advan-
tages of the presented work.

5.1 medical background

An overview on CT, PET and PET/CT acquisition and its applica-
tions can be found in Chapter 4. For a more elaborate description, the
reader is also referred to Townsend et al. [TCYH04].

5.1.1 Requirement analysis

There are several options for visualizing combined PET/CT images.
In the current clinical workflow, the typical approach is to examine
the CT images in grayscale with the PET images superimposed us-
ing a colormap. Browsing through all the 2D slices individually to
examine metabolic uptake can become time-consuming and cumber-
some as the number of slices increases. Besides the 2D techniques,
3D techniques can additionally be used to give an overview of the
full datasets at a glance. Existing methods such as maximum inten-
sity projection (MIP), can provide such an overview, but suffer from
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(a) Sh (b) RV (c) SC (d) AR (e) PEL (f) LG

Figure 32: The shaded model (Sh) with different feature line techniques:
Ridges & Valleys (RV), Suggestive Contours (SC), Apparent Ridges
(AR), Photic Extremum Lines (PEL), and the presented approach
LG. Compared to the feature line techniques, the presented ap-
proach enhances salient regions whereas the feature line methods
detect lines based on different feature measures.

depth perception issues. In case of PET/CT data, since the intensities
are not comparable, a combined volume MIP can suffer from occlu-
sion by the highest intensity regions. Ideally, a combined volume 3D
technique would allow the users to get a quick overview of areas
of interest and to localize foci of suspicious metabolic activity in an
anatomical context. The requirements for such a technique are the
following:

Req. 1: combined visualization. It should show the combina-
tion of the two modalities in a single view in which the PET activity
is always visible.

Req. 2: localization. It should relate the metabolic activity to
nearby anatomical structures for accurate localization.

Req. 3: user-friendly. Visualization options should be easily ad-
justable to fit the needs of the pathology being examined.

Such a technique can be used to guide the exploration of the datasets,
bringing the attention to regions of interest, after which detailed in-
spection of these regions can be performed in 2D images. Further-
more, it could be beneficial for treatment planning, doctor-patient
communication and interdisciplinary communication.

5.2 method

In this section, different illustrative visualization techniques are de-
scribed that are designed to depict the combined PET/CT datasets.
Based on the requirements specified in the previous section, the visu-
alization tasks are divided into three areas. The PET activity should
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be the focus area and always visible ( Req. 1). The CT scan is used as
an anatomical context, and can provide structural information reveal-
ing the skeletal structures near the focus ( Req. 2). Further away from
the focus region, the structural information can be abstracted to show
only the skin to aid shape perception and orientation. The presented
technique then consists of a focus-and-context visualization and can
be subdivided in three steps:

1. Illustrating the context, e.g., the skin.

2. Illustrating the focus, e.g., the PET activity.

3. Visualizing the region closely surrounding the focus area.

As a reminder for the reader the following notations will be used. The
Houndsfield values of the voxels in the CT scan data are given by the
function f : R3 → R and represent the tissue density. For further cal-
culations, curvature measurements are needed, which are based on
the work by Kindlmann et al. [KWTM03]. The gradient ∇f of the CT
data is determined using central differences, which gives us the nor-
mal vectors: n = −∇f/‖∇f‖ of the dataset. Afterwards, the Hessian
H(f) of f is calculateed by central differences again. Then, P = I−nnT

is set and serves as an orthogonal projection operator that maps ev-
ery point onto the plane defined by n, then the operator G = −PHP
is determined. This gives the curvatures κ1, κ2 by determining the

trace: tr(G) = κ1 + κ2 and the Frobenius norm: |G|F =
√
κ21 + κ

2
2. Us-

ing the quadratic formula, the curvatures can be computed. Principle
curvatures directions are then given by the eigenvectors of G.

5.2.1 Context Visualization

A combination of shading styles is used for the context object, e.g.,
the skin given by the CT dataset. For this, a given transfer function is
used to determine the structure of interest. Afterwards, this structure
is illustrated using toon shading. The light source is placed top left
and it follows the camera, as in medical atlas illustrations normally no
headlights are used [Hod03]. To provide an enhanced contextual vi-
sualization, additional features lines are used. Most feature line tech-
niques are defined on triangulated surface meshes, where a feature
scalar-field is determined. The isolines of this scalar-field then yield
the feature lines. Working with volumetric datasets, allows to deter-
mine feature regions instead of lines. For this, the light gradient is
calculated, which is obtained by determining the shading values per
voxel l = 〈n, v〉, where v is the normalized view vector. Afterwards,
‖∇l‖ (LG) is determined and whenever this value exceeds a certain
user-defined threshold the corresponding regions are illustrated in
black. As a remark, sometimes a CT dataset features too much noise
to get reasonable curvature and light gradient values. Therefore, an
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α = 0.45 α = 0.35

Figure 33: The initial TF for the PET dataset is defined using only a single
value. After defining the α value, the TF can further adjusted if
needed.

anisotropic diffusion filter [GKKJ92] is applied on these datasets for
the purpose of determining the feature regions only. Figure 32 shows
a comparison of the PETCETIX [Osi] dataset rendered with different
feature lines techniques. Here, the shaded model (Sh) is illustrated
with the Suggestive Contours, Ridges & Valleys, Apparent Ridges, Photic
Extremum Lines, and the novel approach LG. For the comparison, sur-
face of the volume dataset is extracted and the feature line techniques
are applied to it. Unlike the previous approaches, only the light gra-
dient was taken into account. The results of the novel approach are
comparable to the presented feature line techniques. Furthermore,
valley lines in white and thickness-controlled contours as suggested
by Kindlmann et al. [KWTM03] were added. For the contour, the
curvature along the view direction κv was used and determined if
|〈n, v〉| <

√
Tκv(2− Tκv) holds, where T = 3 is a user-defined thresh-

old.

5.2.2 Focus Visualization

Since the focus region should draw the attention of the viewer imme-
diately, the PET activity visualization is rendered by using standard
Phong shading in red, see Req. 1. The contour region of the PET ac-
tivity is illustrated in white, similar to Fresnel shading. The red color
is used to ensure that the experts’ attention is drawn to these regions.
Since this hue immediately stands out among the other colors, red
is in this case used as a pre-attentive visual feature. For the transfer
function (TF) used in the PET visualization, a single value α ∈ [0, 1]
is used to set an initial TF. It starts with a vertical line when α = 0

and as the alpha increases, the slope linearly decreases, as shown in
Figure 33. This simplified transfer functions setting fulfills Req. 3.
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5.2.3 Contextual Visualization of the Surrounding Focus

To illustrate the surroundings of the PET enhancement, the lens con-
cept was used as it was introduced by Bier et al. [BSPB+93]. For a sur-
vey on interactive lens visualizations, the reader is referred to Tomin-
ski et al. [TGKD+14]. Instead of using interactive lenses, an automatic
approach is used to set the position of the lens. For this, the PET scan
is used and Gaussian blurring is applied. This results in a severely
blurred version of the PET foci. Afterwards, a similar TF as used for
the original PET on the smoothed PET volume is applied. Then a
blurred result is used to create an inside view with a similar effect
as cut-away views. During raycasting the ray is detected if it hits the
surrounding region. If this is the case, a different shading technique
as well as a different TF on the structures in this region is applied.
For these regions, Phong shading and a standard TF that illustrates
bones as anatomical context is employed. Thus, whenever the ray hits
the surroundings a different visualization technique is applied. This
gives us the illusion of having a window that allows the user to look
inside the body to reveal local context structures.

For further emphasis on the lens concept, an additional illustration
on the skin inspired by Lerotic et al. [LCMY07] is used. To create a
smooth transition between the context structure and the surrounding
focus, the intensity of the skin relative to the distance to the PET
activity is decreased. By doing this, the skin slightly disappears for
enhancement of the surrounding structures, e.g., the bones. In this
way, bones close to the border are more faded than structures closer
to PET activity. Furthermore, a blueish color is used to emphasize the
active lens area and a blue border around the lens is added. However,
the feature lines are always drawn on top of the lens to represent
the skin surface. Finally, the PET data is illustrated and mixed with
the skin illustration. In order to do this, the distance R from the skin
along the view direction to the PET data is determined. The distance
is then used as a weighting parameter for the transition of the skin
with the PET. The closer the PET is to the skin, the brighter it appears.
Here, the idea of the Rayleigh scattering is used and the image data
is mixed with 1/R2 as a weighted coefficient. In case the PET activity
is occluded by the bone structure, a slight change of the brightness of
these regions is applied such that the PET regions are still visible.

5.3 implementation

The implementation of the presented algorithm consists of several
steps, see Figure 34. For fast rendering, all computations are per-
formed using the OpenGL shader framework in order to be indepen-
dent of graphics card vendors. In the first step, an anisotropic diffu-
sion smoothing is applied on the CT dataset. An anisotropic method
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Figure 34: Illustrative multivolume visualization pipeline: The PET data is
used to produce a Phong shaded result. We use the blurred PET
combined with the CT data to create a visualization of the sur-
roundings of the PET and we illustrate the skin of the CT data.
Afterwards, we combine them and create a lens effect. Finally, we
add the PET and create the final image.

is used to ensure that edges are mostly retained during the smooth-
ing process. The smoothed result is more appropriate for the gradient
calculation and for the illustrations of the feature lines. For the PET
data, a simple Gaussian smoothing is used to define the surround-
ing region. In the next steps, a standard direct volume rendering is
applied to composite the intensities along a ray. For the sampling of
the ray, equally-spaced distances are used to calculate the intensities.
The interpolation is performed with using trilinear interpolation at
the sampling points.

5.4 results

To confirm the utility of the method, it was applied on different clin-
ical and research-oriented datasets. The DICOM sample image sets
that are provided by the publicly available Osirix [Osi] database were
used. First, the PROSTATIX dataset, consisting of a PET/CT study
with F18-fluorocholine in a male patient with prostate cancer was
examined. The results of the technique on this study can be seen
in Figure 33. The enhancement shows high-activity regions in the
pelvis and abdomen. Using the surrounding illustration, the location
of these regions can be identified. Combined with the structural infor-
mation from the CT scan, normal metabolic uptake can be differenti-
ated from suspicious regions. Next, the novel visualization technique
was applied to the COMUNIX dataset, which consists of a PET/CT
study of a patient with a neck tumor, as can be seen in Figure 35.
There are two regions of PET activity, one in the neck and one in the
brain. By adjusting the transfer function for the CT scan, the method
can either emphasize the skin or the bones as CT context information
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to determine the proximity of the PET activity with respect to the
skin or bones. As a third dataset, the MELANIX dataset was selected,
consisting of a PET/CT study of a patient with melanoma (see Fig-
ure 39c). Here, the PET activity is high in several regions, such as the
armpit, heart, abdomen and pelvis. The CT-based context visualiza-
tion allows us to localize the PET activity in the armpit as right in
front of the shoulder joint. Lacking further information about the pa-
tient, it could be either activity in the primary tumor or a metastasis
to a lymph node. In Figure 36a the visualization technique is applied
to the PETCETIX dataset once more. Since this study also features
contrast-enhanced CT scans, it is also possible to visualize vascular
information as the CT context instead of the bones. In this way, it
might be possible to see if there is any tumor angiogenesis.

Figure 35: Different transfer functions applied to the COMUNIX dataset.
The first image shows the skin as the context. In the second il-
lustration, the transparency of the skin was increased to reveal
the skeletal structures.

To test the flexibility of the presented technique in another context,
it was applied to the PANORAMIX CT dataset that contains contrast-
enhanced vascular structures. This dataset contains CT scans of a pa-
tient with an abdominal aortic aneurysm (AAA). Instead of using the
PET region as the focus object, the aorta was segmented and used as
the main object of interest, whereas the rest of the CT scan were used
as the context that visualizes the surrounding bones and skin (see
Figure 36b). The location of the aneurysm is visible using the novel
technique, and the context information provided by the bones and
skin, can help to localize the pathology. This particular dataset shows
that the technique can be applied to other cases, such as highlighting
atlas information in CT scans.

In addition to clinical applications, the technique can also be used
in a research setting. The presented technique was applied to the
PET/CT data in the publicly available digimouse project [SCSL+02;
DSCL07], a full digital mouse atlas consisting of labels, CT and PET
data. This data was not acquired in a PET/CT scanner, but registered
afterwards using markers. Another difference between this and the
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(a) (b)

Figure 36: (a): The PETCETIX dataset with the arteries as well as the bone
structures as a surrounding context object for the PET region. (b):
the PANORAMIX CT dataset with the aorta as the focus object,
the bones as immediate context and the skin as the context.

Figure 37: The technique applied to the digimouse set.

previously mentioned results is that the CT scan was acquired in a
micro-CT scanner. The results of the presented method applied to
this dataset can be seen in Figure 37. Normal metabolic PET activity
is shown in several organs and the skin and bones from the CT are
used as anatomical context.

5.5 evaluation

To assess the clinical applicability of the approach, two informal eval-
uations with three physicians in the initial evaluation and eleven
physicians in the second phase were conducted. The setup for the
experiments was as follows:
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Figure 38: Optional bone context illustration.

preparation : The participants were provided with a short intro-
duction to PET/CT imaging data and the visual encoding chosen.
First, the types of data used in the evaluation were introduced and
what they represent. A 2D slice image was displayed showing the
fused PET and CT data and the colormap used for the PET enhance-
ment. Afterwards, a 3D rendering example was presented and how
the PET activity and CT information is shown in these was demon-
strated. This helps them to understand and rate the usefulness and
the usability of the different rendering techniques presented in the
video.

presentation : In order to gather as many participants as possi-
ble a video was presented online that shows the results. The video
features three datasets represented in 2D slices as well as several 3D
rendering methods: maximum intensity projection (MIP), standard
raycasting with pre-defined transfer functions (Multi-Vol), and the
new approach (Illustra-Vis). The goal of this phase was to enable
participants to assess the quality of Illustra-Vis compared with other
methods. All datasets were first displayed in the traditional 2D slice-
based views, by presenting all the axial images from bottom to top
and back. After this, they were shown using three 3D rendering tech-
niques by rotating the volume around the z-axis. First, a maximum
intensity projection (MIP) was shown, as it is currently used in med-
ical practice for analyzing scans. MIP visualizes only the structures
in the combined dataset that have the highest intensity along the ray.
The second technique is standard multi-volume (Multi-Vol) rendering
using a separate transfer function for both modalities. The Multi-Vol
approach accumulates the values along the ray with a given trans-
fer function (TF) for both volumes. To make the comparison fair, a
pre-defined transfer function for the CT scan with a similar appear-
ance to the novel visualization technique was used. The participants
were shown the results of all techniques on all three datasets (see
Figure 39).
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questions : To conclude the evaluation, the participants were in-
quired to give feedback on the presented techniques via a series of
multiple choice and open questions. These questions allowed us to
get their opinion on preferences regarding 2D slices versus 3D tech-
niques as well as to compare the 3D techniques with each other. Ad-
ditionally, several questions regarding the new technique were asked
to evaluate the benefits and limitations. Finally, the users were asked
open questions on potential applications and suggestions.

5.5.1 First evaluation

For the first evaluation session, three physicians/ medical students
were asked to provide feedback on the new illustrative visualization
technique. All three women had different specializations in the field
of medicine and various levels of experience. The first participant P1
(45 years) is a radiologist with 20 years of experience mainly focused
on CT. The second participant P2 (29 years) has a surgical background
with 8 years of experience. The third participant P3 (22 years) is a
medical student with 4 years of experience. P1 stated that to get a
good orientation in 3D, the bones are the most important part for her.
Therefore, the Multi-Vol visualization was rated less useful, as other
organs occluded it as well as the PET enhancement under different
viewing angles. Furthermore, she stated that Illustra-Vis is applicable
for patient-doctor communication and education, but for an overview
the lens is too small to give a good insight in the full skeletal context.
Hence, she preferred the MIP technique as an additional technique to
use besides the 2D slices she is accustomed to. P2 rated Illustra-Vis as
the best 3D techniques for an overview. She argued that it provides
a nice visualization of the skin that facilitates the depth and shape
perception. The lens helps to focus on the PET activity and avoids
occlusion, which is an issue in Multi-Vol rendering. Furthermore, she
stated that Illustra-Vis could be applicable to surgical planning, if
surrounding organs and vessels were made visible. She also saw po-
tential in using the technique for interdisciplinary communication (in
so-called Tumorboards) and in education for courses on radiology
and surgery. P3 argued similar to P1, she stated that the full skeletal
information is important to localize the PET in terms of the whole
body. Illustra-Vis can do that as well, but then the lens should be
enlarged so far that the shape perception from the skin is reduced.
Based on the feedback of this initial user study, the new technique
was adjusted, taking their feedback into account. As all physicians ar-
gued that a full skeletal visualization is important for the orientation
and localization, the bones in the context visualization were option-
ally included. For this, the contour of the bone structure as well as the
bones themselves were computed and added with a blue color on the
skin (see Figure 38). Here, the contours are visualized more promi-
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(a) MIP (b) Multi-Vol (c) Illustra-Vis

Figure 39: Comparison of different volume rendering techniques: MIP,
Multi-volume, and Illustra-Vis.

nently than the complete bone structure. Drawing the full bones on
the skin could be either too subtle or too distracting. Therefore, as
an optional feature besides only illustrating the skin, the bones were
slightly highlight and the contours were added as the stronger indi-
cation for the bones.

5.5.2 Final evaluation

After the adjustment of the visualization, a second evaluation session
was conducted to gather more feedback from the three participants.
P2 already liked Illustra-Vis the most, but appreciated the changes
made and argued that it adds a better context to the skin. P1 and
P3 argued that Illustra-Vis improved significantly and that it com-
bines the advantages of MIP and Multi-Vol. Additionally, the number
of users were increased for the second evaluation in order to gather
more feedback. A group of eleven participants (one male, ten female)
ranging from ages 22 to 45 (average: 29, median: 28) with diverse
backgrounds and years of experience ranging from 1 to 20 years (av-
erage: 6.59 years, median: 6 years) were gathered. Using a question-
naire, several specific questions were asked where the participants
had to answer what technique they would choose (2D slices, MIP,
Multi-Vol, Illustra-Vis) in four scenarios:

• Showing the PET activity to a patient to explain diagnosis or
treatment planning

• Discussing the results as a radiologist with another medical spe-
cialist

• Approximately localizing the PET in relation to the anatomy
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Figure 40: Answers of the eleven participants regarding which of the four
techniques they would prefer in four scenarios.

• Visualizing the structural CT anatomical information

In all scenarios, Illustra-Vis was chosen most often, followed by MIP
and Multi-Vol (see Figure 40). Finally, several questions on the prac-
tical use of Illustra-Vis were asked. It was asked if they would use
the Illustra-Vis technique in: diagnosis (Q1), treatment planning (Q2),
patient-doctor communication (Q3), interdisciplinary communication
(Q4). Most participants would use Illustra-Vis in all cases (see Fig-
ure 41). Additionally, the users were asked whether the skin illus-
tration supports the form/shape impression. Here three stated they
strongly agree and the other seven agreed. Furthermore, regarding
the depth/spatial impression, three stated they strongly agree that
the skin illustration is helpful, while six agreed and two neither agreed
or disagreed. In the open questions, one user commented that he
would use Illustra-Vis specifically for patient-doctor communication.
He mentioned: “Patients with a lack of knowledge probably find it
easier to identify themselves when using the Illustra-Vis image to ex-
plain diagnosis or treatment. It shows the contours of the body, mak-
ing it easier to imagine where the area of interest is roughly located.”
For this purpose, he would use the illustration technique showing
just the skin in the context, as the bones are less relevant to patients.
He states that MIP reveals the PET activity more clearly, but Illustra-
Vis and specifically the skin illustration supports the depth and shape
perception. A participant who chose MIP for patient-doctor commu-
nication argued that the other 3D techniques show too much informa-
tion. Another participant discusses the main advantage of Illustra-Vis:
“The main advantage is you have a complete image of the patient’s
body and you could do some prediction about what is normal or not
from the image. For example: when you have an obese patient you
could overestimate the shape or size of an organ and make a wrong
diagnosis.” Additionally, a participant argued: “Illustra-Vis focuses
on relevant areas (PET) and is not occluded by tissues as in Multi-
Vol. Furthermore, it gives a fast overview of the PET activity as well
as a good localization as the surrounding bones are illustrated.” Fur-
ther comments were: “Illustra-Vis is more easily accessible for non-
professionals.” and “It is an illustrative way to show patients their
diagnosis and possible treatment planning.”
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Figure 41: Would you use the Illustra-Vis technique in: diagnosis (Q1), treat-
ment planning (Q2), patient-doctor communication (Q3), interdis-
ciplinary communication (Q4).

5.6 discussion

In the evaluation, the new technique was compared to the standard
maximum intensity projection (MIP) approach and the multi-volume
rendering (Multi-Vol) approach. Illustrating PET/CT with the MIP
approach results in a dominant representation of the PET such that
the PET region of high intensities are always drawn on top of the
bones. MIP is a good technique to get a fast and simple overview of
the data and many medical experts already have previous experience
with MIP. Mostly medical experts use this technique to identify areas
of interest and afterwards, they use the 2D slice view to analyze the
affected regions. Nevertheless, this approach does not provide depth
cues and therefore the slice view is needed in addition to accurately
locating the suspicious activity correctly. Multi-Vol rendering, unlike
MIP, can ensure that the correct drawing order of the structures is
shown and has thus improved depth perception. This technique how-
ever, can result in occluded regions such that the important PET ac-
tivity is not visible anymore under all viewing angles. The new ap-
proach illustrates the surrounding regions of the PET activity without
causing occlusion, while providing more shape cues than MIP. This
can be especially useful when the PET activity of interest has a lower
intensity than the surrounding structures. With Illustra-Vis it is pos-
sible to have a contextual overview by means of visualizing the skin
and bones as well as identifying the PET foci in a single view. Using
a different rendering technique around suspicious metabolic activity,
allows the users to identify the regions more quickly and precisely.
In case the PET activity is occluded by bone, the color of the bones
were attenuated such that the PET is always perceivable. Theoretically,
Illustra-Vis combines the advantages of MIP (no occlusion of the PET
activity) and Multi-Vol (improved depth perception) in a single com-
prehensive solution. During the evaluation, while most experts pre-
ferred Illustra-Vis and noted the advantages, several medical experts
still preferred the MIP. These experts state that they appreciate the
simple view a MIP provides and are accustomed to interpreting this
representation, while they are not used to Illustra-Vis.
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5.7 conclusion

In this chapter, an illustrative visualization technique for PET/CT
datasets was presented. Different illustrative techniques were used to
represent the functional PET activity as a focus area combined with
the anatomical CT information as a context object. First, feature line
techniques were applied to the CT dataset and demonstrated that the
results of the presented approach are comparable to other state-of-
the-art feature line techniques. Afterwards, a halo around the PET
activity was created by smoothing as a simple way to create a region
of interest in the dataset. This region was used as the basis for a lens
metaphor that allows the user to see the inside of the body surround-
ing the PET activity. Here, different shading techniques were used
to illustrate the surroundings of the PET to give a better indication
of the spatial relationships to the anatomy and thus a better way to
localize the suspicious PET activity in the data. Furthermore, the pre-
sented illustrative multi-volume rendering was applied to different
datasets to show its flexibility. Besides freely available clinical data,
the technique was also applied to a research dataset, acquired using
a Micro-CT scanner. Additionally, the method was applied to a sin-
gle CT dataset, using contrast-enhanced vascular information as the
focus object to demonstrate the flexibility of the method. A qualita-
tive user evaluation showed the utility of the presented approach for
treatment planning, doctor-patient communication, interdisciplinary
communication, and diagnosis (when combined with 2D slice infor-
mation). The evaluation revealed that the presented approach gives a
fast and clear summary and can be used as a basis for further anal-
ysis. In summary, a novel illustrative visualization technique was de-
veloped, designed with PET/CT data in mind, which is potentially
applicable for general (multi-)volume focus and context applications.
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6
O C C L U S I O N - F R E E B L O O D F L O W V I S U A L I Z AT I O N

An aneurysm is a blood-filled expanded bulge in the wall of
a blood vessel that may occur everywhere in the arterial
system, predominantly at the abdominal aorta and at the

cerebral arteries. Inherent to aneurysms is the risk of rupture which
may result in fatal consequences for the patient. This chapter fo-
cuses on cerebral aneurysms, i.e., those that occur in the brain. Cere-
bral aneurysms result from a pathological weakness in the vessel
wall, causing a dilation of the vessel structure. The initiation and
outcome of such a cerebrovascular disease comprises different fac-
tors such as hemodynamic information [CMWP11b; MFKH+12] and
the thickness of the vessel wall [KDM13]. Treatment options have to
be evaluated compared to the aneurysm’s rupture risk because treat-
ment may cause a rupture as well. Current research in medical imag-
ing has made great advances, in particular for intravascular data for
(the larger) cardiac vessels. Moreover, wall thickness assessment will
likely be possible for human cerebral arteries in the near future. Vi-
sualization techniques and tools are thus essential that are capable of
presenting all this information in an integrated view. Furthermore, it
is vital to incorporate the behavior of the time-dependent flow as well.
The relation between the vessel morphology and the near-wall flow is
particularly important. Near-wall flow may lead to a pathological ves-
sel dilation, which may increase the risk of a new rupture at locations
where a former rupture occurred. The main challenge is, therefore, to
combine visualization techniques that simultaneously illustrate both
the outer wall (i. e., the border between vessel wall and surrounding
tissue) and the inner wall (i. e., the lumen and vessel wall border) to
allow physicians to get an impression of the wall thickness.

Current visualization solutions can either illustrate the blood flow
with the surrounding vessel or depict the wall thickness without inte-
grated blood flow, but a combined visualization was not possible so
far before. Therefore, the first visualization approach tailored to the
occlusion challenges by presenting wall thickness with blood flow is
presented. A visualization technique based on cutaway surfaces, such
that occlusion problems with respect to the internal blood flow are re-
solved, is introduced. This technique is integrated into a framework
that was developed in collaboration with experts from neuroradiol-
ogy, computational fluid dynamics, and medical illustration. Further-
more, the focus lies on illustrating the blood flow by simultaneously
depicting it with the vessel wall as shown in Figure 42. The visual-
ization technique and the framework were developed based on hand-
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Figure 42: Three subsequent time steps of the animated pathlines in a ves-
sel. The cutaway technique facilitates insight into the vessel dur-
ing the animation of the blood flow. Furthermore, arrow glyphs
represent the flow’s pathlines.

drawn images provided by medical researchers. These images indi-
cate how the experts would envision the tool, and how they would
illustrate the aneurysms with all the mentioned structures. In sum-
mary, the main contributions are:

• A design study for the visualization and exploration of internal
blood flow and wall thickness that is based on fruitful discus-
sions with medical experts and their hand-drawn images.

• A novel illustrative visualization techniques for animated path-
lines and the surrounding vessel wall thickness in a single, inte-
grated, and interactive view.

• Collaborative tools to improve the exchange of information.

• Results of a qualitative evaluation that revealed the advantages
of the developed techniques, which was compared with state-
of-the-art methods.

6.1 related work

Related publications comprise, in particular, the visualization of em-
bedded structures, the visualization of blood flow, and the visualiza-
tion and exploration of aneurysms.
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Visualization of embedded structures. Diepstraten et al. [DWE03]
proposed different cutaway approaches to achieve interactive frame
rates and Viola et al. [VKG04] presented a view-dependent cutaway
surface generation. In these methods, each part of the volumetric
data has an object importance. Whenever unimportant structures oc-
clude more important ones, an insight (i. e., a cutaway) is generated
to ensure the visibility of important structures. Later, Liang et al.
[LCKM05] introduced an approach to interactively cut a hole in a
surface to reveal important structures behind it. As the use animated
blood flow is employed, an automatic approach to cut away a sur-
face is needed. Li et al. [LRAC+07] also proposed exploration tech-
niques by interactively defining target structures which their system
uses to generate a cutaway illustration. Burns and Finkelstein [BF08]
introduced an adaptive cutaway approach to reach real-time perfor-
mance which is also applicable to dynamic objects—useful for the
goals of visualizing blood flow. An interactive framework to create
cutaways based on sketching input was introduced by Knödel et al.
[KHG09]. This framework, however, requires elaborate user interac-
tion, which makes it too complex for medical researchers. Sigg et al.
[SFCP12] proposed an approach to optimize the visibility of specific
target objects. They use a view-dependent objective function to ap-
proximate the optimal solution of positioning cutaway objects. Lidal
et al. [LHV12] used predefined objects to generate a cutaway surface
for encoding context information on it to distinguish layers of geolog-
ical models. For this medical scenario, however, predefined objects
may be too large such that the vessel morphology is cut away. Pindat
et al. [PPCP13] introduced Gimlenses, a visualization technique for the
interactive exploration and navigation through complex 3D models.

Visualization of blood flow. Mattausch et al. [MTHG03] pre-
sented different approaches for the interactive exploration of flow.
With this approach, flow features can interactively be analyzed by
mapping them to different visual attributes, e. g., width and opacity.
Gasteiger et al. [GNBP11] introduced the FlowLens, an interactive vi-
sualization tool for the exploration of data on and inside a vessel. It
can be used to explore the interior blood by showing the animated
pathlines. However, with this approach only blood flow in a certain
area—defined by the lens—can be observed. Thus, it is difficult to
follow the flow outside the lens. Neugebauer et al. [NLBJ+13] pro-
posed an approach for the qualitative exploration of near-wall blood
flow. They used several 2D widgets to simplify the underlying stream-
lines at different positions on the surface. Van Pelt et al. [PBBC+10]
introduced a framework for the interactive exploration of 4D phase-
contrast magnetic resonance imaging (PC MRI) data that represents
cardiac blood flow. In this framework, cross-sections can interactively
be translated along the vessel and serve as seeding points for the path-
lines. For the interactive virtual probing of 4D blood flow, van Pelt et
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al. [PBBC+11] introduced another framework to position a probe se-
mi-automatically. This tool focuses on the blood flow and does not vi-
sualize the vessel morphology. Born et al. [BMGS13] used illustrative
visualization methods to provide a simplified blood flow representa-
tion. The main aspect of their approach is to simplify the blood flow
without representing the vessel morphology. An overview on the vi-
sualization of simulated and measured flow data can be found in the
summaries by Preim and Botha [PB13] and Vilanova et al. [VPPG+14].

Visualization and exploration of aneurysms. Based on contrast-
enhanced computed tomography (CT) data, Higuera et al. [HSTN+04]
introduced the automatic adjustment of bidimensional transfer func-
tions, using measured intensities and gradient magnitudes to visual-
ize aneurysms. Neugebauer et al. [NGBD+09] employed a 2D map
display for the exploration of the cerebral aneurysm. They used a
scalar field to decode information on the surface. They then visual-
ized the surface as a 3D model as well as a flattened map surrounding
the surface. While this approach enables users to explore the entire
scalar field of the surface from a single viewpoint, no blood flow in-
formation is provided. Gasteiger et al. [GNKP10] visualize aneurysm
surfaces based on Fresnel shading, which allows a simultaneous dis-
play of vessel morphology and blood flow. However, they shade the
vessel parts which face away from the view direction more opaquely,
thus occluding the interior blood flow information. Lawonn et al.
[LGP14a] proposed a novel surface visualization based on suggestive
contours. This shading technique distinguishes between convex and
concave regions according to the viewpoint. Glaßer et al. [GLHS+14]
presented a framework for the visual exploration of vessels with wall
thickness and hemodynamic information. Here, they visualized the
wall thickness but a visual representation of the interior blood flow
was missing.

None of these approaches, however, provide a combined visual-
ization of embedded structures and the interior dynamic blood flow.
Thus, different visualization approaches needs to integrated into a
framework, combining the advantages of this prior work for vessel
visualization. Moreover, this work adds a dynamic view of the inter-
nal blood flow.

6.2 medical background

A brief summary with the medical background and the image data ac-
quisition for evaluating cerebral aneurysms is presented. The rupture
of a cerebral aneurysm can lead to a subarachnoid hemorrhage where
blood flows in the ventricular system. This results in a high mortal-
ity rate of 45%–75% [RRWG+08]. Therefore, research is essential to
improve treatment options. The evolution and initiation of the dis-
ease comprise different factors such as genetics, hemodynamics, ves-
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sel morphology, inflammation, and further factors that are not well
understood yet [AMLP+08; FPPK+04]. According to recent studies
[CMWP11b; MFKH+12], domain experts reported certain flow pat-
terns to be important indicators for the initiation and outcome of a
cerebrovascular disease. In particular, they observed a correlation be-
tween complex and instable blood flow patterns and the aneurysm’s
rupture risk. An effective visualization is thus necessary to allow med-
ical researchers to assess the vessel hemodynamics. The needed multi-
dimensional data can be derived from computational fluid dynamic
(CFD) simulations or measured using 4D PC MRI with ultra-high
field scanners (7 Tesla and beyond).

For hemodynamic analysis, neurosurgeons reported that an aneu-
rysm’s rupture risk depends on its wall thickness [KDM13]. While
a non-invasive in-vivo imaging technique to acquire the cerebral an-
eurysms’ vessel wall is still missing, intravascular imaging such as
intravascular ultrasound (IVUS) is currently employed in cardiology
to depict the vessel lumen and wall morphology. Because it is not yet
certified for use in the cerebral vasculature, current clinical research
focuses on transferring intravascular imaging from cardiology to neu-
roradiology.

In this section, a real-world IVUS dataset with measured wall thick-
ness and simulated blood flow (hemodynamic dataset) is used. In
addition, several aneurysm datasets are used. For this, the internal
vessel geometry was measured and the blood flow was simulated in
this geometry. Afterwards, the wall thickness was artificially gener-
ated to approve the functionality of the presented approach on sev-
eral datasets. The framework allows for both medical analyses: the
evaluation of internal blood flow as well as the wall thickness.

An IVUS dataset was employed that was generated by measuring
the wall thicknesses in an artificially created aneurysm in a porcine
renal artery using IVUS (see Glaßer et al. [GLHS+14] for more details).
Hence, a branching artery was dissected and the shorter branch was
artificially closed to provide a saccular aneurysm. Then, the IVUS
dataset was acquired by probing along the vessel with the ultrasound
probe at a constant velocity. The resulting stack of 2D grayscale im-
ages was used to generate a 3D surface and to extract the wall thick-
ness.

The geometry of aneurysm datasets was derived from computed
tomography angiography (CTA), magnetic resonance angiography
(MRA), and 3D rotational angiography. The high vessel-to-tissue con-
trast in all these modalities facilitates a vessel segmentation using
a threshold-based segmentation followed by a connected component
analysis. By applying marching cubes to the segmented image data, a
3D surface was generated. In the preparation of a geometric model for
CFD simulation, it is necessary to manually correct artifacts because
these can lead to erroneously merging branches (details can be found
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Figure 43: Hand-drawn example sketches by domain experts who were
asked for a cutaway view providing internal blood flow as well
as a simultaneous visualization of the wall thickness.

in [Gas14; MNP11]). To use these datasets, the meshes were manually
smoothed by applying the technique of Mönch et al. [MLKW+13] and
then the inner vessel wall was extruded to the outside to be able to
visualize the wall thickness.

For both of the previously described dataset types, a separate simu-
lated hemodynamic dataset is necessary to represent the blood flow.
Using the generated or obtained 3D models, a tetrahedral grid was
determined using Netgen (see Schöberl [Sch97]). Based on this grid,
a CFD simulation was applied to approximate the interior blood
flow. Blood is considered to be a Newtonian fluid, so the Navier-
Stokes equation was used in the simulation (for details see Cebral
et al. [CCAP+05]). Based on this flow dataset, the pathlines were ex-
tracted using an adaptive Runge-Kutta scheme [TGE97]. The reader
is referred to the thesis of Gasteiger [Gas14] for a comprehensive
overview including visualization and exploration techniques.

6.3 requirement analysis

For developing a visualization framework that is able to depict the
wall thickness with animated blood flow several requirements need
to be fulfilled. The approach is based on discussions with four do-
main experts: two physicians and two CFD engineers who work on
hemodynamic analysis. The participants were asked to produce hand-
drawn images, indicating how they would imagine a visualization
that illustrates both the wall thickness and the internal blood flow,
see the examples in Figure 43. The drawings were discussed and
the participants were asked to state the most important quantities
that need to be visualized. As the surface morphology and the flow
behavior influence each other, the experts stated that they are inter-
ested in an integrated view such that both modalities are shown. They
also commented that strong local changes of the vessel wall thickness
are important. Moreover, they stated that the vessel wall at irregu-
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lar shapes, e. g., blebs at daughter aneurysms, is essential. The vessel
wall’s changes indicate remodeling due to plaques and are thus es-
sential to assess the risk of rupture. Furthermore, they mentioned
that the flow behavior might be an important aspect as it may initiate
or evolve a cerebrovascular disease. Therefore, the vessel morphology
is an important requirement for the visualization (see also [GNKP10]).
Furthermore, the experts commented that they need to know the be-
havior of the flow near the wall. They stated that near-wall flow may
lead to pathological vessel dilation and, therefore, needs to be de-
picted for further analysis (see also [GJ12; GTBP+10]). Based on these
discussions, drawings, and the analysis of the state of the art, the
main requirements for a visual exploration of vessel characteristics
(i. e., wall thickness with internal blood flow) were summarized as
follows:

Req. 1: vessel view with wall thickness . An overview of
the aneurysm is needed, comprising the vessel morphology as well
as wall thickness information. For the thickness, the domain experts
want to be able to set up different thresholds during exploration. The
experts stated that they prefer discrete colors for the wall thickness on
the vessel, in contrast to using a continuous color encoding. This fa-
cilitates a semi-quantification for the detection of dangerous regions,
i. e., at thin vessel regions.

Req. 2: visibility of flow. The blood flow needs to be visible
during the whole animation. Experts can then trace the flow without
encountering occlusion problems, and without the need to interact.

Req. 3: revealing near-wall flow. During the exploration,
the experts also need to understand the flow’s distance to the vessel
to distinguish between near- from far-wall flow: Near-wall flow may
lead to a pathological vessel dilation, which increases the risk of rup-
ture. To ensure that these flow regions are passed by the pathlines,
the seeding of the flow is also very important—but this is not the
focus of this chapter.

Req. 4: flow analysis at thin regions . The analysis of the
blood flow behavior is essential for thin regions. Experts thus state
that they first analyze the flow at thin regions before observing the
pathlines in general. Further analysis tools are hence required that
permit them to focus on the flow at different regions while also show-
ing a contextual overview of the dataset.

Req. 5: understanding the vessel morphology. For distant
or overlapping vessel parts it is important to provide depth cues.
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Figure 44: Arrows of the flown seen from the side (i. e., the viewpoint is on
the top). The opening angle θ defines the (gray) cutaway surface.

These support users in understanding the vessel morphology and
improve the perception of depth and the spatial layout of the vessel.

Req. 6: collaboration tools . For collaboration purposes it
should also be possible to set landmarks with different animation
steps. An external researcher should be able to analyze the regions at
the marked landmarks and discuss them with other colleagues.

6.4 basic visualization algorithms

Based on these guidelines an integrated representation of both the
blood flow as focus and the vessel geometry as context is presented.
To meet Req. 2, an algorithm is needed that ensures the visibility of
the flow. Thus a real-time cutaway surface is applied on the path-
lines that guarantee an insight into the vessel to observe the ani-
mated blood flow is required. Therefore, the cutaway technique by
Burns and Finkelstein [BF08] is employed, which uses the algorithm
by Rong and Tan [RT06]. Therefore, the concepts of both approaches
are summarized next and how they are applied to animated path-
lines.

6.4.1 Cutaway Technique

A technique introduced by Burns & Finkelstein [BF08] is employed,
which is based on the depth image of the current scene and Rong and
Tan’s [RT06] jump flooding algorithm. Thus, only the depth image of
the objects of interest — in this case the pathlines — is used to create
the cutaway. Initially, the depth image is set to the following: if a pixel
p contains the object of interest R, its depth value is set to the pixel’s
computed z-value. Otherwise, it is assigned to 0: Next a conic object
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Figure 45: The jump flood algorithm on a single arrow glyph with i = {0, 2, 4, 6,
8} iterations. First, only the depth image of the arrow is generated.
Then the jump flood algorithm is applied and a depth image is
generated that can be used for the cutaway technique.

is created around the objects of interest R with an opening angle θ,
see Figure 44. A cutaway surface function C is used:

C(p) = max
q∈R

(qz −m · ‖qxy − pxy‖) , (42)

where R contains the objects of interest, m encodes the slope with
m = tan−1 θ, and pxy is the pixel’s current 2D location.

6.4.2 Jump Flooding Algorithm

The jump flooding algorithm is used to determine the cutaway surface
function C, recall Equation 42, with real-time performance. Given an
image of size n× n, a standard flood fill algorithm would pass the
content of a pixel to its 8 neighbor points. This algorithm needs at
most n iterations to pass the content through the whole image. Con-
trarily, the jump flooding algorithm needs at most logn iterations. It
changes the step size at every iteration i to k = n/2i.At each itera-
tion, a pixel at (x,y) thus passes its content to its eight neighbors at
(x+ l1,y+ l2) with l1, l2 ∈ {−k, 0,k}. Further refinements and details
are described in Section 6.5.

6.4.3 Pathline Animation

Inspired by Everts et al.’s [EBRI11] illustrative line styles, arrow glyphs
are used to represent the pathlines. In addition, line predicates, e.g.,
velocity or distance are encoded to the surface by color. The pathlines
consist of points x, each of which is assigned to two scalar fields: the
integration time t(x) and the distance to the surface d(x). The inte-
gration time refers to the time at which a specific point is reached
during the animation. Also Tmax = maxx t(x) is set as the global max-
imum integration time of all pathlines. During the rendering process,
the current time tcur with tcur ∈ [0, Tmax] is known. The respec-
tive part of the pathline is drawn whenever the absolute value of the
difference of the current time tcur and the integration time t(x) of
a specific point x is smaller than the user-defined threshold width.
This approach visually emphasizes faster pathline parts compared to
other (slower) parts: the faster a section of the pathline is, the wider
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this part is drawn. Color assignment and glyph representation details
are explained in Section 6.5.

6.4.4 Centerline Extraction for Slice View Analysis

A slice view is also provided to facilitate a detailed analysis of the
wall thickness. Users can slide along the centerline of the vessel (de-
termined using the approach by Antiga et al. [APBEI+08]) using a
cutting plane, giving them two views of the wall geometry. First, the
intersection is displayed on the cutting plane itself, providing an ini-
tial orientation in the context of the integrated visualization. Second,
a separate 2D view shows an orthographic projection to give users an
undistorted view of the vessel geometry and the wall thickness.

6.5 visualization design for integrated depiction of ves-
sel morphology and blood flow

In this section the implementation details are outlined and this sec-
tion explains how the requirements derived in Section 7.3 were ful-
filled. First, the pathline glyph visualization is addressed. Then, the
realization of the jump flooding algorithm is described and finally the
slice view is introduced.

6.5.1 Pathline Visualization

A novel glyph representation of the pathlines is used that empha-
sizes near-wall flow (Req. 3). The pathline visualization is based on
view-aligned triangle strips. For these strips a width ω is defined
to extend the lines to become quads. For every adjacent point pair
xi, xi+1 on the pathline, the tangent vector t is determined by sub-
tracting the point and normalizing the resulting vector: t̂ B xi+1−xi

‖xi+1−xi‖ .
The direction of the quad’s extent is determined by computing the
cross-product of the normalized view direction vector v̂ with t̂. With
each incoming adjacent point pair xi, xi+1, four points are passed to
the geometry shader:

xout1 = xi +ω · t̂× v̂, xout2 = xi −ω · t̂× v̂,

xout3 = xi+1 +ω · t̂× v̂, xout4 = xi+1 −ω · t̂× v̂.
(43)

This scheme constructs a view-aligned quad. Furthermore, texture
coordinates are passed to the fragment shader to draw glyphs along
the pathline. Here, the width encoded as a parameter, ranging from
[−1, 1] is needed only. Then, the texture coordinates are used to cre-
ate the arrow glyph. For this, the domain expert can set two different
thresholds f1, f2 to distinguish between near-wall and far-wall flow.
Here, the values are set such that fmin 6 f1 6 f2 6 fmax holds,
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where fmin is the minimal distance from the pathline to the vessel
and fmax corresponds to the maximum distance. The expert can thus
set different regions R1,R2,R3 based on f1, f2. The distance f is in re-
gion R1 if f ∈ [fmin, f1], in R2 if f ∈ (f1, f2), and in R3 if f ∈ [f2, fmax].
Initially, the values are set as f1 B 0.1 · (fmax − fmin) + fmin; i. e.,
10% of the nearest flow is set for the first value and 50% is set for the
second value: f2 B 0.5 · (fmax + fmin). During the animation, glyphs
are drawn that are in the range [tcur−

width
2 , tcur+ width

2 ] and, thus,
set u ∈ [0, 1]. The width is set by the user and defines the width of
the glyph.

The arrow glyph shape for the different regions R1,R2,R3 is defined
as follows. For R1 with f ∈ [fmin, f1]:

v(f,u) B


0.25, if u ∈ [0, 0.5)

2 · (−u+ 0.9), if u ∈ [0.5, 0.9)

0, if u ∈ [0.9, 1].

(44)

For R2 with f ∈ (f1, f2):

v(f,u) B


f−f1
f2−f1

· (−0.125) + 0.25, if u ∈ [0, 0.5)

2 · (−u+ 0.9) · f2−ff2−f1
, if u ∈ [0.5, 0.9)

0, if u ∈ [0.9, 1].

(45)

For R3 with f ∈ [f2, fmax]:

v(f,u) B 0.125, for all u. (46)

Here, f is the distance of the pathline’s fragment to the vessel. In R2,
the width of the contour of the pathline is changed slightly from 0 to
0.1 with 0.1 · f−f2f1−f2

illustrated in black. In R1, the offset is slightly
changed from 0.1 to 0.2, while a white contour is also generated
around the arrow from 0 to 0.1. Figure 46 illustrates this change. Fur-
thermore, a small depth offset is added for the halo to obtain results
similar to the depth-dependent halos by Everts et al. [EBRI09]. Finally,
the glyph color is set according to its second line predicate, e.g., the
distance to the wall. This color is defined by determining the differ-
ence of the vessels’ back and front face depth and the difference of
the pathlines’ depth with the front face depth. This creates an encod-
ing that shows whether the pathline is near the current vessel in view
direction or not—recall Figure 42 and see Figure 52. Here, a color
scale ranging from dark red to dark blue with white in between is
used. Thus, depending on the pathline glyph, the expert can differen-
tiate between near-wall flow from far-wall flow, and furthermore he
can distinguish if the flow is near the front face of the inner vessel or
the back face of the inner vessel, see Figure 47. Therefore, the chang-
ing style of the pathline glyphs as well as the color coding allows to
detect near-wall flow and hence fulfills Req. 3.
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fmin fmaxf1 f2

R1 R2 R3

dmin

dmax

Figure 46: Illustration of the continuous change of the pathline glyphs from
far-wall to near-flow flow. R1, R2, and R3 represent the different
regions.

fmin

fmax

f1

f2

Outer vessel wall

Inner vessel wall

dmin

dmax

Figure 47: llustration of the applied pathline glyphs with color coding. Near-
wall flow is represented as arrows with a white contour. The flow
near the camera appears dark red, whereas near-wall flow very
far to the backside of the vessel is encoded as dark blue.

6.5.2 Jump Flooding Details

To determine the cutaway surface function C (see Equation 42) a com-
pute shader and the OpenGL extension SHADER_IMAGE_LOAD_STORE is
used. This technique is applied to the pathlines to increase the visibil-
ity of the flow (recall Req. 2). First, the depth image of the objects of
interest is determined and is loaded into the COMPUTE_SHADER using
frame buffer objects (FBOs). Then, the jump flooding algorithm is ap-
plied and the values are stored in the RGBA channels of a cutaway tex-
ture using the OpenGL function imagestore(). The RG channels store
the 2D position (x,y) of the pixel that maximizes Equation 42. These
coordinates change during the iterative process. Initially, these values
are empty. The B channel carries the depth of the neighbor result-
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ing from the algorithm described in Section 6.4.2, which is initialized
with their own depth. The A channel stores the C(p) value. In the first
iteration (i = 1), the step length is k = n/2. Thus, for a given pixel
p its (maximum) eight neighbors q1, . . . ,q8 are considered. Then, the
cutaway surface function is determined for p and its neighbors:

C(p) = max
j∈{1,...,8}

(qjz −m · ‖qjxy − pxy‖) . (47)

Let us assume the pixel qj maximizes C(p). Afterwards, C(p) is com-
pared to pw (which stores the depth of the best neighbor that max-
imizes Equation 42 from a previous iteration step). Its value is kept
if the current depth pw is greater than C(p). Otherwise, pw B C(p),
pxy B q

j
xy, and pz B q

j
z is set, where xyzw is encoded in the RGBA

channel. Therefore, the pixel p stores the information of the depth of
the cutaway surface, and furthermore it records the position and the
depth of the neighbor that maximizes C. The algorithm terminates
after logn iterations. The iteration process is shown in Figure 45.

6.5.3 Cutaway Illustration

The cutaway ensures the visibility of the flow (related to Req. 2). It is
visualized using frame buffer objects (FBOs). The complete scene con-
sists of images that are depth-sorted in a dedicated shader which
uses the depth of the cutaway surface to determine if the outer or
inner vessel is drawn. A thin white border is drawn around the cut-
away to highlight the flow in the vessel; recall Figure 42. During the
animation and interaction, the user is thus able to focus on the flow
as it is emphasized.

6.5.4 Slice View

As described in Section 6.4.4, the centerline provides a natural choice
for the slice view navigation, which is therefore related to Req. 1.
The centerline consists of consecutive points pi, pi+1 and the tangent
t̂i =

pi+1−pi
‖pi+1−pi‖ is used as the normal of the cutting plane. Having

a user-defined parameter s for the slice view in the range [0, 1], the
exact position q of the plane is first determined with:

j = bn · sc
q = pj + (n · s− j) · t̂j.

(48)

This plane divides the space into two half spaces. For every triangle of
the vessel geometry it is tested if two of its three points lie in a differ-
ent half space than the third one. In this case, the intersection points
of the corresponding edges is determined with the plane and both
points are connected. This geometry intersection is represented in the
form of lines. Then the camera is positioned on the tangent vector
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Figure 48: The slice view facilitates the thickness estimation. Here, two dif-
ferent positions of the slice view are represented.

(a) (b)

Figure 49: Different illustration techniques that visualize the inner vessel
part. In (a) the contour of the vessel is illustrated, whereas in
(b) it is illustrated using image-based hatch strokes.

and this view is added as an additional 2D widget in the framework,
see Figure 48.

6.5.5 Vessel Illustration

In the following, the vessel illustration with the wall thickness vi-
sualization is described to satisfy Req. 1. The vessel visualization is
divided in two parts: (a) the visualization of the outer vessel wall and
(b) the visualization of the inner vessel wall. For the inner vessel wall,
the user can choose between two different rendering styles. The first
version is an illustrative margin around the contour (Figure 49a). This
visual encoding provides contextual information of the inner struc-
ture. The alternative is the use of image-based hatch strokes, which
are generated at the contour margin of the surface (Figure 49b). The
hatching is parameterized by the dot product between the view di-
rection and the normal, using more strokes for smaller dot products
(i. e., closer to the actual silhouette). Figure 49 directly compares the
two versions and Figure 54b shows another example of the hatching
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Figure 50: Four colors representing the wall thickness from low to high. The
user is free to adjust this number of discretized colors to his/her
needs.

technique. The backfaces of the inner vessel are also drawn at regions
only where the cutaway surface provides a view into the vessel. The
outer vessel is first visualized with a scalar field representing the thick-
ness, ranging from white to brown, see Figure 50. For the thickness
computation per vertex v of the outer vessel, the algorithm iterates
over all vertices of the inner vessel wall and determines the Euclidean
distance to v. The smallest value is assigned to v. The user can select
the thickness values in order to discretize the thickness information.
In addition, the opacity of the discretized values can be set as well.
This supports the domain expert to investigate the flow at specific
regions. Here, the domain expert can set the opacity at thin regions
to 0 and can thus analyze the flow at these regions only. As default
values, 0, 0.2, 0.4, and 0.8 are set with regard to the regions rang-
ing from the thinnest to the thickest region. This allows to explore
the near-wall flow in these regions and, therefore, satisfies Req. 4. In
addition, screen-space ambient occlusion [Kaj09] is implemented to
improve the perception of the vessel through depth cueing following
Req. 5.

6.5.6 Depth Attenuation

To increase depth perception, an atmospheric attenuation was added
to objects that are far away from the camera according to Req. 5. For
this purpose, the depth of the current fragment zf is determined. It
is normalized with the minimum znear and maximum zfar depth
values in eye space: zn = zf−znear

zfar−znear
. If zn exceeds 0.45, 5 · (zn− 0.45) ·

(1, 1, 1) is added as an RGB color to the current fragment to slightly
increase its brightness. The threshold is set to 0.45 because a lower
value would result in parts close to the camera becoming too bright,
and a greater value would not affect the depth attenuation much.

6.5.7 Framework

This section describes the framework of the visualization tool. The
GUI is divided in two parts: the standard GUI with all important
settings and the playbar. The standard GUI provides pathline-related
and vessel-related features. For the pathline settings, the user can ad-
just the animation speed, the pathline length, and the opening angle
θ of the cutaway surface. The user can also choose between the novel
glyphs and normal arrows as pathline representation. Furthermore,
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Figure 51: Different views to analyze the surface where pathlines serve as
context information.

if the user wants to analyze the vessel wall surface, the pathline vi-
sualization can be turned off. The cutaway can also be deactivated to
explore the surface with the pathlines as context objects, as shown in
Figure 51. This might be important as the expert needs the pathlines
only as context information to explore patterns inside the vessel at
thin regions.

The settings for the visualization comprise facilities to adjust wall
thickness regions, to adjust distance parameter for the pathline glyphs
and highlighting of thin regions. Thin regions exhibit a higher risk of
rupture, making these regions relevant for investigation as indicated
in Req. 1 and Req. 3. Thus, the user can adjust a parameter such that
those parts of the vessel are highlighted which fall below this thick-
ness value. This approach facilitates a fast perception of potentially
dangerous zones, even if the vessel includes many thin regions such
that color coding may not be sufficient.

Req. 6 indicates that save and load facilities (for data, views, param-
eter settings, and animation) are needed to support the collaboration
between medical experts. Furthermore, a feature that allows them to
place landmarks on the surface is included. After the placement, a
screenshot is taken and all important parameter settings and the cam-
era properties are stored. Another domain expert can see the land-
marks, represented as red spheres, and can select them. A short pre-
view is then shown in the top right corner as depicted in Figure 52a.
A click on it loads the scene as shown in Figure 52b. In this case, the
domain expert made a very important finding. She discovered that
the flow is close to the vessel wall, in a region where the wall is very
thin.

For the visual exploration of the pathlines, an interface similar to
typical movie players was created. Thus, standard buttons with their
well-known functionality as well as a timeline to facilitate a fast navi-
gation through the animation was provided. Users can click on the
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(a) (b)

Figure 52: A domain expert created landmarks, represented as red spheres.
Another expert can select the landmark, resulting in a small pre-
view (a). A click on it loads the dataset with the first domain
expert’s settings (b).

timeline and the animation jumps to the corresponding keyframe.
Furthermore, dragging the animation is possible for fast navigation
through the simulation. Consecutive keyframes can also be shown by
clicking on the previous or forward button.

6.6 comparison with related approaches

Closest to the new visualization techniques is our own previous work
[LGP14a] and [GLHS+14]. Lawonn et al. [LGP14a] presented a shad-
ing technique that enhances the surface while near-wall blood flow
is emphasized by a change of the surface color. While this approach
highlights the surface regions where the blood flow is near the vessel
wall, it does not visualize the wall thickness. Glaßer et al. [GLHS+14],
in contrast, focused on the wall thickness and used different visualiza-
tion concepts to analyze dangerous regions based on the wall thick-
ness, yet without showing the internal blood flow. Thus the novel
visualization technique is compared to these other two concepts.

6.6.1 Near-Wall Visualization

The vessel visualization by Lawonn et al. [LGP14a] is based on a
suggestive contour measure to determine the shading (see Fig. 53a).
Based on the surface’s local shape (convex vs. concave) as well as on
the distance of the pathlines to the vessel, they determine the render-
ing parameters (stored in a 2D lookup table). During animation, the
changing flow leads to a highlighting of those vessel parts that are
close to the blood flow. This visual encoding facilitates an analysis of
surface regions that are close to fast blood flow. However, it only sup-
ports a qualitative estimation of the near-wall flow, as demonstrated
with a comparison of our previous work with the new approach in
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(a) (b)

(c)

Figure 53: Close-ups (c) of the visualization technique [LGP14a] (a) and the
presented new technique [LGVP+15] (b). The presented pathline
glyphs support the illustration of the near-wall flow better since
the arrow glyphs with the white contour indicate near-wall flow.
Furthermore, it can be better distinguished if the pathlines are
near the front faces or the back faces of the vessel wall, here col-
ored in red and blue, respectively.

Figure 53. The first close-up in Figure 53c shows that the glyph-based
approach reveals that the pathlines are close to the vessel wall — a
fact that is invisible in our previous technique. The blue arrows in the
novel visualization indicate that the pathlines are near the backside
of the vessel. While the pathlines are also close to the wall in the vi-
sualization by our previous work, this fact cannot be perceived due
to the region highlighting. Furthermore, unlike the new approach,
important near-wall flow details may be overlooked in the visualiza-
tion by our previous work, if the view does not show the right vessel
region. This effect was demonstrated in the second close-up in Fig-
ure 53c: only the red color around the contour indicates the near-wall
flow, but for surface regions directly facing the view direction this
effect is hard to perceive. With the presented technique the white out-
line around the arrow shows that the pathlines are close to the vessel.
Moreover, the red pathlines show that it is close to the facing vessel
part.
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(a) (b)

(c)

Figure 54: Close-ups of the visualization technique by Glaßer et al.
[GLHS+14] (a) and the new technique [LGVP+15] (b) with the
IVUS dataset. The novel wall thickness visualization allows to
identify thin regions even if they are very small. Furthermore,
the visualization of the inner vessel allows for a contextual visu-
alization.

6.6.2 Wall Thickness Visualization

Glaßer et al. [GLHS+14] designed a framework for the analysis of
the wall thickness. They used a slice view, distance ribbons, and an
outer wall representation to visualize the thickness and to facilitate
a qualitative analysis (Figure 54a). None of these techniques, how-
ever, allows physicians to measure the thickness quantitatively. Fig-
ure 54 directly compares the presented visualization technique with
the method by Glaßer et al.; the two close-ups in Figure 54c demon-
strate the advantages of the new wall thickness visualization. The
first close-up illustrates a thin region, and both visualization tech-
niques show the region well. However, with the presented discrete
wall thickness representation a dangerously thin region can immedi-
ately be identified which can be overlooked in the continuous visual-
ization by Glaßer et al. The related issue of identifying thick regions
is shown in the second close-up in Figure 54c: the thick region can
easily be missed with the approach by Glaßer et al.

6.6.3 Summary

The new technique allows physicians to analyze the wall thickness
quantitatively while simultaneously representing the blood flow. By
also depicting the pathlines with the glyph-based approach a quanti-
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tative analysis of the flow near the vessel wall was facilitated. There-
fore, near-wall flow can be perceived even if the flow is near the back-
faces of the vessel (i. e., far away from the viewer). Furthermore, thin
regions — independent of their size — can be perceived using the
presented discrete visualization. In summary, compared to Lawonn
et al., the presented technique is more appropriate to reveal near-wall
flow (recall Req. 3). The method by Glaßer et al. allows a visual anal-
ysis, as brushing & linking is applicable, but in comparison to the
presented technique, the new presented improves on the vessel wall
thickness representation (recall Req. 1). The new visualization tech-
niques combines the advantages of both approaches.

6.7 qualitative evaluation

The design process comprised several iterations with the domain ex-
perts. The first feedback cycle for the initial prototype is discussed
that did not yet comprise the complete functionality presented so far.

Six unpaid participants (1 female, 5 male; 26–45 years old; median
35 years) took part in this study. Among them were the four domain
experts that already helped us with defining the initial concept: two
physicians (14 and 15 years of professional experience) and two CFD
engineers involved in hemodynamic analysis (both 5 years of pro-
fessional experience). To get additional independent feedback, two
researchers with background in medical visualization were added.

The framework was briefly presented and its features to the par-
ticipants were described. Next, the participants were encouraged to
explore the tool on their own, while their aural comments and their in-
teraction with the framework was recorded. Finally, they were asked
to fill out a questionnaire.

6.7.1 Questionnaire

The questionnaire consisted mainly of questions about medical as-
pects, the presented visualization, the framework design, and the pa-
rameter choice. Depending on the question, the users were asked for
yes/no responses, ratings on a five-point Likert scale (−−, −, ◦ ,+ ,++),
or open-ended comments.

Demographics/background. First, the typical participant demograph-
ics: gender, age, and medical and/or technical experience were col-
lected. Also the participants’ background in computer-assisted analy-
sis of aneurysms and about their experience in analyzing simulated
blood flow was inquired.

Medical questions. Next, the participants were asked about the
importance of the wall thickness for medical evaluation and about the
importance of pathlines. They were also asked about which elements
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Individual colors for Likert score:

Medical questions:
Importance of wall thickness
Blood flow and wall thickness
Estimation of flow with glyphs

Visualization questions:
Slice View
Highlighting
Color coding of near-wall flow
Varying lengths of pathlines
Animated pathlines

Framework aspects:
Pathlines can be followed
Cutaway for pathlines analysis
Playbar interaction
Saving and loading the scene

Physicians CFD experts Visualization

Figure 55: The results of the evaluation with color-encoded Likert scores.
Each box represents the answer of one participant: the two left-
most boxes depict the physicians, the middle two boxes show the
CFD experts, and the two right-most boxes represent the medical
visualization experts.

are important for a diagnosis of cerebral aneurysms and how this is
currently visually supported.

Visualization questions. The participants were asked to comment
on the different kinds of wall thickness visualizations that were pro-
vided. Specifically, the participants were asked about the slice view
and about the highlighting of surface regions with walls thinner than
a given threshold. Next, they were asked whether the color coding
of the pathlines is useful to highlight near-wall flow. The users were
also asked if the glyph-based representation with varying length al-
lows to differentiate between slow and fast-moving flow. Then, they
were inquired about the utility of the playbar for an effective temporal
data exploration. Finally, they were asked if the cutaway visualization
makes it possible to follow the animated pathlines and if it is helpful
for the analysis.

Framework aspects. Here the users were asked if they had any
problems when exploring the vessel with internal blood flow. Fur-
thermore, the participants were inquired if the saving/loading op-
tions are useful for the analysis as well as for the collaboration with
other medical experts. They were also asked whether any problems
occurred during the exploration and about potential suggestions for
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the future development of the technique. Then the users stated if they
could imagine to use the framework for their research. Finally, addi-
tional remarks were asked.

Figure 56: Dynamic cutaway visualization of pathlines within the context of
the vessels and aneurysm: Three steps within the cardiac cycle.

6.7.2 Results and Discussion

The overall result of the empirical evaluation is shown in Figure 55.
No participant had any major problem with using the presented
framework. After a short introduction, the participants could imme-
diately use the tool. All stated that they would like to use the tool
for the exploration of wall thickness and blood flow. In particular, the
domain experts confirmed the high importance of analyzing the wall
thickness for the rupture risk assessment of aneurysms. They also
stated that the combination of wall thickness and blood flow visual-
ization is important for further analysis of cerebrovascular diseases.
Next, selected aspects and insights from the evaluation will be dis-
cussed.

Cutaway. All participants stated that the cutaway is useful to follow
the animated blood flow and that it provides a natural view into the
vessel. One physician stated that this animation is confusing due to
the constant change of the cutaway. Hence, pausing of the animation
was required to stop this change. Nevertheless, he appreciated the use
of the cutaway for analyzing the pathlines. The usefulness of being
able to follow the pathlines and to analyze the interior flow behavior
was rated by the physicians with ‘++’ and ‘+’.

Glyph-based pathlines. Most participants described the color co-
ding of the pathlines as essential to be able to distinguish between
near-wall and far-wall flow. All participants appreciated the length
encoding of the glyphs to represent the velocity. One of them stated
that it is very helpful for still images because this representation con-
veys that the flow is slower in the aneurysm compared to the flow in
the vessels. Moreover, one can directly see the flow direction.

Wall thickness. The results show that participants preferred the
slice view over the 3D view to understand the wall thickness. This
may be due to the fact that, in the first iteration, a continuous color
coding was used to encode the thickness. The highlighting was also
considered as essential to assess dangerous zones. Participants mostly
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used the highlighting first; later they used the slice view for a more
detailed analysis of the thickness.

Playbar. All participants found the playbar useful: they could ex-
plore all time steps and analyze the pathlines. Mostly, they first played
the whole animation and then looked for specific points in time for
further examination using the animation bar. Finally, the participants
used the forward and backward buttons for further detailed analysis.

Application domains. The participants were also asked about ap-
plication domains they could envision for the presented tool. Both
physicians explained that the presented tool is useful for aneurysm
risk assessment and for treatment planning. All participants also agreed
that another important application field is research and education.
Some participants mentioned that the presented technique may also
be helpful for patient information and may be used to explore the
predicted blood flow after different treatment options, such as coil-
ing and stenting.

Performance. For all presented models (e. g., Figure 42, 51, 56, and 57),
a real-time performance of approximately 41 fps was achieved. A lap-
top with an Intel Core i5 with 2.6 GHz, 8 GB RAM, and an nVidia
GeForce 870M with 4 GB was used. This performance test was con-
ducted with a resolution of 1920× 1080 and the half of the resolution
(approx. 960× 540) was used for the cutaway surface.

Improvements. As already indicated, based on this evaluation and
concrete suggestions several additional visualization techniques and
encodings were added. One participant stated that it might be diffi-
cult to distinguish those vessels that are near to the camera from other
vessels which are further away. Therefore, the depth attenuation de-
scribed in Section 6.5.6 was added. Another participant wanted us to
add features to only visualize the inner wall, to visualize the center-
line, and to enlarge the slice view on a mouse-over. All these ideas
were added and he liked the improvements. Then, the wall thick-
ness representation was changed from a continuous color coding to
a discrete color coding with parameters that can be set by the ex-
perts. Next, the new glyph-based representation of the pathlines was
proposed to better distinguish between near-wall and far-wall flow.
Furthermore, colors were added to make it clear if the pathlines are
near the front or the back faces. As suggested by the medical experts,
many additional collaboration tools were added such as the ability to
add, store, and retrieve landmarks. Finally, the hatch-based illustra-
tion of the inner vessel wall was added since one expert had asked
for a more contextual visualization.

6.8 expert feedback

To evaluate the improvements, another evaluation similar to a focus
group [LFH10] was conducted. Here, the participants had the oppor-
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tunity to test the improved framework and to analyze its functionality.
Then the tool was discussed with three researchers with background
in CFD simulation (males; 27, 30, and 35 years old) and one physi-
cian with an emphasis on surgery (female; 29 years old). The CFD
researchers are abbreviated with C1, C2, and C3 and the physician
with P1. The participants were asked to make positive as well as neg-
ative comments. The interviews took approximately 40 minutes.

First, all participants stated that the analysis of the wall thickness
with the animated blood flow is a great extension to state-of-the-art
visualization frameworks. Then, there were asked to share their im-
pressions of the framework. P1 stated that it would be a nice feature
to have animated camera paths to navigate around the vessel. C2 had
the idea that it might be an interesting feature to activate multiple
linked views. Then, one could activate different parameter settings
like wall shear stress and the user can analyze different parameters
simultaneously.

Furthermore, the physician wished to have the original image data
in the slice view. The CFD experts also wanted to see the original
data to estimate the uncertainty of the vessel reconstruction. In fact,
the experts stated that the presented technique is applicable to both
the analysis of hemodynamic information according to near-wall flow
as well as wall thickness. Moreover, they stated that the glyph-based
approach is very helpful to observe where the flow is very near the
wall. Setting own thresholds makes it easy to explore the dataset. P1

explicitly emphasized the advantages of the slice view as certain re-
gions can be observed. C3 mentioned that it would be nice to have
dashed contour lines whenever the flow is occluded by a vessel. In
addition, C3 stated that the color coding as well as the glyph repre-
sentations with the white contour allows a fast perception of the near-
and far-wall flow. Furthermore, he said that the color coding makes it
easy to distinguished between the near-wall flow that is close to the
front or the back faces. The participants also pointed out that a main
benefit of the new approach is its placing of landmarks, which easily
allows to collaborate with other experts. Here, C3 stated that it would
be nice to include text at the landmarks. With this, the mouse-over not
only shows a small preview, but a text is also shown, which states
the specific observation made by the expert. This was also stated by
C2 who said that the initials of the domain expert who placed the
landmark should appear. This would be beneficial when several re-
searchers work on the same data set. Furthermore, he recommended
to blur the white line indicating the cutaway surface which would
make the lines less obtrusive. P1 stated that the color representation
is a great benefit to easily distinguish between thin and thick regions.
She also mentioned that the different glyphs make it easy to perceive
near-wall flow and that the color coding helps to analyze the blood
flow. In addition, P1 said that seeing a blue glyph with a white con-
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tour leads to a fast understanding where the pathline is located. In
essence, P1 stated that dangerous regions can be easily identified and
analyzed with the interior blood flow. Finally, the participants stated
that a tool that includes the analysis of wall thickness and hemody-
namics would be of great benefit to them.

6.9 conclusion and future work

In this chapter, a design study was presented comprising a visual-
ization technique and an exploration tool for the analysis and ex-
ploration of vessels using an integrated wall thickness and internal
blood flow representation. Some final results are shown in Figure 56

and Figure 57. Based on the requirements derived from consultations
with medical experts and a literature analysis, a number of known
rendering and visualization techniques with several novel technical
concepts was combined. In particular, a technique for glyph-based
visualization was contributed to represent data values along stream-
lines or pathlines. All these methods put together, it is —for the first
time— possible to present an integrated illustrative visualization of
all essential elements for aneurysm assessment—in particular includ-
ing a representation of a vessel’s wall thickness. The presented vi-
sualization framework thus allows users to analyze the pathlines us-
ing interactive animations and without occlusion issues. Furthermore,
modern visualization methods were integrated to the surfaces and to
the pathlines to depict further flow attributes such as stress forces and
velocities. The presented technique makes use of illustrative elements
such as color coded arrow glyphs to represent the flow direction, ve-
locity, and pathline distance even on still images.

Thanks to the GPU implementation real-time rendering speeds were
achieved even on mid-class computers. The visualization technique
was integrated into a data exploration framework that facilitates the
exploration of the vessel data. To assess the results, a qualitative eval-
uation with the collaborating experts was conducted. This evalua-
tion provided evidence that the overall approach is valid, confirmed
many of the design choices, and provided several additional paths
for improvement—some of which were realized, presented, and re-
evaluated with further domain experts. Thus, a comprehensive il-
lustrative visualization approach for the analysis and exploration of
aneurysms and their internal blood flow was provided that is appli-
cable in medical research and other domains.

outlook Although the visualization technique was evaluated with
positive feedback, some issues still need to be improved. First, while
the slice view is helpful to get an impression of the wall’s thickness at
specific points, the medical experts are also interested in the original
image data which are currently not displayed. Furthermore, to ana-
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Figure 57: Two subsequent time steps of the animated pathlines in a vessel.

lyze the wall thickness it might be helpful to include a ruler to mea-
sure the thickness on specific parts of the vessel. More interaction can
be integrated by selecting a region to obtain different quantities, e. g.,
the average wall thickness or the wall shear stress. As soon as mod-
ern imaging technology is available, additional information should
be visualized on the inner vessel structure onto the cutaway surface
such as calcified parts or plaque. This would allow medical experts
to gain further insights into the vessel’s structure. Finally, the CFD
simulation should be improved to include biomechanic properties of
the vessel such that dynamic changes of the vessels which could then
also be included in the visualization tool.

Nonetheless, based on the described evaluations the presented me-
thod is considered as successful in filling the gap between visualizing
wall thickness and illustrating hemodynamics with highlighted near-
wall flow.
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7
V I S U A L I Z AT I O N A N D E X T R A C T I O N O F C A RV I N G S
F O R H E R I TA G E C O N S E RVAT I O N

In the 13th century, artists have carved illustrations of the episodes
from the church history and depictions of important persons into
the plaster of cathedrals and churches. One prominent example

are the carvings on the walls of the cloister of the Cathedral of Saints
Catherine and Maurice in Magdeburg. Due to the open structure of
the cloister, these carvings were subjected to weathering. Nowadays,
the illustrations in parts of the plaster are hard to recognize and many
structures are only visible with extreme side light. Therefore, restor-
ers and historians are in need of a software tool that allows to analyze
digital copies of the plasters, and to explore and edit the carvings vir-
tually. In addition, virtual images visualizing the carvings and illus-
trations of the original shape of the carvings are attractive for visitors
of the historic site.

In this chapter, techniques addressing the technical challenges are
proposed that have to be solved for creating such a tool and an eval-
uation of the associated software is presented by the relevant target
group.

This approach is in contrast from methods for general sunken-relief
extraction. The carvings are special since the structures are canal-like
and flat. Aging and weathering have additionally flattened the struc-
tures so that they can barely be perceived with the naked eye. Fur-
thermore, the surface of the plaster exhibits irregular structures and
the data contains noise. The amplitude of the noise and the height of
the structures almost match the depth of the carvings. Both factors
complicate the extraction of the carving structures.

To enable the processing of sunken-relief extraction, the plasters
and carvings were first digitalized using a passive stereo vision sys-
tem, resulting in a triangle mesh approximating the surface of the
plaster. For analyzing the digitized plaster, a detection filter for carv-
ings in surfaces was developed that searches for parts with a dis-
tribution of principal curvatures that exhibits characteristic for carv-
ings, i.e., locally cylinder-like structures. This approach is based on
the Frangi filter [FNVV98] from medical image processing, which
is used for detecting vessel-like structures in images. This method
was adapted to detect carvings in 3D surfaces. The novel method
is specifically designed for detecting canal-like structures and is ro-
bust against noise. For filtering the set of detected carving structures
and selecting the most salient structures, a scheme is proposed that
combines connected component analysis and an importance measure

161
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for the saliency of the carvings. Finally, visualization techniques are
employed to emphasize the detected carving structures, see Figure 58.
The software implementing these methods has been tested by domain
experts in a user study that highlights the effectiveness and utility of
the new approach. The experiments demonstrate that state-of-the-art
methods for relief extraction, as well as feature line extraction and
exaggerated shading, fail on the type of data that were considered. In
summary, the following contributions were made:

• An algorithm for detecting carving structures in surfaces based
on an adaptation of the Frangi filter and a scheme for order-
ing connected components of the detected carving structures
by saliency

• A framework for interactive exploration of carving structures
in surfaces that allows for selecting and deselecting structures,
adding new carvings and visually highlighting them

7.1 related work

One relevant topic in this field is the depiction of strong features via
lines.

feature lines Methods for feature line extraction can be divided
into view-dependent and view-independent approaches. Although,
for carving extraction it is important to illustrate all features indepen-
dent of the camera position, it is worth mentioning view-dependent
approaches as well. Ridge and valley lines have the property that
every point is an extremum of the principal curvature on the cor-
responding curvature line [Por94; IFP97]. The computation of these
lines is delicate since it involves estimating third-order derivatives
on the surfaces. Prominent approaches use surface fitting [OBS04;
YBS05] or a combination of discrete curvature approximation and
smoothing techniques [HPW05]. A technique for view-dependent fea-
ture line detection was introduced by DeCarlo et al. [DFRS03]. They
extended the contour definition to determine salient features. An-
other view-dependent feature line approach was presented by Xie
et al. [XHTS+07]. Their method depends on the underlying surface
shading and allows for compensating noise by adding light sources.
This approach was later improved [ZHS10]. A method that combines
ridges and valleys with a view-dependent approach was proposed by
Judd et al. [JDA07]. They defined view-dependent curvature quanti-
ties to apply their technique. Kolomenkin et al. [KST08] proposed
a view-independent approach to determine the transitions from flat
regions to ridges. Their approach can be used to enhance small fea-
tures on archeological objects. Zhang et al. [ZHXX+11] introduced
Laplacian lines, which are used to illustrate prominent features. The
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Figure 58: On the left the original model with standard headlight. On the
right the same dataset with the new visualization technique.

Laplacian of the surface normal field is pre-computed and the result
is used for illustrating the features. Weinkauf and Günther [WG09]
used the Morse–Smale complex of a curvature-based indicator func-
tion to construct networks of feature-lines. Robustness against noise is
improved by simplifying the Morse- Smale complex using the concept
of persistence [EHZ01]. Rieck et al. [RML12] developed persistence-
based filters and topological signatures for the multivariate analy-
sis of data and applied the techniques to the analysis of cultural
heritage artifacts. While the method performs very well on artificial
data, the processing of 3D-scans requires manual segmentation of the
digital object and adjustment of parameters (see Sections 6.2.1 and
6.2.2 in [RML12]). A technique to illustrate surface features and en-
hance the spatial impression with lines was presented in our previous
work [LMP13].
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feature-based shading A technique for enhancing surface fea-
tures by modifying the surface normals was presented by Cignoni et
al. [CST05]. Their idea is to smooth the normals and to compare them
with the original ones: the larger the differences, the more salient the
underlying geometric feature. Another approach for enhancing geo-
metric features by modifying the surface normals was introduced by
Rusinkiewicz et al. [RBD06]. They iteratively smooth the surface nor-
mals and store the results. Afterwards, the stored sequences of nor-
mals are combined to determine the shading. Lee et al. [LHV06] used
an approach that automatically determines lighting positions to en-
hance features. Here, the surface is first segmented using a curvature-
based watershed method. These patches are used for the placements
of lights. Vergne et al. [VPBG+09] introduced a local shape descriptor
that enhances salient features. They warped the incoming lighting
in order to increase the view-dependent surface curvature informa-
tion. This leads to a perceptually enhanced surface shape. For an-
alyzing salient features on archaeological surfaces, Kolomenkin et
al. [KST11] presented an approach to automatically process scanned
artifacts. They defined a prominent field, which is a smooth field with
certain properties at surface features to enhance geometrical features.
Vergne et al. [VPBG+11] presented a technique called Radiance Scal-
ing that improves the classical shading by enhancing features on the
surface. They scaled light intensities based on curvature and mate-
rial characteristics. An exaggeration technique to enhance relief struc-
tures was proposed by Miao et al. [MFWP12]. This approach is based
on three features maps comprising local height, normal difference
and mean curvature, which are then combined. Furthermore, the nor-
mals are adjusted to gain an enhanced rendering of the surface. Am-
mann et al. [ABGG+12] introduced an approach that analyzes several
surface features per vertex. These features are used to combine differ-
ent shading techniques to enhance salient structures on the surface.
As this approach enhances all features, it may be prone to noise and
even highlight these undesired regions. For the illustration of com-
plex archaeological artifacts, Gilboa et al. [GTSK13] reported on the
development of computerized automatic systems. Through automatic
feature detection, they highlighted salient areas as line drawings, col-
ored images or enhanced 3D models. Sharma and Kumar [SK14]
presented a way to investigate artifacts with machine-learning tech-
niques. Their system employs the user’s preferred visualization set-
tings to generate a reasonable result. Several techniques that depend
on various vertex features, e.g., curvature, ambient occlusion factor,
are applied to gain an appropriate shading result.

relief extraction and generation There is a large body of
literature on relief extraction and generation and the reader is re-
ferred to the survey by Kerber et al. [KWCZ+12] for an overview. A
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Figure 59: Stereo camera setup (left) and corresponding images (middle) for
the computation of a 3D point cloud (patch). On the right the
registration result for nine false-colored patches is shown.

(a) λ1 = λ2 > 0 (b) λ1 =

0, λ2 > 0
(c) λ1 <

0, λ2 > 0
(d) λ1 =

0, λ2 < 0
(e) λ1 = λ2 < 0

Figure 60: Different greyscale images are illustrated with their correspond-
ing height surfaces. The height surfaces’ principal curvatures are
listed below. For λ1 = λ2 = 0 the image is constant and the height
map is a plane.

general introduction to 3D shape analysis for archaeological surfaces
was provided by Tal [Tal14]. Closest related to this work is the re-
lief extraction scheme by Zatzarinni et al. [ZTS09]. They represented
the surface containing the relief as a height field over a base surface.
The relief is found through an analysis of the height field. In contrast
to this scheme, their method aims at reliefs with enough height (or
depth). In the case of the carvings considered here, the ratio between
depth of the reliefs, amplitude of noise and natural structures in the
surface and the (very low, but present) curvature of the surface make
it difficult for their method to extract the carvings.

7.2 data acquisition

The incisions cover an area of 37 m by 5 m outside on a wall to the
courtyard of the Magdeburg cathedral. Because of current restoration
work, an existing scaffold could be used for the data capturing. Vary-
ing lighting conditions and unavoidable vibrations of the scaffold re-
quire a rapid measurement process. A passive stereo vision system
was used because it requires only a pair of synchronously captured
images.

The measurement area was chosen based on the required resolu-
tion of less than 0.1 mm. Using two grayscale cameras with a reso-
lution of 2048 × 2048 pixels the system was designed to capture an
area of about 170 mm by 170 mm, see Figure 59. The calculation of
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calibration parameters was accomplished with the OpenCV library.
A precisely measured calibration plane with circular marks was used.
The centers of the images of the circular marks can be localized with
high accuracy. This leads to a reliable estimation of the intrinsic and
extrinsic camera parameters. Testing the spatial intersection of the
calibrated stereo vision system using a stochastic pattern on a plane
surface (calibration standard) results in residual errors up to a maxi-
mum of 0.02 mm, which is acceptable for this application.

To compute pairs of corresponding points in both images of one
capture, the acquisition was started with an evenly distributed field
of points on one image. Then the task is to find the best correlation
between a squared mask around that point on image one and the
projection of this mask along the epipolar line on image two. To save
computation time and to increase robustness, this line is trimmed
by taking into account the depth of field (sharpness). Because of the
slightly different viewing angles and varying imaging characteristics,
the correlation algorithm has to be robust against differences in dy-
namics and the average intensity. Along with other approaches, the
normalized cross-correlation introduced by Moravec [Mor97] gives
reliable results. It is invariant against additive and multiplicative in-
tensity changes in the search window. The spatial intersection for all
rays of corresponding points for one capture leads to a resulting 3D
point cloud of up to 4 million points.

To reconstruct a larger area, the results of a number of captures
need to combined. This is accomplished by manually picking three
corresponding 3D points within two patches and a subsequent refine-
ment using the Iterative Closest Point algorithm [BM92]. Since the
patches overlap by about 40%, there are enough unique features in the
point set to ensure a robust registration. A drawback of this method
is that the overall shape of the wall becomes slightly deformed after
registration of a large number of patches. This is not affecting the
visual perception of the result, but a comparison to point data cap-
tured by 3D laser scanning shows a significant deviation of several
centimeters on a wall with 2.5 m in length.

7.3 requirement analysis

Based on a literature search and discussions with domain experts, the
following list of requirements were devised:

• A method for detecting carving structures

• Interaction techniques that allow the user to modify the set of
carving structures, e.g., erasing wrongly detected carvings or
adding carvings

• A visualization technique that enhances the carvings
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In the real-world plaster, the carving can barely be perceived with
the naked eye. Only under special lighting conditions, the restorers
can get an impression of the carving structures. To circumvent these
difficulties, the whole plaster with high resolution was digitalized
and the domain experts were allowed to process the data such that
the carvings can be illustrated. Since with standard visualization of
the scan data, it is still difficult to see carvings, the experts asked for
visualization methods that can emphasize the carvings. The experts
are interested in interactively modifying and controlling the visual-
ization, e.g., by selecting additional structures to be emphasized or
manually removing falsely detected carving structures.

7.4 extraction and generation of carvings

For the analysis and processing of carvings in plasters, schemes for
carve extraction and ranking were developed as well as methods for
generating new carvings.

7.4.1 Carve Extraction and Ranking

Though the plaster that should be analyzed is attached to one wall
of the cloister, it is not planar. Therefore, the carvings cannot be de-
scribed by a height field over the plane. The digitalized plaster is
treated as a curved surface, in which the carvings should be detected.

curvature computation For detecting carvings, the distribu-
tion of the curvatures over the surface is analyzed. Since the plaster
is described as triangle meshes, the principal curvatures and curva-
ture directions of triangle meshes need to be computed. Following
Rusinkiewicz [Rus04], first a discrete shape operator in every triangle
is computed, which measures the deviation of the normals across the
edges of the triangle. Then, a discrete shape operator at the vertices
is constructed by transforming and averaging the shape operators of
the triangles. The eigenvalues of the shape operator are the princi-
ple curvatures λ1, λ2, which are ordered such that |λ1| 6 |λ2|. When
computing the discrete shape operator (in particular for noisy data),
it is recommended to smooth the surface beforehand. A bi-Laplacian
smoothing is used, which results in a robust curvature computation
in the experiments. An alternative to smoothing the surface is to
use larger neighborhoods for the curvature computation, see [CSM03;
HP11].

frangi filter for surfaces The carving structures are “small
canals” in the shape. At the bottom of each canal, the geometry equals
that of a round tube or a cylinder. This means one principal curvature
vanishes and the other one is approximately one over the radius of
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Figure 61: Results of the vesselness measure with different parameter set-
tings. The colormap is shown at the bottom, where values range
linearly from 0 to 1, which corresponds to black to cyan, respec-
tively.

the cross section of the carving, i.e., λ1 = 0 and λ2 , 0. Figure 60

shows examples of surfaces and their principal curvatures. Since the
carvings are engraved, the non-vanishing principal curvatures of all
carvings have the same sign. Whether the sign is positive or negative
depends on the orientation of the surface. The orientation is chosen
such that the surface normals point outwards (out of the wall) and
the curvature values are positive. For detecting the carving (or vessel)
structures, analogous to the Frangi filter [FNVV98], the quantities

S B
√
λ21 + λ

2
2 and RB B λ1/λ2 are used and the vesselness measure is

defined as

V0(s) =

0 if λ2 < 0,
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(
−
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2β2

)
·
(
1− exp

(
− S2

2c2

))
.

(49)

In the discrete setting, the principal curvatures are computed at the
vertices of the mesh and Eq. 49 is used to get a value of the vesselness
measure at every vertex. Linear interpolation in the triangles yields a
scalar field representing the vesselness measure on the triangle mesh.
A blue to cyan colormap is used to display the influence of the pa-
rameters β and c. To depict the threshold, all values that are smaller
than the threshold in black are additionally displayed.
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parameter adjustment The vesselness measure, Eq. 49, involves
two parameters, β and c. To help the users in choosing values for the
two parameters, preview galleries were created. The users can choose
preferred parameter settings by selecting an image. An example of
an image gallery is shown in Figure 61. After a preview image has
been selected, the corresponding parameter setting can be modified
to fine-tune the result. The user-interface for this step is inspired by
the work of Mönch et al. [MLKW+13]. When pressing the right mouse
button, the user can alter the two parameters by mouse movements.
Horizontal movements affect only one of the parameters and vertical
movement the other parameter. The benefit of this interaction scheme
is that the user can maintain focus on the image while changing the
values of parameters.

ranking the carvings Once the parameters β and c are set,
the vesselness measure can be computed. For extracting the carvings,
a connected component analysis is used, which clusters the vertices
into components. Starting with an arbitrary vertex with V > 0, all
neighbors in the one-ring with V > 0 were iteratively added to the
same component until every vertex with positive vesselness measure
is assigned to a component. For any component Ci, its saliency is
defined as

VCi B
∑

p∈Ci

AV(p) ·V(p), (50)

where AV(p) denotes the Voronoi area of vertex p, see [MDSB02].
Finally, the components were ranked by their saliency.

activating the carvings After connected components in the
carvings structures are determined and the components are ranked
by saliency, the user can use this information for selecting the compo-
nents that will be enhanced in the rendering. The selection proceeds
in two phases, first the user specifies a number n of components to be
selected. The tool then selects the n components with highest saliency
value. In the second phase, the user has full control over the selection
and can manually add components to and remove components from
the selection. To help the user in modifying the selection, The tool as-
signs colors to all components. Selected components are displayed in
cyan and non-selected components receive a color that reflects their
saliency value (cf. Eq. 50). The colormap for the non-selected compo-
nents ranges from dark red to gray over orange, see Figure 62. Parts
of the surface that do not belong to a carving structure receive a dark
color. To further assist the user during the manual modification of the
selection set, already activated components will be highlighted in red
by a mouse over to indicate that clicking will delete the selection and
not activated components will be colored in green to indicate that
clicking will activate them.
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(a) (b)

(c) (d)

Figure 62: Selection of carving structures and visualization with empha-
sized carvings. A standard rendering of the captured plaster is
shown in (a). To help the user in selecting carving structures,
the tool displays connected components of the detected carvings.
Each component receives a color reflecting its saliency (b). The
colormap is shown at the bottom, where values range from gray
(minimum value) to red (maximum value). The minimum, max-
imum value correspond to the minimum, maximum saliency (cf.
Eq. 50) in the set of detected components. The values in between
are linearly interpolated. The user can activate the n components
with highest saliency value. The result for n = 4 is shown in (c).
Activated components are shown in cyan. To fine-tune the result,
the user can further modify the selection set. In the final render-
ing, the selected carvings are emphasized (d).

visualizing the carvings To emphasize the selected carving
structures in the rendering, the shading of the selected components
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is modified. The idea is to use the vesselness scalar field to weight
the lighting in order to enhance the carving cues. Let l denote the
light vector. Then the shading is computed using s = 〈l, n〉1+α·V0 ,
where α expresses how strongly the carving cues are emphasized.
For all results α = 2 was used. Using a significantly higher value of α
would result in stronger, but unnatural looking carvings. In addition
to emphasizing the selected carvings, the tool allows users to deem-
phasize the non-selected structures. This is achieved by isotropically
smoothing the normals of the surface (using 10 iterations of Laplace
smoothing) and using the smoothed normal vectors to compute the
shading everywhere except for the selected carving structures.

7.4.2 Carve Generation

In addition to visualizing the carvings, a tool for generating carv-
ing structures is provided. For example, to help with the recreation
of lost parts of an illustration by adding new virtual carvings. Since
editing the surface itself is a challenging problem which requires so-
phisticated modeling tools [FKSM+04]. To preserve the original sur-
face, virtual carvings were added by overlaying the original plaster.
This is realized by modifying the surface normals in the areas where
new carvings are added. To specify the location and width of the vir-
tual carvings, the user is provided with a brush tool. The size of the
brush specifies the width of the carving. The result of the brushing
is stored in a scalar field on the surface. Initially, this scalar field is 0
for every vertex. Whenever the brush is used, every vertex inside the
brushed region in screen space is assigned a new scalar value. Denot-
ing the distance of a vertex to the center of the brush by dist, the value
rn = r−dist

r is assigned, which ensures that the midpoint assumes the
maximum value. Whenever the user draws over brushed vertices, the
already stored values are compared with the potential new values.
The greater value is then assigned to the vertex. A scalar function
f(rn) is used to determine the modified normals of the surface. The
function serves as a desired height (or offset in normal direction) over
the original surface. The height value at any point depends only on
the value rn assigned to the point during brushing. The function f
depends on the carvings observed in the data. The goal is to make
the newly created carvings look similar in style to the ones that are
already in the data.

height field calculation To obtain the generative model for
new carvings, the existing carvings were analyzed, which are ex-
tracted using the scheme described in Sec. 7.4.1. The generative model
represents the carvings as a height field over a smoothed version of
the surface. The profile of the height field is analyzed and used to
generate new carvings with a similar profile. The first step is to con-
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Figure 63: First, the carving is smoothed and the boundary is fixed (top row).
Afterwards, every point on the smoothed carving is assigned the
height distance to the original carving. The values are ordered ac-
cording to their height and plotted. Finally an exponential func-
tion is fitted to the ordered height data.

struct a base surface over which the carvings are represented using a
height field. For this, the surface is copied and the carvings is heav-
ily smoothed by applying implicit Laplacian smoothing, i.e., mean
curvature flow. The implicit smoothing is defined by the iteration

pi = (I − µL)pi+1, p ∈ VC, (51)

where I is the identity matrix, L is the Laplacian matrix, and µ is
the weighting factor, which is set to 0.05. The iteration starts with the
original vertex positions p0. After each smoothing step, the Euclidean
distance between the new and the old positions of the vertices is com-
puted

Di+1 =
∑

p∈VC

‖pi+1 − pi‖.

The smoothing flow converges when the quotientDi+1/Di tends to 1.
The smoothing is stopped if Di+1/Di > 0.99. In practice, the smooth-
ing process is terminates after 30-50 iterations. During the smoothing,
the carvings evolve into their surface normal directions and towards
the minimal surface spanned by the constrained boundaries.

The distance of the carving to the minimal surface is measured,
see Figure 63. Explicitly, the intersection of the line generated by the
point on the smoothed carving and the new normal with the triangles
on the original carving is determined. The intersection point and the
point on the smoothed carving yield the height distance. In case two
or more intersections occur, the shortest distance is assigned to the
point. Every point of the smoothed carving is assigned to a distance,
i.e., the height scalar field. For every carving component, the distance
to the x-axis is scaled in a range of [0, 0.5].
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Figure 64: Two examples where carvings were added (right).

Then a Gaussian distribution f(x) = a · exp(−((x− 0.5)/c)2) + d in
the range x ∈ [0, 0.5] is fit to the data, see Figure 63 bottom right. The
resulting function can be used as the input for the drawings on the
surface: f(rn). This yields the scalar field C. Based on this scalar field
C, the gradient per triangle is determined. Given a triangle ∆ = {i, j,k},
the gradient of every triangle is determined by:

∇g = (Cj − Ci)
(pi − pk) ⊥

2A∆
+ (Ck − Ci)

(pj − pi) ⊥
2A∆

, (52)

where A∆ is the area of the triangle ∆ and ⊥ denotes a counter-
clockwise rotation by 90◦ in the plane generated by the triangle, see
[BKPA+10]. The gradient for every vertex is obtained by transforming
and averaging the gradients of the triangles. This yields the vertex
gradient of the scalar field C.

The vertex gradients of the scalar field can be used to calculate the
new normals of the carving structure. Given is a scalar field S defined
on a plane by S = f(x,y), x,y ∈ R. It generates a height surface
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by setting z− f(x,y) = 0. Then, the unit normal vector n(x0,y0) at
(x0,y0) is

n(x0,y0) =
1√

1+
(
∂f
∂x

)2
+
(
∂f
∂y

)2 ·

− ∂f∂x
− ∂f∂y

1

 (53)

This can be simplified by determining the gradient of f:∇g = ( ∂f∂x , ∂f∂y)
T

then, the normal is

n(x0,y0) =
1√

1+ 〈∇g,∇g〉
·

−∇gx
−∇gy
1

 . (54)

As the height field is considered on the plane, the normal of this plane
is np = (0, 0, 1)T . Therefore, the angle γ can be calculated between the
plane normal np and the normal determined by the height surface
n(x0,y0):

γ = acos(〈np, n(x0,y0)〉)

= acos
( 1√

1+ 〈∇g,∇g〉

)
. (55)

Thus, this γ depends on the length of the gradient only. Hence, the
normals of the generated carvings can be calculated with the scalar
field. After the vertex gradients were determined, the smoothed nor-
mal is used to obtain the normals at the carvings. Eq. 55 is applied,
which yields the angle. This angle is used to determine how much
the smoothed normal needs to be rotated towards the vertex gradient
in order to get the normal nC at the carving. Instead of using nC, it is
mixed with the original normals. Otherwise, unnatural looking carv-
ings my be obtained. A linear transformation of nC and n is used to
obtain the new normal n ′ = C · nC + (1− C) · n, where C denotes the
scalar field obtained by the drawing on the surface f(rn). Thus, more
natural looking carvings are obtained, see Fig. 64 (right).

7.5 evaluation with domain experts

To assess the utility of the proposed methods, an informal evaluation
with three domain experts was conducted. Two of them are monu-
ment conservators and one is an expert in the digitization of cultural
heritage sites and artifacts. The evaluation was conducted in three
steps. First, the participants answered general questions concerning
their experience in this field, and provided some personal data. In
the second step, the possibilities that the proposed framework offers
were explained to the experts. Then, they could use the software for
analyzing the data set, selecting and editing carvings, and generating
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Figure 65: A cutout of a model with different resolution, which corresponds
to the number of vertices mentioned in Table 3.

new carvings. During this process, the participants were encouraged
to think out loud and their comments were recorded. After testing
the tool, the participants filled out a questionnaire concerning their
assessment of the usefulness of the tool for their work and their im-
pression of the usability and handling of the software. In the last step,
the participants were asked to mention positive as well as negative
aspects about the tool.

general aspects The general aspects comprise questions about
age, gender, and experience. The participants (P1, P2, P3) are 65, 38,
and 41 years old, respectively. P1 and P3 are males and P2 is female.
(P1,P2) work as monument conservators and have experience for 46

and 20 years, respectively. (P3) is working for an institute that regu-
larly acquires 3D data from cultural heritage objects. He has 20 years
of experience. He is also responsible for preparing the data before
the monument conservator can use it. The users were asked about
the usefulness of having a tool that identifies the carvings. The par-
ticipants’ background in computer-assisted analysis of carvings and
about their experience in analyzing 3D digitizations of carvings was
inquired. For most of the questions, a 5-point Likert scale with an-
swers (−−, −, ◦, +, ++) was prepared. The question about the im-
portance of the analysis of the carvings using digital 3D models was
answered with ′ ++ ′ by all participants. The last question in this cat-
egory was about the importance of the analysis of the carvings with
thie tool, which was rated with ++ by P2 and P3 and with + by P1.

framework aspect After giving the participants the opportu-
nity to use the tool, they were asked several questions concerning the
usefulness and handling of this tool. In particular, they were asked
about the possibilities for highlighting carvings and about the edit-
ing of the carvings. All participants stated that enhancing the visibil-
ity of the carvings is useful. P1 and P2 rated it with ++ and P3 with
+. Next, it was inquired whether the functionality to delete parts
of the detected carvings is helpful. All participants rated this with
++. Another feature is that the illumination of the digital plaster can
be modified by the positions and directions of the light sources to
improve the perception of the carving structures. This feature was
rated as useful and all participants judged it with +. All participants
also confirmed the usefulness of the tool for creating new carvings.
P1 and P3 rated it with ++ and P2 with +. The question whether
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Table 3: Timings of the preprocessing steps.

# Vertices 85k 40k 20k 10k 5k

Time (s) 198 95 48 24 12

the participants find the framework useful for analyzing the carvings
was confirmed with ++ by P1 and P2 and with + by P3. Finally, they
were asked if the presented method can reliably detect the carvings.
P1 and P2 rated it with +, whereas P3 refrained from answering as
he does not have enough knowledge about the datasets.

comments In the last stage of the evaluation, it was asked whether
the experts would use the framework for analyzing the carvings in a
professional setting. All participants replied with ’yes’. The question
whether they could use the tool for exploration of digitized plasters
was also answered with ’yes’ by all three participants. Finally, experts
were asked for additional feedback and for ideas and suggestions
for additional features. They emphasized that some annotation tools
would be helpful for sharing results with other domain experts and
for working collectively on a dataset. Moreover, the experts would
like to have a history listing who made which changes and the pos-
sibility to restrict the user’s access, such that an inexperienced user
could only analyze but not edit the data.

7.6 results

The considerd plaster is on a wall with width of 2.22 m and height
of 0.98 m. After digitization of the plaster, the data comprises around
10 million vertices and around 21 million triangles. To handle the
data set, the digitalized plaster is split in three parts to analyze them
separately. For the sake of efficiency, the algorithm was not applied
on the fully resolved data set in most experiments. To create lower
resolutions, the mesh was simplified using Edge Contraction with
Quadric Error Metrics [GH97].

resolution experiments The experiments were performed on
a mid-class notebook with an Intel Core i5 with 2.6 GHz, 8 GB RAM,
and an nVidia GeForce 870M with 4 GB. In Table 3, the run times
for different resolutions of the dataset is shown. The preprocessing
includes the curvature estimation, the computation of the vesselness
measure and the determination of the ordered connected components
of the carvings. As expected, the run times are linear to the number of
vertices. On different datasets with approximately the same number
of vertices, similar run times were obtained. Figure 65 shows a com-
parison of results obtained using different resolutions of the mesh.
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(a) k = 1 (b) k = 2 (c) k = 3 (d) k = 4 (e) k = 5

(f) τmax = 0.623
k = 1

(g) τmax= 0.424
k = 2

(h) τmax= 0.255
k = 3

(i) τmax = 0.028
k = 4

(j) τmax = 0.028
k = 5

Figure 66: A parametric surface with different heights without noise (top
row) and with noise (bottom row). The novel algorithm can detect
the carvings well, see the small figures in the upper-left corner of
the individual examples. The detected carvings are indicated by
colors.

robustness experiments To test the robustness, the method
was applied to a parametric surface: z = 2−k cos

(
2 ·
√
x2 + y2

)
, with

x,y ∈ [−10, 10]. Depending on k, the height varies ranging from
−1/2k to 1/2k. For different k, it was tested if the algorithm can detect
the carved structures, see Fig. 66 top row. The surface is depicted as
well as the detected carvings top left. Thus, for different heights the
carvings can be detected well. Afterwards, noise was added in nor-
mal direction, i.e., the points are moved along the normals: pnew =

pnew + τn, where τ is a random value in [−τmax, τmax]. Even in the
presence of noise, the algorithm can detect the carvings, see Fig. 66

bottom row.

comparisons with paintings In the last century, artists and
photographers tried to depict the carvings in their own work. These
images mostly inherit additional knowledge about the carvings. If a
carving seems to be discontinuous, the artist can retouch the miss-
ing part. Unfortunately, this leads to interpretation and sometimes to
wrongly repainted results. In Figure 67, different cutouts are shown:
a crown, a hand, and a necklace. As the novel methods are free from
personal interpretations, it can depict the correct illustrations. Note
that additional carvings were not generated in the results. The other
paintings may lead to misinterpretations. These paintings were used
to show what the carvings on the wall looked like. Mostly, experts re-
lied on these wrongly painted illustrations. The domain experts con-
firmed that these illustrations give rise to false interpretations and
that the novel approach is quite useful to detect the carvings well.
They also stated that they want to use the presented results to pub-
lish new insights in the future.
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Figure 67: Different cutouts of the carvings. From left to right: photo, steel
engraving (1852), painting (1891), painting (1998), and the new
approach. First row: the four little circular carvings around the
rhomb in the crown can only be perceived with the new approach.
Second row: based on the domain experts, the fingers of the paint-
ing from 1891 and the presented approach are correct. Third row:
the new approach and the painting from 1998 are correct.

different datasets For further evaluation of the approach, it
was applied to different datasets. Thanks to the Laboratory of Com-
puter Graphics & Multimedia at the Technion and to the Zinman In-
stitute of Archaeology, University of Haifa for providing the datasets.
In Figure 68, the new method is applied to different datasets. Thus,
not only carvings can be detected and visualized, but also the letters
and details on the ancient stone plates can be enhanced.

7.7 comparison to alternative methods

The novel approach was compared with the exaggerated shading
technique by Rusinkiewicz et al. [RBD06] and with the D.o.R Sys-
tem [Dor], which is based on the work of Gilboa et al. [GTSK13]
and Kolomenkin et al. [KST09]. The exaggerated shading emphasizes
the features in the rendered surfaces well, and thereby highlights the
carvings. However, since the technique highlights any surface fea-
ture it also emphasizes other parts in the digital plaster like noise
or irregularities in the plaster. In contrast, the novel method sepa-
rates the noise and natural structures in the plaster from the carvings
and emphasizes only the carvings. Figure 69 shows a comparison of
the plaster visualized with both approaches. Closest to the presented
work is the method presented by Zatzarinni et al. [ZTS09]. Their tech-
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Figure 68: Various models with normal shading (left) and the new method
(right). The last two models show the identified carvings in dif-
ferent colors

.

Figure 69: Exaggerated shading [RBD06] applied to the dataset (left) and
the DoR System [Dor] (middle). Details can be depicted well, but
noise is also enhanced. With the novel method (right) the carvings
(shown in the inset on the figure) are detected and can be used to
decently enhance the features.

nique works well for coarser carvings, but in case of strong noise
and slightly bended surfaces their method cannot fully extract the
carvings. For extracting the carvings, they proposed an automatic ap-
proach to set the threshold for distinguishing between foreground
and background structures. Since this approach may be error-prone
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(a) Shading (b) Shading enhanced

(c) Zatzarinni et al. [ZTS09] (d) [ZTS09] with threshold

(e) New approach (f) New with threshold

Figure 70: In (a) a dataset with Phong shading is shown, in (b) the carv-
ings were manually enhanced. In (c) and (d) the technqiue by
Zatzarinni et al. is applied. Here, a threshold is set to detect the
carvings. In (e) and (f) the new technique with correctly detected
carvings is shown.

with noisy data, the threshold were manually determined to obtain
more reliable results. Both the novel and Zatzarinni et al.’s approach
are representing the surface containing the carvings using a height
field over a base surface. To better explain why the novel approach
gives the expected result, the height fields and the components are
visualized, see Figure 70 and 71. Whereas the new approach detects
the carvings correctly, the approach by Zatzarinni et al. results in tran-
sition of the height from left to right due to the noisy data and the
slightly bended surface. Even if different thresholds were set, not all
carvings can be detected.

In addition to the comparison to alternative exaggerated shading
techniques and the method by Zatzarinni et al., feature line tech-
niques were tried to test whether these can be used for extracting
and visualizing the carving structures. The experiments indicate that
such methods are too sensitive to noise to compete with the presented
method for the extraction of carving structures. Also, enhancing the
carvings with feature line methods did not yield results comparable
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to the proposed scheme. Examples of this kind are shown in Figure 72.
The images illustrate that some features can be depicted well, but in
all cases noise is also enhanced.

7.8 discussion & future work

A techniques was presented to support monument restorers working
with heritage-protected carving structures in plasters. The methods
enable the analysis, processing and visualization of carving structures
in digital surfaces. A method for extracting carving structures in sur-
faces based on the Frangi filter from image processing was provided.
The idea is to search in the surface for curvature configurations with
a vanishing and a positive principal curvature. This concept is imple-
mented by formulating a vesselness measure based on the principal
curvatures. Furthermore, a techniques was proposed hat supports the
user in finding appropriate parameters for the detection process. To
robustly extract carvings, a connected component analysis is used in
combination with a saliency measure for the components. The com-
ponent analysis groups regions with the desired curvature pattern in
connected carving structures. The saliency measure allows for rank-
ing the groups. Setting a threshold on the saliency allows to robustly
extract carvings. The component analysis ensures that coherent struc-
tures are obtained and noise is filtered out, since it receives a low
saliency value.

The carving structures are used as input for the visualization which
highlights the carving structure and thereby increases their visibility.
The resulting tool allows users to better perceive the carvings, in par-
ticular in cases where the structures have flattened due to aging and
weathering. Moreover, the user can interact with the carving selec-
tion process by adjusting a simple and effective set of thresholds. Fur-
thermore, users may wish to add new carvings. An example-based
approach for creating carvings in the “style” of the historic original
carvings was proposed.

The robustness of the approach was confirmed by applying the
techniques to artificially generated surfaces with different heights.
With the method it was possible to show how the carvings look like
without risking misinterpretation from artists. As future work, the ex-
perts asked for several extensions. In particular, they asked for anno-
tation tools. This would enable collaborative editing and exploration.
Moreover, the experts would like to have a log listing who made
which changes. The experts also suggested to extend the framework
such that datasets with textures are supported. Then, the analysis
could also take the texture into account, in addition to the current
geometric analysis.
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(a) Shading (b) Zatzarinni et
al. [ZTS09]

(c) Novel approach

(d) Shading artificially
enhanced

(e) Zatzarinni et
al. [ZTS09] with
threshold

(f) Novel approach with
threshold

Figure 71: In (a) a dataset with Phong shading is shown. The carvings were
manually enhanced to perceive more easily the features (b). In (b)
and (e) the technqiue by Zatzarinni et al. is applied. Setting dif-
ferent thresholds will either detect the carvings left or right. In (c)
and (f) the novel technique with a threshold is shown and it de-
tects the carvings correctly.

Figure 72: Different feature line methods are applied to the model. From left
to right: shading, ridges and valleys, suggestive contours, appar-
ent ridges, and photic extremum lines.

Altogether, based on the evaluation and the experiments, the work
is considered as a successful step in the development of visualization
techniques and tools for supporting monument restorers.
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8
I M P R O V E D D E P T H - P E R C E P T I O N W I T H
S U P P O RT I N G L I N E S

During surgery it is often important to understand the mor-
phology of vascular structures and their spatial relation to
surrounding risk structures such as tumors. Therefore, high

quality vascular 3D models, reconstructed from CT, are applied using
direct or indirect volume rendering techniques. The vascular models
often portray complex geometries and therefore demand cognitive ef-
fort and user interaction. Physicians request a visualization technique
that can encode essential information as the location, the spatialness,
and the distances to important anatomical structures. The ideal so-
lution might be to provide one or more static images that encode all
relevant information at a glance. These static images might be printed
out or displayed on a monitor in order to provide decision-support
during surgery.

The work of Ritter et al. [RHDKV+07] is closest to this work and
is guided by a similar set of requirements and application scenar-
ios. They evaluated non-photorealistic rendering techniques for vas-
cular structures and showed that these techniques facilitate shape
and depth assessment. Wang et al. [WBDF+14] presented a method
for depth perception on interventional X-ray images. They improved
the rendering scheme and used depth cues that preserve the orig-
inal X-ray intensities. Furthermore, methods for depth-based color-
coding were proposed, e.g. pseudo-chromadepth by Ropinski et al.
[RSH06]. Kersten-Oertel et al. [KOCC13] investigated the effect of dif-
ferent perceptual cues for vascular volume visualization and showed
that pseudo-chromadepth cues were stronger cues than stereopsis.
Because color-coding of depth is not always applicable (e.g. printouts
or AR projections on the organ surface) a color-sparse representation
of spatial information would be beneficial. A visualization technique
is proposed that uses as few colors as possible, see Fig. 73. To as-
sess the benefit of this visualization technique, it was compared with
Phong shading [Pho75] and pseudo-chromadepth rendering [RSH06]
as it was rated best of different depth cues in previous studies, c.f.
[RSH06; KOCC13].

8.1 related work

Incorrect spatial interpretation is the most common perceptional prob-
lem in AR applications [KSIF10]. The need to assess spatial informa-
tion of superimposed 3D models accurately during an intervention

185



186 improved depth-perception with supporting lines

(a) (b)

Figure 73: The visualization technique applied to hepatic vasculature with
a tumor obtained by using [HPSP01]. In (a), illustrative shadows,
supporting lines, and contours as depth cues were used. In (b),
different hatching styles and a decent gray tone emphasize ves-
sels at risk around the tumor.

(a) (b) (c)

Figure 74: In the first step, the curvature tensor per triangle is determined,
see (a). This is used to calculate the PCDs per vertex, see (b).
Afterwards, the streamlines are determined, see (c).

has led to the development of several techniques to improve spatial
perception in AR.

8.1.1 Improving Spatial Perception for Medical Visualization

Stereoscopic vision improves the spatial assessment of computer-ge-
nerated images [BFHW+02; WVKJ+06; CKHST+12; BHSC+14]. There-
fore, autostereoscopic monitors or head-mounted displays can be of
great value in the operating room (OR). For many surgeons, addi-
tional hardware is cumbersome or difficult to use within the con-
straints of the OR [KCC14]. In addition, the benefit of stereoscopic vi-
sion is task-dependent, and the results of Kersten-Oertel et al. [KCC14]
indicate that it does not provide effective spatial cues for the depth
judgment of vascular 3D models.

Computer-generated monoscopic depth cues have been proposed
to improve the spatial perception. Kinetic depth, especially motion
parallax, provides depth cues in many AR applications [BSHN07;
FMTP+09]. A virtual window was introduced, which simulates a
view on the patient’s innards [SBHN06]. The window plane is slightly
textured to improve the spatial perception through partial occlusion
when using a tracked head-mounted display. Projecting guidance
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graphics, such as entry points and surgical plans, onto an organ
surface while tracking the operator’s head using projector-based AR
have been proposed [GW03; WNCC13]. A disadvantage of kinetic
depth is that the head of the operators needs to be tracked, which
leads to additional hardware in the OR, and that operators are forced
to continuously move their head to improve the spatial impression.

Color-coding can also be employed to encode depth and inter-object
distance in AR. Ropinski et al. [RSH06] introduced pseudo-chroma-
depth rendering as an enhancement of the chromadepth rendering,
where the number of hues were reduced. According to the user study
of Kersten-Oertel et al. [KCC14], pseudo-chromadepth rendering al-
lows for the best relative depth assessments for vascular structures.
However, our own results indicate that illustrative rendering tech-
niques could improve depth assessment results over pseudo-chroma-
depth rendering [LLPH15]. In addition, multiple viewports are pro-
posed as a method to improve the spatial perception for AR. To vi-
sualize inter-object distances in AR environments, seamless switch-
ing between an AR view and a VR view was proposed [CCMH+15].
Bichlmeier et al. [BHFN09] presented virtual mirrors, a render-to-texture
approach, which provides additional views on the model. Particularly
the interpretation of partial self-occlusions inside complex models is
improved.

The correct display of occlusion between 3D virtual models and real
objects (patient, operator, instruments, etc.) on a 2D surface is im-
portant to convey spatial relations. An information filter based on
intra-operative distance measures was introduced to reduce occlu-
sion of anatomical structures by virtual overlays [KSBCO+15]. Fis-
cher et al. [FHS07] propose to provide a distance map of the real
scene using a TOF camera. By performing a registration between
distance map and virtual 3D models, the distance map is used to
decide which objects are rendered at the front, and to control the
rendering style. A common way is to change the rendering style for
occluded objects, e.g., using a wireframe presentation [TYKO05] or
transparency [EAT07].

focus-and-context visualization Illustrative rendering tech-
niques can also improve the spatial perception for focus-and-context
visualization. An approach that uses surface topology, viewing at-
tributes, and the location of surgical instruments was presented to
generate a transparency map to control the pixel transparency of
video images [BSHN07]. A context-preserving focus region facilitates
the spatial perception. Fischer et al. [FBS05] developed an illustra-
tive rendering technique that generates a stylized augmented video
stream. Based on an edge-detection algorithm, silhouettes are extracted
and applied to both the camera image and the virtual objects. Visual
realism of the virtual objects and the real camera image is reduced.
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Both modalities become less distinguishable from each other and thus
an improved immersion can be achieved. A similar approach is de-
scribed by Kalkofen et al. [KMS07; KMS09]. However, they apply sil-
houettes to visualize hidden objects in the area of augmentation (X-
ray visualization). Complexity of the superimposed silhouettes is con-
trolled by an importance measure and an interactive user-controlled
filter. Avery et al. [AST09] made additions to this concept for real
scenes, whereas Lerotic et al. [LCMY07] analyzed surface features
from stereo laparoscopic camera images and derive the orientation
of the organ surface. This information is used to generate a translu-
cent contour layer. Surfaces of the real scene parallel to the viewing
plane are rendered transparently, whereas sloped structures are ac-
centuated using strokes. An associated user study proved that the
proposed visualization led to an improved depth assessment.

8.2 medical background

The medical visualization techniques described in this chapter are
presented using the example of liver surgery. The liver is an essen-
tial organ with a complex vascular anatomy. Unfortunately, it is also
an organ frequently affected by tumors. If tumors in the liver are
removed by a surgeon, the vascular anatomy must be preserved as
much as possible while ensuring an adequate safety margin around
tumors. To this end, physicians employ x-ray computed tomography
(CT) or magnetic resonance (MR) imaging to gain information about
the patient’s liver anatomy and pathology. Based on these images,
surgical planning software provides 3D models of a patient. This
additional information assists radiologists and surgeons in planning
surgery and choosing a resection strategy [HZPS+14].

When a patient is diagnosed with a malignant liver tumor or a
liver metastasis, a wide range of essential decisions has to be made by
the physicians involved. One important part of the surgical decision
pipeline is the preoperative risk analysis. A risk analysis includes
the determination of proper safety margins around tumors. Based on
the widths of safety margins, affected vascular branches and vascular
territories are calculated. In tumor surgery, different safety margins
are usually explored and visualized before surgery, e.g. 2mm, 5mm
and 10mm for metastasis in liver surgery [PSSO+00].

Once the planning is performed, surgeons would like to utilize the
3D planning models during an intervention. However, the intraoper-
ative presentation of planning models has thus far been limited. One
reason is that these models were not developed to provide informa-
tion in complex workspaces like the operating room. Intraoperative
represented models often portray complex geometries and therefore
demand cognitive effort and user interaction, especially if the sur-
geon wants to use them as a navigation aid. However, during surgery
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(a) (b) (c)

Figure 75: In the first step, the distance of every vertex of the vessel to the
tumor is determined (a). If the vertex of the tumor lies inside the
prism spanned by a triangle, the distance to the plane is used
otherwise the distance to the vertex is used. The distances are
used to classify the risk zones (b). The ConFIS method is applied.
The zone determines the shape of the streamlines (c).

it is important that the surgeon focuses on the operating field instead
of operating a computer. Therefore, it is necessary that the informa-
tion required for surgery is encoded in a static image. This becomes
obvious in case 3D planning models are projected onto the liver sur-
face during open liver surgery using a light projector as described
in [KHKD+08; GPOSW11], or superimposed with the images from a
laparoscopic camera [MRAM+04; FMHN08]. In both cases, an aug-
mentation of the surgical view by planning models results in limited
depth perception, misinterpretation of spatial relations, colors, and
contrast as well as unacceptable occlusions of the operation field.

For medical documentation purposes it is often desired to store
a 3D model with a specific camera view point within a static 2D
document, e.g., in a clinical Picture Archiving and Communication
System (PACS), or for printouts in medical publications in education
and science. An interaction with the model is not possible; a color-
sparse representation that encodes spatial information and distances
without the need to rotate the model would be beneficial in this case.

8.3 method

The underlying vessel visualization technique is model-based with
circular cross sections as a major model assumption. These vascular
surface models are very smooth, not subject to noisy artifacts but ab-
stract from details of the vascular shape. For applications, such as
computer-assisted surgery planning, this is appropriate [OP05] but
for vascular surgery, a more faithful visualization would be required.
In this section, the various visualization techniques are described
that are included in the novel approach. First, our hatching method
[LMP13] is recapped. Second, the visualization of the distance of the
vascular structures to the tumor is explained. Finally, various illus-
trative visualization techniques are described to enhance the depth
perception.
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8.3.1 Hatching - ConFIS

The ConFIS method (recall [LMP13]) for hatching is employed, see
Figure 74 for an overview. The ConFIS method needs the principle
curvature directions (PCDs) which are computed with the algorithm
by Rusinkiewicz [Rus04], see Section 2.1.1.3. This yields the PCDs,
which are used to generate the streamlines on the surface. The au-
thors suggested to explicitly calculate the streamlines by linearizing
the vector field per triangle. Instead of explicit calculations, an explicit
Euler scheme is applied to calculate the streamlines. Here, the same
adaptive step size of the radius of the incircle per triangle is used as
we suggested in our previous work [LMP13]. Furthermore, the fea-
ture regions were not determined like the authors suggested, as this
is not essential to perceive the vascular structure. After calculating
the streamlines, they were stored in an extra file. This has the advan-
tage that for further examinations the calculation time is significantly
decreased.

8.3.2 Distance Illustrations

First, the distances of the vascular structures to the tumor model are
determined. Here, the tumor model is given as a triangulated surface
mesh. For the calculation of the distance, the triangles of the tumor
are used to generate a prism along the normal. Second, for every
vertex of the vascular structure, the algorithm iterates over the tri-
angles of the tumor and tests if the vertex lies inside the associated
prism. If this is the case, the distance of the triangle with the vertex
is determined. Here, the triangle is used to determine a plane and to
calculate the distance to the vertex. Third, the distance of the vessel
vertices with the tumor vertices is calculated. Finally, all distances are
compared and the shortest distance is associated to the vertex of the
vessel, see Figure 75a. This yields the distances of the vascular struc-
ture with the tumor, which is independent of the tumors’ tessellation.

As described in Section 8.2, it is important to illustrate different
safety margins around the tumor. To provide a color sparse repre-
sentation, a dark grey, a bright grey, and white is used. To enhance
vessel parts at risk zones, the ConFIS visualization was additionally
altered at potentially affected vessels. Instead of generating stream-
lines, quads were generated in the Geometry Shader: The surface nor-
mal and the tangent vector of the streamline was exploited to gen-
erate a quad on the surface represented as triangle strips. For these
strips a width is needed. Then, the tangent vector t is determined by
subtracting the adjacent point pi, pi+1 and normalizing the resulting
vector: t = pi+1−pi

‖pi+1−pi‖ . The quad’s extent is determined by computing
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the cross-product of the normal vector n with t. For each adjacent
point pair pi, pi+1, the following points are generated:

pout1 = pi +width · t× n,

pout2 = pi −width · t× n,

pout3 = pi+1 +width · t× n,

pout4 = pi+1 −width · t× n.

(56)

Then, a coordinate system (x,y) is generated for every streamline
in the range of y ∈ [−width,width], where width is length of the
quad’s extent and x ∈ [0,L], where L is the length of the current
streamline. Afterwards, the coordinates are used to draw glyphs on
the quads. Therefore, the coordinates are altered in:

x ′ = fract(d · x) − 0.5
y ′ = d · y,

(57)

where fract computes the fractional part of the argument and d is a
value that specifies how many glyphs are drawn in the interval [0, 1].
Then, implicit ellipses are used which are drawn on the quad:

α · x ′2 + y ′2 6 r2.

Whenever this inequality is fulfilled the fragments are drawn, where
r specifies the radius and α is a distance-dependent value that de-
scribes the width of the ellipse. The values of α are set as:

α(dist) =

0 if z 6 2
z

distmax
otherwise,

where dist describes the distance from the tumor and distmax is
the maximum distance. A threshold of 2mm is used as this describes
the risk zone. α is set such that the streamlines are fully drawn at
the risk zone. In addition, the glyphs continuously change from el-
lipses to circles depending on the distance to the tumor. Therefore,
at the safe regions circles are used and with increasing distance to
the tumor, the circles become more elliptical in shape, see Figure 76.
Furthermore, the streamlines were drawn at the contour margin and
opacity decreases depending on the length to ensure a consistent fade
off during the interaction. This idea is altered at the most dangerous
zone. Here, all streamlines are drawn on the surface to emphasize this
important region. Figure 75 represents an overview of the method.

8.3.3 Depth Cues

Different illustrative visualization methods were used to provide depth
cues, see Figure 77. Inspired by Ritter et al. [RSHS03], illustrative
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0 2mm

Figure 76: For the risk zones, streamlines are used for illustration. The more
distant from the tumor the more the α increases. Therefore, at
safe regions only circles are drawn.

(a) (b) (c)

Figure 77: Different depth cues for vascular structures. In (a), view-aligned
quads are used as a contour illustration. Furthermore, illustrative
shadows are used to enhance the depth perception, see (b). The
user can add supporting lines to improve the correspondence be-
tween a branch and the shadow.

shadows were employed. For this, a plane is placed under the plan-
ning model. The position of the plane is determined by the center
point of the planning model and it is shifted along the up-vector of
the camera. The up-vector of the camera serves also as the normal of
the plane. Therefore, the plane stays at its position during the interac-
tion with the model. Afterwards, a camera is placed on the opposite
direction of the plane to create shadows by an orthographic projection
of the vascular structure as well as the tumor. Frame buffer objects
were used to save the scene of the camera and to texture the under-
lying plane. For the vessel shadows, the same grey values are used
as for distance encoding between vessel and tumor in the 3D model
in order to illustrate the plane. For the tumor, hatched strokes are ap-
plied to emphasize the projected tumor. For this, the coordinates of
the plane and Equation 57 for the x-component are used. Whenever
the x-component is around zero and the shadow corresponds to the
tumor, the lines are drawn.

supporting lines As an additional depth cue and reference for
the shadow visualization, supporting lines are introduced. Here, the
idea by Glueck et al. [GCAR+09] is used to create lines from the ob-
jects of interest to the plane. First, the medical expert can select a
point on the surface by picking and a supporting line is generated.
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Second, a view-aligned quad is provided. Third, the first point of
the surface along the viewing ray and the up-vector of the camera
is used to determine the intersection point with the plane. On this
quad, texture coordinates are generated to draw a ruler-like illustra-
tion. Finally, (x,y) coordinates are generated, where x represents the
width of the quad and y lies in the range [0,Lline] with Lline repre-
sents the length of the quad and it starts from the plane with y = 0.
The ruler-like illustration can also be used as an indicator for the dis-
tance to the plane. Here, a white line is drawn with a black contour
such that it can be perceived independent of the background color.
Therefore, if x lies in a margin around zero, the fragments are drawn
white and for a larger margin, the black color is used. In addition, for
a fixed distance, small white squares are illustrated which are also
surrounded by a black contour. Conceptionally, the same coordinate
system is utilized on the quad described in Equation 57, but instead
of drawing circles, squares are drawn. The ruler-like supporting lines
can also be used for precise depth comparisons. In case two support-
ing lines are nearly on the same horizontal line of the plane, it is hard
to perform a depth comparison. However, ruler can be utilized to see
at which point the supporting line intersects with the back line of
the plane. The perceived height can serve as an indicator for depth.
The more squares are under the back line of the plane the closer the
corresponding point.

depth-dependent halo contour To further support depth
perception, a depth-dependent halo contour is utilized. This idea was
inspired by Bruckner and Gröller [BG07] who apply halos to increase
the depth perception for volume data sets. In the first step, the shad-
ing is determined by multiplying the normals of the vascular struc-
ture with the view-vector. These values are used as a scalar field:
ϕ = 〈n, v〉, where n is the normal and v is the normalized view-
vector. Afterwards, the zero-crossings are determined on the surface.
Here, the algorithm tests for every triangle if the sign of ϕ is dif-
ferent for the three vertices. In case the sign changes, e.g., ϕi > 0,
ϕj > 0 and ϕk < 0, a zero-crossing inside the triangle occurs. The
zero-crossing is on edge e1, which connects vertex i and k and e2,
which connects vertex j and k. t = ϕk

ϕk−ϕj
is determined and multi-

plied with the edge e2. This yields the position of the zero crossing on
the edge and the position on the other edge is determined similarly.
Finally, these positions are used to generate a view-aligned quad as
described in Equation 56, but the normal vector is used to extend the
quad. Because surgical planning models are usually based on world
space coordinates, the perceived thickness of the contour is a measure
for the distance between vessel position and viewport position.
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8.4 evaluation

To assess the advantages of the new visualization concept, a qualita-
tive evaluation was conducted. The evaluation was performed with
10 researchers (8 men, 2 women, age of 24 - 37 with an average of
27.6) who are familiar with medical visualization and 5 physicians
with a medical focus on surgery (1 men, 4 women, age of 27-38 with
an average of 30.8). The evaluation consists of three steps:

1. The participants were shown the new visualization technique
with different 3D planning models. They could interact and ex-
plore the model until they were ready for the next task.

2. The participants were explained the new visualization techniques
and they were shown how to place the supporting lines. In ad-
dition, the shadow and the contour representation were men-
tioned as depth cues.

3. The participants were shown 12 different printed scenes with
3D planning models rendered using the novel approach. The
visualized models were generated out of 6 clinical CT datasets
including 12 vascular trees – portal vein and hepatic vein for
each dataset. The datasets contained between 1 to 10 tumors or
metastasis. In addition, four red points were placed on different
branches of each tree and labeled with A, B, C, and D. The
scenes were presented to the participants and they were asked
to order the labeled branches according to the distance from the
viewing plane.

The experiments were recorded using a video camera. Afterwards,
the participants were asked how they assessed the distances. Further-
more, they were asked which technique was the most useful. At the
end, the participants could also state additional remarks.

The first task was about to convey a feeling for the new visualiza-
tion technique. The participants should become familiar with the vi-
sualization. Then they were asked about the illustration techniques.
Here, the goal was to figure out which of the techniques is self-
explaining and where the participants needed an extra explanation.
For this, the second task was about an explanation of the presented
methods, in case the participants did not figure it out. Finally, for the
last task, the participants were shown non-colored different scenes
with different models. Here, the goal was to assess the quality of the
new visualization concept if the participants can use this method for
depth perception.
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(a) (b)

(c)

Figure 78: Only three participants ordered the points wrongly on the dataset
2 without supporting lines, (a). The most participants could not
identify the depth of point D on dataset 4, see (b). Only three
participants mixed the ordering of two points on dataset 8, see
(c).

8.5 discussion and results

Regarding the informal feedback, the right choices of points were de-
termined concerning the distances to the view plane. To assess the
given answers and to measure its quality, they were scored as fol-
lows: One point was given if the depth sorting was correct. In case
the participants made one mistake, i.e., the ordering of two points
was wrong, the users received only half a point. In case two or more
orderings were wrong, they received zero points. The results of the
evaluation were split in researchers with background in medical visu-
alization and physicians.

The participant could receive a maximum of 12 points for the whole
evaluation. The researchers received a minimum of 9 points and a
maximum of 12 points. On average they had 10.4 points. The physi-
cians had a minimum of 10 points and a maximum of 11 points as
well. Their average was 10.7 points. Overall the participants had an
average point of 10.5.

After the evaluation, the participants were asked which of the pre-
sented depth cues was the most supportive one. In general, the par-
ticipants stated that a mix of shadows and supporting lines was the
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Figure 79: The result of the evaluation. The columns correspond to the dif-
ferent datasets. The light color represents one mistake and the
dark grey represents more than one mistake. On the average col-
umn a value less than 75% of 12 is colored in dark grey, points
between 75% and 85% are colored in light grey and better than
85% is represented as the rest.

most useful combination. The contours were rarely used as the differ-
ences in width were hard to perceive. Two participants remarked that
a non-linear function depending on the distances may be useful for
the width of the contour. Three participants stated that the contour
supports a spatial impression and supports the depth perception, but
it depends on the distance. For vessel branches far away, the contour
is very useful even the spatial impression, but for vessels very close
to each other it is hard to perceive a difference.

For the evaluation with the datasets, different images with and
without supporting lines were shown. The question if the participant
could assess the depth with shadows only, depends on the complex-
ity of the vessel. For one vascular tree with only a few branches, the
participants were able to find the vessel corresponding to the shadow
vessel and, therefore, could assess the correct depth, see Figure 93a.
On another dataset, the points were not correctly sorted by four par-
ticipants. Three of them mixed two points and one had two mistakes.
If the points were placed on the regions with supporting lines, all par-
ticipants were able to correctly sort the points. In cases where points
were placed on regions with supporting lines and on regions without
supporting lines, it strongly depends on the region and on the com-
plexity of the vessel. In one case three participants correctly sorted the
points, whereas eight had one mistake and four participants did two
or more mistakes, see Figure 93b. On another dataset with points on
supporting lines and without, three participants mixed one point and
the other participants correctly ordered the points, see Figure 93c.

Summary: In general, if the points were placed on supporting lines
the participants could order the depth correctly. In cases where the
supporting lines were nearly on the same horizontal line, some par-
ticipants focused on the squares on the ruler and counted how many
squares on the line are under the back line of the plane to give the
right ordering. Four participants asked for a grid on the floor to easily
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see the intersection point of the supporting line with the plane. They
stated that this would enhance and fasten the sorting process of the
supporting lines. For lines nearly on the same depth, a grid may be
an indicator for the correct depth.

If no supporting lines were placed, the result strongly depends on
the complexity of the vascular tree. Therefore, the more complex the
vascular structure the more supporting lines are needed to assess the
correct depth. A reason for that might be that for more complex struc-
tures it is hard to associate the vessel branch with the corresponding
shadow part. Thus, for the framework the medical expert can place
the supporting lines manually. All participants stated that the contour
is a visually pleasing element and that it supports the perception of
the shape. Unfortunately, for depth cues it is not very useful as the
width difference is not significant for close vessels.

After the evaluation, the participants were asked about the quality
of the visualization. The researchers were satisfied with the visualiza-
tion techniques. They found the result visually pleasing and stated
that it is easy to identify areas of risk. Furthermore, they stated that
the correspondence of the grey tones on the vessel with the shadows
were helpful to assess the depth. They could use this as a hint to find
the corresponding vessel in the shadow image. The transition from
points to lines was also helpful to enhance dangerous regions.

The physicians with emphasis on operations were also satisfied
with the visualization technique. One surgeon also stated that this can
be used for intervention planning and that it is helpful to illustrate the
scene without colors. Furthermore, they liked the idea of placing the
supporting lines. They also liked the interaction and the illustration
during the exploration, they could easily perceive the areas of risk. All
physicians would use the visualization technique to discuss different
cases.

evaluation : To assess the novel visualization concept, a quali-
tative evaluation was started. The evaluation was performed with
ten researchers who are familiar with medical visualization and five
physicians with a focus on surgery. First, the subjects were shown the
novel visualization technique with different vascular models. Then,
they could explore the model, until they were ready for the next task.
Second, the participants were explained the new visualization tech-
nique and showed them how to place the supporting lines. Finally,
twelve printed scenes were presented with 3D vascular models ren-
dered using the novel approach. The models were generated out of
six liver CT datasets including twelve vascular trees – portal vein and
hepatic vein for each dataset. In addition, red points were placed on
different branches of each tree. The scenes were presented to the sub-
jects and asked them to order the labeled branches according to the
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(a) (b)

(c)

Figure 80: Different results of the visualization of vascular structures with
tumors.

distance from the viewing plane, and asked them how they assessed
the distances. The experiments were video-recorded.

Based on the results of the qualitative evaluation, a quantitative
study was conducted using a web-based framework with 50 sub-
jects (19 female, 31 male, age M=30.9y, range 17-48y). 24 subjects are
computer scientists, others are physicians (8), engineers (6), natural
scientists (5), and others (7). Most of them (31) have no experience
with vascular visualizations. Because in the work by Kersten-Oertel
et al. [KOCC13], pseudo-chromadepth rendering was rated as the
best depth cue for vascular visualization, the novel illustrative visu-
alization technique was compared with pseudo-chromadepth render-
ing [RSH06], and Phong shading [Pho75] (no explicit depth cue). To
probe the subjects’ assessment of relative depth distances, 24 tasks
were designed that require a precise judgement of depth. To assess
the effect of the new illustration technique, eight visualizations of
vascular models using the new techniques had to be compared with
eight pseudo-chromadepth renderings and eight Phong renderings
of the same model identical in every major aspect, except for the dis-
play algorithm. The models were presented to the subjects in pseudo-
randomized order to minimize learning effects. For each task, subjects
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Figure 81: A scene with a tumor and liver vessel is illustrated using differ-
ent renderings styles. From left to right: Phong shading, pseudo-
chromadepth, and the novel technique.

had to sort the correct depth order of two labeled branches, see Fig.
93. Four conditions were defined: FF, FN, NF, and NN to specify the
positions of the labels, where F means far and N means near. The
first capital describes the pixels’ distance of the labeled branches in
the image space. The maximum distance D is considered connecting
branches that are furthest away from each other. If the distance d of
the labeled branches fulfills d < D

2 then it is defined as N, otherwise
as F. For the second capital the z distance of the near and far plane is
used. If the z distance of the labeled branches is greater than half of
the distance of the far and near plane it is denoted as F otherwise as
N.

The quantitative investigation included a training phase, in which
all three visualization techniques were explained and subjects were
asked to perform two test tasks (not included in the evaluation) for
each modality. They were also informed that time is measured after
the training phase for each task. After completing a task, subjects
were asked to rate their confidence on a 5-point Likert confidence
scale where 5 means very confident and 1 very unconfident, and to
press a button to start the next task.

8.6 results

In the qualitative study, subjects stated that a mix of illustrative shad-
ows and supporting lines was the most useful combination. Contours
were rarely used as the differences in width were hard to perceive.
Three subjects stated that the contour supports a spatial impression
and supports the depth assessment, but it depends on the distance
of labeled branches. If the points were placed on supporting lines the
subjects could order the depth correctly. Four subjects asked for a grid
on the floor to easily see the intersection point of the supporting line
with the plane. They stated that this would enhance and fasten the
sorting process of the supporting lines. This feature was added for
the quantitative study. If no supporting lines were placed, the result
strongly depends on the complexity of the vascular tree. Therefore,
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the more complex the vascular structure the more supporting lines
are needed to assess the correct depth.

For the quantitative study, the data was analyzed by a combination
of the three visualization techniques (illustrative, pseudo-chromadepth,
and Phong) each with 2 distances each for xy and z distance (F far, N
near) using ANOVA for repeated measurements (see Table 5 for the
statistical results).

—

assessment : Subjects were able to assess the relative distances
more precisely with the illustrative visualization, followed by pseudo-
chromadepth (Fig. 94). The given answers for Phong seem to be ran-
domly; only ≈48% of the distance estimation tasks were performed
correctly. With Phong, subjects achieved better results when the dis-
tance in the xy plane was small. For the illustrative visualization, the
same but weaker effect was assumed, while for pseudo-chromadepth
rendering the xy distance seems to have no effect. The opposite ef-
fect was observed for z distance: while subjects could perform the
pseudo-chromadepth tasks significantly better in case the z distance
was large, this effect was not observed for Phong and the illustrative
visualization.

confidence : Subjects were most confident with the illustrative
visualization, followed by pseudo-chromadepth, and most unconfi-
dent with Phong (Fig. 83). They felt more confident with conditions
FF and NF. The significant triple interaction shows, that subjects are
most confident with condition FF using illustrative visualization or
pseudo-chromadepth, and condition NN using illustrative visualiza-
tion. Subjects felt most unconfident with condition NN using pseudo-
chromadepth, and with Phong in general.

time : As shown in Fig. 84, subjects decided significantly faster us-
ing pseudo-chromadepth (M = 10.95 s), followed by Phong (M = 13.21

s) and illustrative (M = 14.04 s). Particularly, the FN condition seems
to be difficult and delays decisions (M = 13.95 s), while for all other
conditions subjects needed approximately the same amount of time.
The significant triple interaction seems to be caused by conditions
FN and NF which are the best for pseudo-chromadepth and worst
for illustrative, while NN and FF are approximately equal for all vi-
sualization techniques.

8.7 discussion

Illustrative visualization has a high potential to improve the spatial
perception of complex vascular models. The proposed visualization
method provides strong monocular depth cues without the require-
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Figure 82: Results for the distance estimation on a scale from 0 (false) to 1

(right). The errors bars represent the standard error.
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Figure 84: Time for task completion. The errors bars represent the standard
error

ment of a medium able to display color and intensity gradients, how-
ever, color coding can be used to encode additional information. Es-
pecially if relative distances between vascular structures are small,
supporting lines and illustrative shadows are a great help to perceive
the depth.

Regarding the qualitative study, minor alterations were made and
a web-based quantitative evaluation with 50 subjects was conducted.
The results indicate that the new techniques enhances depth assess-
ment of vascular models for static 2D representations. The new ap-
proach leads to more correct depth assessments compared to pseudo-
chromadepth rendering which was rated best in previous studies
[RSH06; KOCC13]. Moreover, the subjects were even more confident
in their decision. As a drawback, the subjects needed more time to
assess the depth of the illustrative technique. This is because the sup-
porting lines and the shadows need more cognitive effort to map from
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the 3D scene to the plane. Therefore, it is a tradeoff between a fast
depth assessment and a correct estimation.

According to the results of the qualitative study, the depth-dependent
contour was rarely used as differences in contour width were hard to
perceive. The contour might not be the main depth cue when illustra-
tive shadows and supporting lines are available. One idea was to use
the contour to encode additional information, e.g. instead of using a
white contour, color-coding can be applied to encode distances. How-
ever, contours can yield a false assessment of vessel diameters which
might be critical in some cases.
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Table 4: ANOVA results of different effects.
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9
I M P R O V E D D E P T H - P E R C E P T I O N W I T H
S U P P O RT I N G A N C H O R S

This chapter introduces novel ideas to tackle the problem pre-
sented in Chapter 8. In contrast to the previous approach, the
new method can be applied for possible augmented reality ap-

plications as no orientation is assumed. The orientation was implicitly
given by the underlying plane. Furthermore, supporting anchors help
to assess the depth, contrarily to the previous approach, the anchors
are optimally placed such that no user input is necessary.

9.1 method

In this section, the various visualization techniques are described that
are included in this approach. The visualization techniques are illus-
trated in a sketched overview, see Fig. 85. First, the determination
of potential candidates for anchor placement is described. Second, it
is explained how the optimal positions for the supporting anchors
are obtained. Finally, a novel hatching technique is introduced that is
used for the visualization of vascular structures.

(a) (b) (c) (d)

Figure 85: Sketched overview of the visualization approach. In the liver
model, (a) a cylinder is generated (b). Inside the cylinder, the
vessels are drawn with hatching strokes (c). Finally, supporting
anchors are automatically placed for improved depth assessment
(d). The supporting anchors are connected to the cylinder and
rings on the cylinder indicate the depth of these anchors.

9.1.1 From Voxels to 3D Anatomical Models

The segmentation of vascular structures from voxel data (CT or MRI)
is an essential step for the proposed visualization technique. To this
end, a semi-automatic region-growing algorithm is used. Subsequently,
a 3D representation based on convolution surfaces [OP05] is gener-
ated. This approach is model-based and features circular cross sec-
tions as a major model assumption. Due to the properties of this im-

207
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plicit surface reconstruction technique, the resulting vascular surface
models are very smooth and not subject to noise artifacts. Tumors
are segmented using a threshold-based segmentation approach, com-
bined with model-based morphological processing [MBKD+09].

9.1.2 Visualization Approach

To improve the understanding of spatial relations, illustrative visu-
alization methods are employed that are tailored for complex 3D
vascular models. For this, the vascular 3D model is indicated using
contours, and tumors are shown using toon shading. To illustrate
a resection volume, a cylinder is used that is placed inside the vas-
cular model and serves as a cutaway surface. This cylinder is used
to define the borders of a wedge resection, a type of resection of-
ten performed in laparoscopic liver surgery to resect a single tumor
or metastasis. Additionally, equidistant rings are generated on the
cylinder that encode the depth. The larger the ring, the closer it is to
the viewer. Inspired by the visualization concept of interactive lenses
[BSPB+93], vessels inside the cylinder are highlighted with a novel
and fast hatching scheme, which is referred as the focus region. The
hatching strokes encode both, the distance to the tumor, as well as
the shape of vessels, cf. Fig. 91. In addition, supporting anchors are
displayed. They connect important vessel endpoints and the closest
point on the cylinder surface. These supporting anchors provide an
intuitive depth cue, such that projected lines on the cylinder indicate
which vessel is closer to the viewer. For this, the rings on the cylinder
support the depth assessment. In case of two supporting anchors, e.g.,
Fig. 85d, the anchors and the proximity to the rings give the crucial
hint. In Fig. 85d, the bottom anchor is closer to the first ring than the
upper anchor. Therefore, the bottom anchor is closer to the viewer.
The size of the cylinder, and thus the wedge resection, depends on
the size of the lesion and the safety margin, which is usually between
4-8 cm. This radius is used as a preset, but the user can interactively
change the radius.

9.1.3 Candidate Selection

Before the optimal supporting anchor placement is explained, a set of
reasonable candidates, i.e., positions on the anatomical 3D model is
needed. Vessel endpoints are assumed as suitable points to place an
anchor. The reconstruction of the vessels, see Sec. 9.1.1, yields smooth
cap-shaped ends in the vessel geometry. Because a cylinder is used
to cut into the liver, the observer either sees the vessel ends or a part
of a vessel segment that enters the cylinder and leaves again, see
Fig. 85d. Mostly, vessels do not bend strongly such that the course
of the vessel can be approximately assessed and, therefore, the vessel
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ends serve as ideal candidates. Because the surface meshes are used,
the ends need to be extracted. For this, the algorithm is based on
the curvature measures. See Sec. 2.1.1.3, for an explanation how the
curvature values κ1, κ2 are determined. Afterwards, the shape index
is calculated

s =
1

2
−
1

π
tan−1

(
κ1 + κ2
κ1 − κ2

)
, (58)

with κ1 > κ2. This representation of the shape index is chosen such
that it ranges from 0 to 1, where 0 stands for a cup-shaped and 1 for
a cap-shaped form. The ends of the vessel are cap-shaped, and thus
correspond to a shape index of 1. A suitable threshold t is needed
such that the points pi can be taken into account for which s(pi) > t
holds. Therefore, the shape index for every point is calculated, and
afterwards the threshold is determined by Otsu’s method [Ots79].
For this, the algorithm tries various thresholds such that two classes
are formed. Then, the algorithm searches for the threshold that min-
imizes the intra-class variance or, equivalently, tries to maximize the
inter-class variance. The threshold with highest inter-class variance is
used to define the regions of interest. This results in various regions
with connected points, fulfilling s(pi) > t. The next step is to iden-
tify one candidate for each region. For this, the clustered regions are
identified via a connected component analysis and look for the point
with the highest shape index. This point is then used as a potential
candidate for the supporting anchor.

9.1.4 Optimal view-dependent Candidate Picking

In this section, the choice of the optimal points from the previously
determined set of candidates is explained. In contrast to the previous
method 8, where the anchor selection was done manually by a user,
a way to select the optimal candidates in a view-dependent manner
is proposed. For this, all candidates are identified that are within
the range of the cylinder, which is used as the cutaway surface (see
Sec. 9.1.2). As selecting all the candidates would lead to visual clutter,
a reduced set of optimal candidates needs to be picked. To this end,
optimal candidates fulfill the following requirements:

Req. 1 depth distribution : Candidates are equally distributed
in depth.

Req. 2 ring distribution : The projection of the candidates to
the cylinder is equally distributed on the ring.

The number of optimal points can be set by the user. 15 points turned
out to be an optimal number for the data, which were encountered.
More points would increase the visual clutter and less would miss
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Figure 86: A weighted bipartite graph (left) and the optimal matching
(right). For this problem, the left set of points describes the depth
distribution, and the right set of points the ring distribution, re-
spectively.

important parts. The number may vary depending on the complexity
of the vascular structures, the underlying image quality, the quality
of the segmentation, and the kind of organ that is visualized.

The challenge is to select candidates that fulfill both Req. 1 and
Req. 2. In case only requirement Req. 1 is fulfilled, it may happen
that the lines are projected to a narrow region on the cylinder or that
lines overlap each other. In case only Req. 2 is fulfilled, candidates
may only be placed at a specific depth, hindering perception of the
full depth extent of the vessel tree. When both requirements are ful-
filled, an optimal anchor candidate set are obtained that is evenly
distributed, both in terms of depths and angles. The problem of satis-
fying both requirements is solved with algorithms that can be found
in the mathematical field of graph theory.

graph theory and bipartite graphs In graph theory, a bi-
partite graph is written as G = (U,V ,E) and it is a graph consisting
of nodes and edges whose nodes can be divided into disjoint setsU,V
such that there exist no edge connecting two points in U or V . Thus,
every edge connects a node from U and V . One well-known problem
in the context of bipartite graphs is Hall’s marriage theorem. Assume
given are two groups of men and women. Every woman states with
whom she may be happily married. The problem is now to wed the
women such that every woman is married to a man she agrees to,
and that only one woman is married to only one man. Hall’s theorem
states that in case certain properties are fulfilled, a perfect matching
exists, such that every woman is married at the end with a man she
agrees to. The complexity of the problem can be raised by assigning a
percentage to every potential marriage, which indicates the chance of
not getting a divorce. Assume that a woman W1 likes man M1 (and
vice versa), and the edge is weighted with 100%, then they will live
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happily ever after. In case the assigned percentage is 10%, both par-
ties should set up a prenup before marriage. This problem, also called
the assignment problem, is to find a maximal weighted matching, i.e.,
a set of marriages such that the probability of a lasting marriage is
high (see Fig. 86). For a given bipartite graph with weighted edges,
the maximum matching can be found by applying the algorithm of
Galil [Gal86].

depth-based selection In the following, a weighted bipartite
graph with the requirements Req. 1 and Req. 2 is created. Afterwards,
the algorithm yields the optimal candidates such that both Req. 1

and Req. 2 are fulfilled in an optimal way. Given the view direction
and the position of the camera, first the minimal dmin and maximal
dmax distance of the candidates to the camera’s view plane are deter-
mine d. With the given candidates c1, . . . , cn a function d is obtained
assigning every candidate ci its depth ranging in [dmin,dmax]. The
depth-wise optimal position of the nc = 15 optimal candidates would
be

pd(j) = dmin +
j

nc − 1
(dmax − dmin) (59)

with j ∈ {0, 1, . . . ,nc − 1}. The distance of two perfect consecutive
points in depth would be 1/(nc − 1)(dmax − dmin). For every candi-
date ci the closest depth index indd(i) is determined with

indd(i) = argmink|di − pd(k)|. (60)

Then, ci is assigned a depth score value

sd(i) =
1

2 · (nc − 1)
(dmax − dmin) − |di − pd(indd(i))|. (61)

Thus, if ci lies on a perfect depth value it is assigned
1/(2 · (nc − 1))(dmax − dmin) (half of the distance of two consecutive
perfect depth values) and if the candidate lies exactly in between, then
the score 0 is assigned. This value s(i) is then normalized between 0

and 1.

angle-based selection Afterwards, a similar value is computed
based on the angle when the candidates are projected on the cylinder.
For this, the view plane of the camera is used and the candidates
are projected onto the plane. Next, a coordinate system is created on
the view plane. The center point of the cylinder is also projected on
the plane and yields the origin of the coordinate system. The (nor-
malized) up vector of the camera yields the y-axis and the (normal-
ized) cross-product of the up-vector and the view direction yield the
x-axis. With this coordinate system, the projected candidates are nor-
malized. Then, for every candidate the clockwise angle starting from
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(a) (b)

Figure 87: In this example, random points are generated to demonstrate the
influence of ϕ. The ring shows the angle distribution, whereas
the bar shows the depth distribution. The green points show the
optimal positions. If ϕ = 0 is set, (a) is obtained. Here, the points
are selected such that they are distributed equally around the ring
((a) left), fulfilling Req. 2. If ϕ = 1 is set, then points are selected
such that they are evenly distributed in depth ((b) right) and Req.
1 is fulfilled.

the y-axis is determined. Here again, a perfect distribution regarding
requirement Req. 2 of the angles would be

pα(j) = 2π ·
j

nc − 1
(62)

with j ∈ {0, 1, . . . ,nc − 1}. Then, for every candidate ci its angle αi is
assigned and the closest angle index indα(i) is determined with

indα(i) = argmink|αi − pα(k)|. (63)

Afterwards, every candidate ci has an angle score value

sα(i) =
2π

2 · (nc − 1)
− |αi − pα(indα(i))|, (64)

which is normalized to [0, 1].

bipartite weighted graph Now, a bipartite weighted graph
can be constructed. For this, two disjoint vertex sets of nc points are
generated. Then, for every candidate ci, an edge connecting the point
indd(i) in the first set with the point indα(i) in the second set is
constructed. The corresponding edge connecting these two points is
then assigned the weight

ϕ · sd(i) + (1−ϕ) · sα(i). (65)

Here, ϕ allows to choose points that are more distributed in depth,
or more in the angle, see Fig. 87. For equal consideration ϕ = 0.5 is
set. In case an edge is constructed that already exists, it is replaced if
it has a higher score than the existing edge. This assignment yields
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(a) (b) (c)

Figure 88: The vessel surface (a) is used to determine the optimal candi-
dates. First, the vessel endpoints are detected (b) and based on
the camera properties (camera position and view vector) the op-
timal candidates are calculated (c).

a weighted bipartite graph. Applying the algorithm of Galil [Gal86]
yields a maximum weighted matching. As the optimal set of edges
are determined, the corresponding point candidates can be identified,
and this gives the optimal selection of candidates that fulfill require-
ment Req. 1 and Req. 2. In the case that no candidates lie inside
the cylinder, no optimal candidates can be determined and thus no
anchor is generated. This also means that no vessel endpoint lies in-
side the cylinder, which in the cases never occurred. This approach is
view-dependent and, thus, whenever camera interaction stops, new
optimal candidates are determined and the supporting anchors are
updated. In Fig. 88, the results of the different steps are described.
Furthermore, the liver surface is added to depict the visualization
technique in context, see Fig. 89.

9.1.5 Hatching

To apply hatching methods, the PCDs v1, v2 are required, see Sec-
tion 2.1.1.3. For the results, the PCDs were not smoothed.

Instead of generating streamlines c by propagating them along the
PCD v1, such that c ′ = v1 holds, a scalar field is determined. The
scalar field f should fulfill the property ∇cf = 0, meaning that c is an
isoline of f. In order to obtain f, the integrated divergence is needed
associated with the vertex i, which can be determined by:

∇ ·W =
1

2

∑
j

cotα1(e1 ·wj) + cotα2(e2 ·wj), (66)

where the sum is taken over incident triangles j with e1 and e2 are
the two edge vectors starting from vertex i, α1 and α2 are the op-
posing angles of vertex i, and wj as the vector in the tangent space
associated to the triangle j, see Fig. 90 left. Therefore, the divergence
of the PCD v2 is determined. Note that the PCD associated with the
smaller curvature is used. Especially if tubular surfaces, e.g., vessels,
are given, the streamlines need to be placed along the curvature di-
rection v1 associated with the largest curvature. Thus, streamlines are
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Figure 89: The result of the novel illustrative visualization approach. First,
the vessel with the tumor and anchors is shown. The close-up
shows that the hatching is consistent and the anchor points are
set at reasonable positions, in terms of depth and circular distri-
bution.

e1

e2

Xj

α1

α2

i

αij βij

i

j

Figure 90: Triangles of the mesh with the notation for determining the di-
vergence (left) and the Laplacian (right).

obtained that wrap around the vessel. Since the gradient of a scalar
field is perpendicular to the isolines, it should be parallel to v2. Let
b ∈ R|V | be the vector of divergences of the PCD v2. The scalar field
f is computed by solving the Poisson problem

Lf = b. (67)

Here L is the discretized Laplacian [Mac49]

(Lf)i =
∑
j

(cotαij + cotβij)(fj − fi), (68)

where the sum is taken of all neighboring vertices j, and αij, βij are
the opposing angles of the corresponding edge, see Fig. 90 right. A
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least squares method is applied to solve the Poisson problem. The re-
sulting scalar field has isolines along the PCD v1. The problem is
that the difference of the scalar field at two different positions does
not correspond to the geodesic distance between both positions. This
means, if two isolines of certain values are drawn, e.g., u1,u2, the dis-
tance between them may strongly vary. It would be desired that the
distance should be proportional to |u1 − u2|. Thus, it should be en-
sured that neighbored isolines have approximately the same distance
as neighboring isolines, at a different region on the vessel.

9.1.6 Real-time Hatching with Isolines

To generate the hatching lines, the approach by Hummel et al. is ap-
plied [HGHH+10]. The scalar field is analyzed in the fragment shader
on the GPU to determine if the derivative of the scalar field varies
strongly. Therefore, the isolines can be adapted depending on the
change. This yields regular isolines on the surface. Similar to our pre-
vious work [LMP13], the isolines should illustrate the vessel only at
the contour margin. Here, the method by Kindlmann et al. [KWTM03]
is used to ensure a margin at the contour that has nearly the same
thickness everywhere. For this, the previously computed PCDs and
the curvatures are needed. First, the view direction is projected onto
the tangent plane given by the normal for every vertex. This direction
can be used to determine the curvature value along this direction. For
this, the distribution of the projected vector with the PCDs is deter-
mined and thus the (view) curvature term κd is obtained. Then the
isolines are drawn whenever

|〈d, n〉| 6
√
T · κd(2− T · κd) (69)

is fulfilled. T is the thickness, which is set to 2 in the results and d
is the view direction. Additionally, the isolines are faded out if they
get close to the contour margin. In case the vessel parts are within a
region of 5mm around the tumor (tumor safety margin), the isolines
are darken completely, see Fig. 91. This yields a spatial understanding
that provides insights on where critical vessel parts are located.

9.2 implementation

In this section, selected details from the implementation of the visu-
alization approach are described, see Fig. 92 for a visual overview
using a real data-set. The method consists of two major steps, i.e.,
the pre-processing step and the run-time, which are again divided in
different parts:

1. Pre-processing step:

– Determine the possible candidates for the supporting an-
chors, Sec. 9.1.3



216 improved depth-perception with supporting anchors

(a)

(b)

Figure 91: In this example, the difference between hatching strokes that do
not show the distance to the tumor (a) and where additional dis-
tance cues are activated (b) are shown.

Shading Hatching

Cylinder Supporting Anchors

Result

Figure 92: The pipeline of the anchor-based visualization technique. First, it
starts with the shaded mesh. Afterwards, the hatching technique
is applied to represent the model without colors. Next, the cutting
cylinder is visualized. The optimization algorithm determines the
supporting anchors for improved spatial perception. Finally, the
liver model can be visualized.

– Compute the scalar field for the hatching illustration,
Sec. 9.1.5

2. Run-time:

– Visualize the tumor, liver, and the cylinder, Sec. 9.1.2

– Pick the optimal view-dependent candidates, Sec. 9.1.4

– Illustrate the surface with hatching, Sec. 9.1.6

As described, the pre-processing steps consists of the determination
of reasonable candidates and the computation of the scalar field for



9.3 quantitative evaluation 217

the hatching illustration. The candidates are stored as a vertex ID
list. The scalar field is stored as a vertex buffer object such that ev-
ery vertex is assigned a value. Both lists are saved in a separate file.
The pre-processing step is done on the CPU. During run-time, the
tumor, liver, and the cylinder are visualized on the GPU. With the
precomputed scalar field, the vessels are illustrated as well and de-
picted with hatching strokes. The strength of the strokes determines
the distance to the tumor. The hatching illustration is also visualized
with the GPU. The computation of the view-dependent candidates
is optional: either the candidates are calculated for every frame, or
the candidates are newly determined whenever no interaction is per-
formed. The calculation of the candidates is done on the CPU with no
noticeable drop in frame rates. The latter approach is preferred, such
that the candidates are only determined when there is no interaction.
This means that the candidates are maintained during the interaction,
but the supporting lines from the candidates to the cylinder change
such that the distance from the candidate to the cylinder surface is
minimal. The calculation of the optimal candidates after the interac-
tion stops causes less visual clutter and is thus preferred. As stated
previously, the number of candidates are set to 15, but the user can
change this number during run-time.

9.3 quantitative evaluation

To assess the advantages of the visualization concept, a quantitative
study using a web-based questionnaire was conducted. A web-based
study was used, because this allows to include a wider range of
participants in the study. Because in Kersten-Oertel et al. [KOCC13],
pseudo-chromadepth rendering was rated as the best depth cue for
vascular visualization, the illustrative visualization technique was com-
pared with pseudo-chromadepth rendering [RSH06], and Phong shad-
ing [Pho75] without an explicit depth cue. The subject pool consists of
81 subjects (36 female, 45 male, age M=30.20, range 18-61). 38 subjects
are computer scientists, and the others are physicians (15), natural sci-
entists (8), economists (5), engineers (3), and from other backgrounds
(12). Most of them (56) have no experience with vascular visualiza-
tions.

To probe the subjects’ assessment of relative depth distances, dif-
ferent tasks were designed that require a precise judgment of depth.
For each task, the subjects had to sort the correct depth order of two
labeled branches, see Fig. 93. Tasks were defined where the z dis-
tance between two branches is low (<20 mm), because such close spa-
tial relations are difficult to assess for vascular visualizations. These
tasks featured various vessel models that were rendered with three
visualization techniques comprising the new visualization technique,
pseudo-chormadepth rendering, and Phong shading. The models were
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(a) (b) (c)

Figure 93: Three scenes with a tumor and a liver vessel are illustrated using
different renderings styles (representing 3 of the 24 tasks). From
left to right: Phong shading, pseudo-chromadepth, and the novel
technique. The labels for the distance assessment tasks are col-
ored in red.

presented to the subjects in pseudo-randomized order to minimize
learning effects. For every visualization technique, eight tasks were
performed resulting in 24 tasks in overall.

The data collection procedure included a training phase of partici-
pants, in which all three visualization techniques were explained, and
subjects were asked to perform two test tasks (not included in the
evaluation) for each visualization technique. The participants were
instructed to complete the tasks as fast and as correct as possible.
They were also informed that time is measured. To avoid guessing,
which can bias the results, participants were instructed not to guess
and could refrain from answering. After completing a task, subjects
were asked to rate their confidence on a 5-point Likert confidence
scale, where 5 means very confident and 1 very unconfident. If the
participants stated no idea they could proceed with the next task with-
out rating the confidence. For evaluation all no idea statements were
given value 1 very unconfident. Dependent variables for the study are
the distance assessment as a percentage of correct estimations, time
needed to complete the task, and the confidence of subjects.

9.4 results

Data from the evaluation study was analyzed by within-subject one-
way ANOVA with the only factor representing the three experimental
conditions (visualization techniques: illustrative, pseudo-chromadepth,
and Phong) (see Table 5 for the statistical results). ANOVA is an exten-
sion of two-sample t-test and is used to compare means and data vari-
ation of several groups/conditions. Because the ANOVA was signifi-
cant, three t-tests were performed for paired samples (within-design)
to locate exactly between which of the three visualizations the differ-
ences exist. The results of the statistical analysis are described in the
following.



9.4 results 219

Table 5: ANOVA and t-test results for dependent variables distance assess-
ment, confidence and time needed to perform assessment. Alpha
error for ANOVA is .05 and for pairwise comparisons .05/3 (Bon-
ferroni corrected). Significant results are identified by *.

df F t p η2 d Effect

Distance assessment

ANOVA 2, 160 215.53 <.01 * .73 large

Pairwise comparisons

Illustrative vs. Pseudo-chromadepth 80 10.48 <.01 * 1.16 large

Illustrative vs. Phong shading 80 19.73 <.01 * 2.19 large

Pseudo-chromadepth vs. Phong
shading

80 10.93 <.01 * 1.21 large

Confidence

ANOVA 2, 160 131.04 <.01 * .62 large

Pairwise comparisons

Illustrative vs. Pseudo-chromadepth 80 14.50 <.01 * 1.61 large

Illustrative vs. Phong shading 80 10.56 <.01 * 1.17 large

Pseudo-chromadepth vs. Phong
shading

80 5.10 <.01 * .57 medium

Time

ANOVA 2, 160 7.88 <.01 * .09 medium

Pairwise comparisons

Illustrative vs. Pseudo-chromadepth 80 3.56 <.01 * .40 small

Illustrative vs. Phong shading 80 1.50 .14 .17 no effect

Pseudo-chromadepth vs. Phong
shading

80 2.69 <.01 * .30 small

Distance Assessment. Study participants were able to assess the rela-
tive distances more precisely with the illustrative visualization (M =

0.84, SD = 0.19), followed by pseudo-chromadepth (M = 0.54, SD =

0.19) (see Fig. 94, top). They obtained the worst task performance
with Phong shading (M = 0.26, SD = 0.16). These differences were
reflected in significance in the ANOVA and t-tests with large effects.

Exploratively, wrong assessments were looked at and the stimuli
where participants refrained from answering. For illustrative visual-
ization, participants assessed only 10% of stimuli incorrectly, and in
only in 5% of stimuli they refrained from answering. For pseudo-
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chromadepth, participants assessed the relative distances incorrectly
in 23% of cases and refrained from answering in 23% of cases. For
Phong, the most responses (61%) were wrong and only in 13% of
cases participants refrained from answering. These results show that
participants followed the instructions and did not guess.

Confidence. Participants were most confident with the illustrative
visualization (M = 3.85, SD = 0.73), followed by Phong (M = 2.78,
SD = 0.68), and least confident with pseudo-chromadepth (M = 2.40,
SD = 0.51) (Fig. 94, middle). The ANOVA revealed significant re-
sults. The difference between pseudo-chromadepth and Phong shad-
ing was highly significant, but the effect was moderate. The difference
between illustrative visualization and both other techniques revealed
large effects.

Time. As shown in Fig. 94 (bottom), subjects decided significantly
faster using pseudo-chromadepth (M = 9.38, SD = 4.08), followed
by Phong (M = 10.65, SD = 3.92) and illustrative visualization (M =

11.39, SD = 4.21). The ANOVA, as well as all pairwise comparisons
between illustrative visualization and Pseudo-chromadepth and be-
tween Pseudo-chromadepth and Phong shading, revealed significant
results. However, there was no significant difference in timing be-
tween illustrative visualization and Phong shading.

Neither previous experience with vascular visualization nor being
a physician had an influence on the performance. However, there was
an influence from gender differences: male participants feel more con-
fident estimating distances with illustrative visualization than female
participants. Moreover, there was a significant correlation between
age and time needed to complete the task for pseudo-chromadepth
(r = 0.35, p < 0.01), as well as a marginal significant correlation for
illustrative visualization (r = 0.20, p = 0.08) and for Phong shading
(r = 0.21, p = 0.06) emerged. The relevance of age was also evident
in distance assessment of pseudo-chromadepth (marginal significant
correlation: r = 0.21, p = 0.06).

In summary, the results show that participants were able to assess
relative distances more precisely and were most confident using our
illustrative visualization approach. However, they reached their an-
swers significantly slower compared to pseudo-chromadepth render-
ing.

9.5 discussion and future work

In this work, an illustrative visualization technique was introduced
that aims to improve spatial perception of complex vascular 3D mod-
els. As demonstrated by the presented user study, the novel approach
has the potential to improve spatial perception for complex anatom-
ical planning models. The results are consistent with the findings of
Lawonn et al. [LLPH15], and show that subjects have serious prob-
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lems using color-coded depth visualization and Phong shading when
the z distance between relevant objects is small.

Supporting anchors were employed that serve as depth cues. In-
stead of manually setting these anchors, an automatic approach was
proposed by reformulating the problem of finding optimal anchor
position candidates as finding the maximum weighted matching in a
bipartite graph.

For the vascular illustration, a novel hatching technique was devel-
oped that gives comparable results to state-of-the-art methods, which
reduces the computation time and the memory usage. Instead of
propagating streamlines over the surface to illustrate the hatches, a
scalar field with the method of least squares was calculated. This scalar
field has the property that the hatching lines are the isolines of this
scalar field.

The suitability of a visualization method for 3D anatomical mod-
els depends strongly on the complexity of the underlying planning
model. The complexity of a vascular tree model is characterized by
many factors, e.g., branching depth, number of overlapping branches,
the size and shape of branches. In addition, tumors and metastases
could show different complexity, e.g., a model with one tumor is ob-
viously of lower complexity than a model with 30 liver metastases.
In the future, anatomical models might be classified into different
complexity categories in order to propose appropriate illustrative vi-
sualization techniques for each category. Furthermore, the goal was to
integrate meaningful interaction concepts. For instance, the possibil-
ity to mark a region on the vessel combined with a visualization that
reveals which branches would be affected if this part is cut off should
be added. Here, an illustration that not only highlights the distances,
but also the affected branches at risk zones might be a solution.

Different distinguishable rendering styles depending on the level of
surgical risk could be investigated in the future. Therefore, work in
the field of surgical risk assessment [DBW11; HZRL+13], which intro-
duces different glyphs and shadow-like distance indicators could be
combined with the novel illustrative AR visualization approach. Be-
sides visualization methods, auditory feedback could enhance illus-
trative visualizations and facilitate spatial assessment during image-
guided interventions. On the one hand, a redundant encoding of dis-
tance information could be implemented. On the other hand, sound
models could provide the user with additional information that is not
encoded (or hard to perceive) in the visualization.

The new visualization approach was demonstrated and evaluated
using the example of liver surgery. However, the feedback from the
participants in the study lead us to conclude that the techniques can
be transferred to other medical fields where planning models are
applied, e.g., lung (see Fig. 95), pancreas and kidney surgery. With
this work, the foundation for future integration and evaluation of the



222 improved depth-perception with supporting anchors

novel visualization techniques in a surgical augmented reality simu-
lator was laid, see Figure 96. This could be utilized to reduce incor-
rect spatial interpretation in medical AR, to enhance established AR
visualization methods, and to aid physicians to reduce risks during
image-guided interventions.
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Figure 94: Results for the distance estimation on a scale from 0 (false) to 1

(right) (top). The confidence rated on a 5-point Likert scale (5 =
very confident, 1 = very unconfident) (middle) and the time for
task completion (bottom). The errors bars represent the standard
error.
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Figure 95: The supporting anchors with our illustration method applied to
a lung data set (left lobe) with a vessel tree.

Figure 96: The illustrative visualization technique applied to a laparoscopic
view on a liver data set with a tumor. Supporting anchors for
depth cues were employed and a hatching scheme to illustrate a
spatial impression was designed.



Part V

C O N C L U S I O N









10
C O N C L U S I O N

The objective of enhancing certain features, the focus structures,
may be simply formulated, but the solution may be anything
but easy. The difficulty strongly depends on the formulation

of the problem and the underlying data. This habilitation focused
on the question of how to enhance focus structures in selected appli-
cations ranging from medical applications to monument restoration.
For this, the thesis was roughly divided into five parts. Part i gives
motivation for the problem of enhancing certain structures and out-
lines the thesis. A comprehensive background in differential geome-
try and discrete differential geometry is described in Part ii. This part
provides the reader with the necessary foundational knowledge. First,
a mathematical background is presented; afterwards, this field is ap-
plied to discrete surface meshes. The concepts of continuous mea-
surements, e.g., curvatures and derivatives, are applied to discrete
surfaces. Determination of these values on piecewise continuous sur-
faces is demonstrated. Afterwards, basic visualization approaches are
introduced in Part iii. In this chapter, two overviews are presented.
The first overview provides a state-of-the-art report on illustrative vi-
sualization techniques. It encompasses line drawing techniques on
surface meshes, as well as shading techniques. Various evaluation
methods that demonstrate how the merit of these techniques can be
assessed are additionally presented. The second overview presents
visualization techniques for multimodal datasets. It describes smart
visibility methods that can be applied to visualize focus structures in
the context of PET/CT datasets. Furthermore, various visualization
techniques are listed and an overview is presented that comprises
the paper in the context of multimodal data visualization, with fo-
cus on different smart visibility techniques. Part iv presents the main
part of this habilitation. Five applications with different tasks of fo-
cus enhancement are introduced. First, an application in the field of
PET/CT rendering is shown. Here, the PET structures need to be
enhanced with the simultaneous depiction of the surrounding CT
anatomical context. Second, an application for the visualization of
blood vessels, including wall thickness and animated blood flow, is
shown. The blood flow needs to be depicted whereas the user needs
additional information about the vessel morphology and the wall
thickness. The third application presents an algorithm that analyzes
carvings in plasters. The carvings can be extracted and visualized.
The last application deals with visualization techniques that improves
the depth perception of vessels.
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230 conclusion

Although much work remains to be done, this habilitation showed
different visualization techniques that enhances focus structures in
various applications. Novel methods were developed that fill a gap in
the literature and all the advantages were confirmed in evaluations.
Furthermore, I believe that the presented algorithm is the basis for
further improvements and developments.
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