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Abstract

In this work, the Al-rich TiAl alloy family has been investigated in order to understand the microstructure-

property relationship within the mean-field homogenization approach. This is the first study of Al-rich

TiAl alloy family, combining both the material science and mechanics perspective. To understand the

origin of different length-scales dependent macroscopic plastic anisotropy and asymmetry is one of the

prime objective of this thesis. The appearance of one or more, stable or meta-stable, long-range ordering

or long-period superstructure phases is one of the most important characteristics of this alloy family,

which considerably changes microscopic deformation mechanisms and hence macroscopic mechanical

properties. In this regard, the material science perspective of the Al-rich TiAl family has been reviewed in

terms of phases, microstructure, morphology, deformation mechanisms etc. Then crystal viscoplasticity

based modeling within finite strain and rotation framework has been applied to an exemplary intermetallic

alloy Ti-61.8at.% Al from this family at ultra-high homologous temperature of approximately 0.73. After

analyzing the plastic anisotropy of single crystal like alloy Ti-61.8at.% Al, the choice of the power-law

type flow-rules at different conditions has been discussed in great detail. Why two or more internal-
variable based flow-rule is more appropriate for complex microstructures has also been justified. The

plastic anisotropy has been simulated for three different strain rates of 10-3, 10-4 and 10-5 s-1.

Determining critical stresses for different slip systems becomes a prerequisite in the modeling of

plastic anisotropy. However, the task of finding individual critical resolved shear stress (CRSS) for every

single slip-system, if not impossible, is formidable and a delicate one especially if the microstructure
is very complex. In order to estimate CRSS values for all slip systems, a new iterative scheme has
been proposed. A special version of this algorithm has been successfully applied. Related all material
and model parameters have been determined. Finally, the crystal viscoplasticity model with the set of
identified parameters and estimated CRSS has been used to predict high-temperature rate-dependent

tension-compression asymmetry aiming a qualitative understanding. The commercial software package

Abaqus Standard with its user-subroutine (UMAT) functionally in Fortran programming language has

been used for all the finite element based simulations.

Some studies indicated that there are significant influences of long-range ordered superstructures in

the Al-rich side of TiAl alloys, which is one of the most important characteristics of this family. This

characteristic feature is emboldened by this study. In addition to the well known length-scales, i.e. grain

scale, lamellar scale and dislocation density etc., the presence of long-period superstructural scale in the

Al-rich side of TiAl alloys is also manifested by this study when the origin of the plastic anisotropy is

investigated. The modeling approach and the parameter estimation technique can be extended to any other

Al-rich alloys with long-period superstructures, which would ultimately assist in further possible alloy

development.
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Chapter 1

Introduction and background

1.1 The increasing demand for high-temperature materials

Since the beginning of the last century, the quest for high-temperature materials has been maintained
a sharp rising trend driven by ever-increasing demands from different sophisticated and extreme engi-

neering applications. Aero-engine components, leading edges-tips/nose-tips of the hypersonic vehicles

and weapons as well as their propulsion system components are a few of such applications. With the

constraint of cost and time, more effective alloy development, modeling and prediction of their thermo-

mechanical responses etc. in extreme conditions (e.g. high stress, high speed and temperature) have

become a high priority. So the development of an appropriate constitutive model for accurately simulating

material responses, not only in the elastic range but also inelastic, is of particular importance. In order

to achieve more realistic predictions of structural behaviors, an understanding of the elastic and thermal

properties is often not sufficient. More precisely the consideration of plasticity, viscoplasticity or damage

is often required [1]. Long term material behaviors such as creep analysis, thermo-mechanical fatigue

life prediction etc. are also inevitable in the design of high-temperature materials. These are inherently

related to the analysis of plasticity for any material. That is why the study of the inelastic stress-strain
analysis under various loading conditions is inescapable for more accurate results. Metal forming is a

good example of industrial applications where high plastic deformation potential with reasonable strength

is expected [2].

Many high-temperature engineering-materials exhibit relaxation or creep behavior that can be regarded

as rate-depended. This rate-dependency is correlated to the viscoplasticity of the material. In the study

of viscoplasticity, creep can be considered as a special case of viscoplasticity without elastic domain.
Most high-temperature materials are either single or polycrystalline in nature. They exhibit different

material properties and often preferred directions are found [1]. This means that the instantaneous and

time-dependent deformation of crystalline aggregates depends on the direction of the mechanical loads
and geometrical constraints imposed. In practice, all crystalline materials are mechanically anisotropic,

and many single crystals also reveal macroscopic anisotropy. This anisotropy consequently leads to
the associated mechanical phenomena such as shape change, crystallographic texture, strength, strain
hardening, deformation-induced surface-roughening and damage etc. that are also orientation depen-
dent [3]. This loading-direction sensitivity or anisotropy originates from various sources. Some of
them are the anisotropy of the elastic tensor, crystallographic texture due to the rotation of grains into
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preferred orientations, morphological pattern, and the orientation dependence of the activation of the

crystallographic deformation mechanisms (e.g. dislocations, twins, martensitic transformations etc.) [3,4].

Most materials appear homogeneous from the structural point of view, observations however at other

length-scales show a different picture. The underlying microstructure is usually a geometrically complex

aggregate containing a variety of different heterogeneous micro-constituents [1]. It is well-known that the

macroscopic behavior of a polycrystalline material is influenced by the size and morphology of the grains,

the volume fraction of different phases, and subgrain processes [5]. Anisotropy and inhomogeneity are

two inherent characteristics of most polycrystalline solids. So an understanding of the local mechanisms

and the effects of microstructural changes can help to improve the quality of an alloy. For a comprehensive

understanding of these characteristics, it is necessary to study systematically the material properties
at least at three different length-scales: (i) the properties of the slip system at the microscale; (ii) the

properties of the single crystal at the crystalline scale; and (iii) the overall properties of the polycrystals at

the macroscale [6].

The family of high-temperature materials contains a few thousands of different materials. Among

them, many a time intermetallic compounds are preferred for different elevated temperature conditions

due to their superior properties. The improved weight to strength ratio of an alloy is often the driving

factor for intermetallic group of materials [1]. The intermetallic materials often have high melting points,

partly due to the strong bonding between unlike atoms, which is, in general, a mixture between metallic,

ionic and covalent bonds to different extents. The presence of these strong bonds also results in high creep
resistance. Another factor that contributes to the superior strength of intermetallics at elevated temperature

is the high degree of long-range orders, consisting of large number of atoms per unit cell that drives slow

diffusivity. The strong atomic bonds as well as the long-range order give rise to high Peierls stresses. On

the other hand, one of the major disadvantages of these materials is brittleness which disturbingly limits

their industrial application. Their viscoplastic/creep behaviors are more complicated than that of pure

metals and disordered solid solution alloys due to their complex structures together with the varieties of

chemical composition [7].

1.2 Defects, dislocations in solids

1.2.1 Preliminary remarks

Almost all real crystals contain defects, which means, deviations from the ideal crystal structure. Some
of the well known defects are dislocations, disclinations, vacancies, misorientations, stacking faults etc.

There are translational defects (e.g. dislocations), rotational defects (e.g. disclinations), and dilatational

point-defects (e.g. lattice vacancies or interstitial atoms) [8]. Depending on the geometry, major crystal

defects can be four types: point, line, surface, and volume defects. A defect concentrated about a single

lattice point and involving only a few atoms is called a point defect; if it extends along a row of many atoms,

it is called a line defect; and if it covers a whole plane of atoms, it is a planar defect [9]. Point defects

represent vacancies and interstitial atoms. Line defects e.g. dislocations and disclinations, correspond to

certain imperfections in the structure of a real crystal. Surface defects include grain boundaries, twins,

internal phase boundaries, stacking faults etc. Voids and cavities are volume defects [10]. They can be

either mobile or immobile in nature. Among them, the most important defect for inelastic deformation

14



is the presence of dislocations, their motion, interaction, rearrangement, generation and annihilation. In

crystalline materials, ideally, a dislocation is a line defect which represents permanent deviations of atoms

from their original crystallographic periodicity [11]. In fact, dislocations are more complex geometric

objects than that of merely a line; they appear in curves or loops and they are sources of significant stress

field [12]. Linear dislocations reveal themselves indirectly through the electron microscope as edge and

screw type. Many dislocations found in crystalline materials are probably neither pure edge or pure

screw but mixed [13]. In micrographs of dislocation-structures, one can recognize individual dislocations

and dislocation clusters. In order to understand their collective appearances, dislocation-cluster and

dislocation-network type models are often used. Dislocation clusters are basically two types: (a) dipolar

clusters, and (b) polar clusters. They differ in their origin, the dislocation arrangement and their role in

the plastic deformation process [14]. The dipolar cluster of dislocations contains mostly dipole loops of

dislocations, and multipoles. Their common characteristic feature is close-to-zero total Burgers vector.

In other words, in a dipolar cluster the densities of + and - dislocations are nearly the same. Dipoles are

partly annihilated and transformed by various mechanisms that are basic building elements of dislocation

dipolar loops, arrays, etc. During observation, the short thicker objects of dislocations are often appeared

in the form of dipolar loops, while the glide dislocations are thin lines. Pile-ups of opposite signs on
parallel glide planes convert into dipolar arrays through simple glide and thus cannot persist beyond
the initial part of the stress-strain curve [12]. Due to stress increase, dipoles tend to dissociate, and
dislocations tend to re-mobilize when stress is reversed. It is also observed that dislocations tend to

form clusters with regions of high density and regions of low density [14]. The voluminous dipolar loop

clusters are known with different terms like tangles, braids, veins, dislocation patches and they serve

storage facilities for leftovers of some other bunch of dislocations; what is realized in the initial stage of

deformation. In the subsequent stages, the voluminous clusters rearrange itself into a flat arrangements

called walls or incidental boundaries, which is served as annihilation centers for the leftovers and often

as sources of fresh glide dislocations. Thus cell like structures are created inside a grain. The most
commonly encountered type of heterogeneous dislocation distribution is the 3D cell structure this is

usually developed under the condition of multiple slip. In dislocation cell structures, the overwhelming

majority of dislocations are actually located in the dislocation cell walls which are frequently also referred
to as sub-cell boundaries [15]. The density of clusters and their size increase with proceeding deformation.

On the other hand, the polar clusters, mostly in a form of planar arrays, contain excess dislocations of one

sign and form a network of boundaries between misoriented regions of the crystal lattice, they are called

subgrain boundaries, misoriented cell boundaries etc. [14]. Often dislocations form a randomly distributed

3D network of dislocations where the detailed form of this network depends on both the internal (e.g.

stacking fault energy) and external factors like applied mechanical and thermal loading. If the temperature

of a creep test is high enough, this dislocation structure can rearrange gradually to form a cell structure or

a subgrain structure. Both processes allow the material to minimize the overall energy by forming low

energy boundaries [16].

1.2.2 SSD vs. GND

If one phase or precipitate deforms less than the other, or not at all, gradients of deformation form
with a wavelength equal to the spacing between the phases or particles. Such alloys are plastically

non-homogeneous, because the microstructure imposes gradients of plastic deformation. Dislocations are
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stored in them to accommodate the deformation gradients, and so allow compatible deformation of the two
phases. Indeed, the resulting deformation incompatibility between hard and soft phases (e.g. inclusion and

matrix) is accommodated by the development of so called geometrically-necessary dislocations (GND).

We call them GND to distinguish them from the statistically-stored dislocations (SSD), which accumulate

in pure crystals during straining and are responsible for the normal 3-stage hardening [17]. In addition to

precipitates/phase boundaries, a large concentration of GNDs appear and pile up near the grain boundaries

where the lattice mismatch is most pronounced [8].

There is a kind of energetic threshold for the dislocation nucleation. If the shear strain exceeds this

threshold, the presence of the second type of dislocations is originated and stored due to the locally
heterogeneous plastic shear strain. In other words, the heterogeneous deformation within a crystal,
typically occurring between the crystal core and the grain boundaries, initiates the generation (either

through nucleation or dislocation motion) of GND to maintain lattice compatibility [18]. In addition to

preserving lattice compatibility, they give rise to inhomogeneous deformation (and, thus, stress) fields.
The emergence of GNDs do not contribute to the plastic strain, but they are necessary to support the
plastic part of the deformation as they form an (additional) obstacle to further dislocation flow. Their
behaviors as obstacles to the motion of other SSDs facilitate the local inhomogeneous/incompatible
deformation [19] and contribute to the length-scale-dependent system and additional work hardening

of the material. As plastic deformation proceeds, dislocations multiply and eventually get stuck, which

creates extra hurdles on mobile dislocations. As a result, their movement becomes progressively more

difficult, and an ever higher applied stress is necessary to produce additional plastic deformation. This is

the phenomenon of work-hardening [9]. Thus GNDs cause the slip resistance near the grain boundaries to
increase [18], and influence the local hardening [2]. Increasing material hardening with decreasing (grain)

size is experimentally observed for a large class of materials, which is commonly associated with the

development of GNDs. Being particularly associated with interfaces and boundaries, GND accumulation

leads to additional energy storage and kinematic-like hardening effects which exhibit a dependence on the

size of the microstructure relative to the sample [5].

So two types of dislocations during the plastic deformation are available, SSD and GND. Statistically

stored dislocations accumulate by a random trapping process. The SSD are assumed earlier to be

responsible for isotropic hardening. These GNDs can be further divided into dislocations responsible for

a macroscopically stress free curvature of the crystal lattice, and dislocations responsible for macroscopic

residual stresses, both after the removal of external loads. Thus, GNDs obviously have to be taken into

account when modeling of plasticity [8]. When the density of GNDs exceeds the SSD-density, the former

one controls the stress-strain curve. They contribute to the hardening in two ways. First, geometrically

necessary arrays in general have a long-range stress field, with wavelength equal to the particle spacing

associated with them. There is evidence that this long-range stress field controls the hardening during the

first 1 or 2% strain, but thereafter remains more or less constant. The rest of the stress-strain curve is then

controlled by short-range interactions between moving dislocations, and the steadily increasing density of

GNDs [17, 20].

1.2.3 Deformation modes and dislocation mechanics

In plastically deformed engineering materials, an enormous number of dislocations move in a collective

fashion. They do not just travel carrying plastic deformation during their short active life, but they can
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also stop, interact, rearrange, multiply or generate, annihilate and tangle together. There are a number

of distinguishable ways in which a polycrystal can be deformed and yet remain crystalline. Apart from

the dislocation processes (motions and interactions like glide, climb, their combination, cross-slip, jogs

etc.), twinning, diffusion, grain boundary sliding are also well-known. Unlike the others, twinning can

supply only a limited amount of deformation [21]. The dislocation motion is controlled by several types

of forces. Many of them are not well understood till today. Uncertainty in the understanding of controlling

dislocation forces and dislocation arrangements make any reliable estimate of the critical value of the

resolved shear stress (yield stress) and its change during deformation difficult [14]. Complexity of forces

acting on dislocations and spontaneous arrangement of dislocations into patterns/ structures etc. make the

change of the yield stress with plastic deformation a very complex problem.

The most important characteristic and the dominating dislocation process is the glide, which results in

plastic slip. Depending on the dislocation structure, dislocation glide can lead to various types of slips:

single slip, coplanar double slip, codirectional double slip (along two different planes), dependent coplanar

and codirectional slip, multi slip, etc. [14]. In practice, dislocation-glide in these crystals is limited by the

presence of obstacles to slip: impurities, solute, other dislocations or precipitates. Point obstacles act as

a strengthening mechanism for dislocation glide, but do not always inhibit diffusional flow. Restricting

dislocation motion leads to increasing hardness and strength. Strain hardening is just the enhancement

in strength (and decrease of ductility). During plastic deformation dislocation density increases, the

average distance between adjacent dislocations decreases. Because of dislocation–dislocation repulsive in-
teractions, dislocation mobility becomes more restricted; thus, the metal becomes harder and stronger [22].

In the last decades, apart from the dislocation motions, the complex interactions among dislocations

have been recognized as dominating microscopic characteristics, such as morphological, mechanical, and

thermodynamic properties of engineering materials [23]. The plastic strain is directly related to the motion

of dislocations, and hardening/softening of metals is attributed to the interaction of dislocations with each

other and with surrounding crystal microstructure [10]. Depending on the length-scales, interactions can

be of various types, e.g. dislocation-dislocations, slip-slip, slip-twin, grain-grain etc. The first type of

interactions of dislocations includes cross-slip, climb, jogs, intersection and multiplication of dislocations.

Interactions of dislocations are not limited to dislocations and obstacles, moreover there are interactions

among dislocations themselves. Dislocation interactions can be broadly divided into short-range and
long-ranged type. The interactions with solute atoms are short-ranged [24]. In most cases, short-range

and long-range obstacles contribute simultaneously to the flow stress [13]. Some of the most important

dislocation interaction features are pile-up, climb, cross-slip, diffusion and jog etc. Besides different

boundary obstacles to dislocation flow, solute atom atmospheres can restrict the dislocation movement,

resulting in the starvation of mobile dislocations, requiring thereby additional stress in order to unlock

arrested dislocations. As a consequence of the repeated pinning and unpinning of mobile dislocations due

to the presence of solute atoms, serrated flow often takes place [25].

Many metallic systems nowadays operate in a regime where evolving mechanical properties are not

simply dependent on dislocation glide mechanisms. There are climb-assisted deformations and creep
as well, which are known to contribute significantly at high-temperature in pure metals, solid solution
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Figure 1.1: Mechanism of dislocation climb. [Courtesy: www.d.umn.edu]

and multi-phase alloys. Climb is an alternative and important mechanism of dislocation motion and

hence deformation, fundamentally different from glide, which allows an edge dislocation to move out of

its slip plane, or to move perpendicular to its slip plane. It is a diffusion-controlled (thermal activated)

process and occurs more readily at elevated temperature where dislocations will more easily be able to

move around the obstacles. Many hardened materials, for this reason, become exponentially weaker at

higher temperatures. Generally climb reduces the plastic incompatibility between two phases (for two

and multiphase alloys), which is certainly beneficial for the materials plasticity. So two constituents can

deform more easily at elevated temperature. Macroscopically, it does not significantly contribute to the

deformation, but an important mechanism in the recovery. This mechanism is non-conservative as it

requires the diffusion of point defects through the crystal lattice. For dislocation climb to occur, vacancies

have to be able to move through the crystal (Fig. 1.1). When a vacancy arrives at the site of dislocation

arrest, it can cause the climb of dislocation out of its glide plane, after that the point defect is no longer in

its way. Dislocation climb is therefore dependent from the velocity of vacancy diffusion. Depending on

the creation or absorption of a vacancy, climb can be positive or negative. Climb occurs much more rapidly

at high homologous temperatures, where the rate of self-diffusion is appreciable. The main role of climb

is to provide a mechanism for dislocations to bypass microstructural barriers by changing slip planes,
or to annihilation with a screw dislocation of opposite sign on a neighboring slip plane [26]. In other

words, significant amounts of climb only occur at temperatures above a third of the melting temperature

than at low temperatures owing to an increase in vacancy density and motion [4]. Up to now, climb has

been considered as a recovery mechanism rather than as a plasticity mechanism [27]. However, there are

few cases where climb has been shown to be the principal mode of plastic deformation. When a screw

dislocation motion is disturbed by an obstacle, the slip temporary occurs on a cross-slip plane so that the

dislocation avoids the precipitate [28]. So cross-slip is a change in the slip system of a dislocation. Glide

of dislocations occurs along the slip planes whereas climb of edge dislocation is orthogonal to glide plane.

Diffusion of vacancies alone can cause a deformation without any dislocations being involved, a process

known as diffusion creep. In this process, grain boundaries are sources and sinks of vacancies [29]. At

18



some temperatures usually below the homologous temperature of 0.7, the contribution of grain boundary

diffusion is larger than that of self-diffusion through the grains. Thus diffusion of vacancies along grain

boundaries can control the creep [30]. Climb and cross-slip permit dislocations to change slip planes and

so promote annihilation of mutually attracting dislocations. The prevailing point of view is that cross-slip

is a thermally controlled phenomenon manifesting a strong interaction with the lattice. Cross slip hardens

the crystal by increasing the forest density [27]. Generally, dislocation annihilation can only happen if

they meet exactly on the same slip plane [29]. This process can be thermally activated or athermal. The

screw dipoles can be removed by cross-slip and the edge dipoles by climb [27]. The recovery mechanisms
of climb and annihilation can slowly change the tangles into neat arrays and the rough cells into sub grains.

The atoms or vacancies that are required for climb are most easily added at kink-like features per-
pendicular to the glide plane that are called jogs. The basic sources of jogs can be two types. The first

source type is the addition of atoms or vacancies to the dislocation line. A single atom or vacancy added

to an edge dislocation effectively creates a pair of jogs. The second one is the intersection of dislocations.

Often the climb of the jog segment is required. For these reasons jogs are almost always impediments
to dislocation glide and they are often sessile segments that lock the dislocation locally [26]. Jogs are

often very immobile compared to kinks, and require diffusion of crystallographic defects like vacancies

or interstitial atoms to climb. They are not capable of glide along glide planes because the direction of

motion is not on the plane itself, rather in the plane’s normal direction. Climb proceeds by the nucleation

and motion of jogs. Climb of short sections of dislocation lines result in the formation of jogs. They are

steps (out of the slip plane) on a dislocation that move it from one atomic plane to another. At temperature

where climb cannot occur the movement of screw dislocation is impeded by jogs [13].

Dislocations rearrangement and substructure formation are two important characteristics of collective

dislocation behavior. The spatial distribution of dislocations evolves neither isotropically nor uniformly,

rather they move along specific slip planes in preferred slip directions. They demonstrate an ability to

organize and reorganize themselves in an ordered structures [31]. To a large extent, they are annihilated by

mutual interactions leaving dislocation leftovers. Only few can escape to the surface, this characteristics

is known by the term of surface relief. The leftovers are swept into high density regions mostly in a form

of dislocation loops. This unique dislocation pattern represents a special case of so called dislocation

substructure [14]. The key ingredient of dislocation substructure is spontaneous formation of dislocation

arrangement. The substructures control plastic, creep, fatigue and fracture properties of ductile materi-

als and depend on the chemical composition of the material, its processing, the thermal treatment and

temperature-loading conditions [14].

One of the recent experimental-observation based dislocation-phenomena is dislocation source-burst

or avalanche. Due to the external loading, a thermodynamic driving force is created which is probably
the reason for the high generation of dislocations by the bursts of activated dislocation sources. This
process results in an overproduction of dislocations. Only a small fraction of them is needed to carry
plastic deformation, the rest are stored in the crystal [14, 32]. With rapid collective rearrangements of

dislocations, it is found that they generate a slowly evolving configuration landscape. Comparatively a

small fraction of the dislocations are involved in these rearrangements leading to an intermittent behavior
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of the net plastic response. This basic dynamic picture appears to be a generic feature in the deformation

of many materials [33].

1.2.4 Macroscopic effects of microscopic collective behaviors of dislocations

It is widely accepted that dislocation is the most important microscopic carrier of plasticity [11]. Macro-

scopic plastic flow of metals is mainly due to the movement of mobile dislocations that move to accommo-

date the imposed macroscopic strain and interact with other dislocations and obstacles on their way. The

macroscopic stress–strain curve is dominated by the competition between the multiplication, storage, rear-

rangement and annihilation of dislocations at the lower scale [34]. It is to be noted that this macroscopic

hardening in crystalline materials results not only from the interaction between dislocations and obstacles,

but also from interactions among dislocations themselves. Dislocation intersection mechanism, another

kind of interaction, also contribute to the strain hardening process. The intersection of two dislocations

produces a sharp break i.e. a few atom spacing in dislocation line. Besides, dislocation tangles and double

cross-slip lead to the formation of macroscopic slip bands. Cross-slip involves a complex spatio-temporal

developments in microstructure leading to hardening, dislocation pattern formation, and dynamic recovery.

Cross slip of dislocations piled-up to obstacles can be a micromechanism of the dynamic recovery of

kinematic hardening [35]. In a typical hot-working deformation at a given temperature and strain rate the

collective dislocations glide, climb, multiply and combine into tangles. As a result, a rising amount of

stress is required to maintain flow. As the density of the tangled dislocations goes up, the annihilation of

the newly generated dislocations becomes more frequent. When the rates of annihilation and generation

balance, the flow stress ceases to rise and deformation proceeds at a steady rate [36]. At the onset of

plastic deformation more dislocations are generated than annihilated. The number of dislocations becomes

higher with the increase of plastic strain, and there are more annihilations as well, until a stationary value

of the dislocation density is reached. If we raise the working temperature, edge dislocations change their

slip plane by the process of climb increasing the probability of annihilation. Thus dislocation density
reduces. Annihilation speed is driven by the internal stress. The high internal stresses in small regions

provide a driving force for recovery [37].

In the case of polycrystals, additionally, the presence of grain boundaries (GBs) significantly influence

the macroscopic plastic deformation, where dislocations can pile up and also can be transmitted to

adjacent grains across the grain boundary. This transmission process across GBs is influenced by both the

orientation of the GBs and the orientation of the slip systems. It is clear that macroscopic strain hardening

is influenced not only by trapping of mobile dislocations but also by other types of interactions e.g. the

formation of jogs, locks, and different junctions, that lead to the increasing of the dislocation density.

Some junctions start to form when the secondary slips are activated, which leads to the increase of effective

stress [24]. In the absence of sufficient slip systems, phenomena like grain boundary sliding, cracking,

or fracture etc. may occur to accommodate the deformation [38]. In addition to the dislocation and the
diffusional creep, the grain boundary sliding is the important mechanism for poly-crystalline materials

because of being weaker than the ordered crystalline structure. Furthermore, the formation of voids and

micro-cracks on grain boundaries contributes to the sliding [39]. Dislocations pile-up at the obstacle or

at the grain boundary and dislocation interactions are believed to be two major models for hardening of

polycrystalline materials [18]. So far we have discussed that dislocations in the crystal can form loops,
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Figure 1.2: Substructure develops with the increasing of strain. (a) Before deformation, dislocations form
a simple network. (b) At a light strain large cells are formed. (c) At somewhat more strain the cells reach
their smallest size. (d) At further strain and thus further deformation, cell walls become much thicker.
(Courtesy: [36])

can pile up on the grain boundaries and precipitate particles, and arrange themselves in various types of

cells or substructures called dislocation networks or low energy dislocation structures, Fig. 1.2. These

arrangements act as obstacles to the motion of other dislocations, thus providing an important mechanism

of hardening. The point, surface and volume defects interact with dislocations and also play important role

in hardening mechanisms [10]. All micromechanisms discussed so far including glide-plus-climb result in
either hardening or recovery, so they can be related to the macroscopic recovery-hardening hypothesis.

During the whole stages of deformation history, sometimes one is dominating over the remaining one,

sometimes they are balanced by each other.

1.3 High-temperature deformation mechanisms

1.3.1 Recovery and recrystallisation

Some additional mechanisms are observed at higher temperature. When the deformation is done at high-

temperature, as it is during the hot deformation or annealing and heat treatment, dislocations density is

reduced by either of two mechanisms, recovery and recrystallization. Work hardening is counterbalanced

by these two mechanisms of recrystallization and recovery. An understanding of the hot-working i.e. high

strain-rates and high-temperatures, requires an appreciation of both dynamic recovery and recrystallization
processes [7].

During the time of annealing, the temperature is generally high enough to permit climb, migrate
and interact, both with one another and with free surfaces [26]. At high-temperature, some of the
dislocations are annihilated; rest are gathered/rearranged into stable, an energetically more favorable

planar configurations, such as low-angle grain boundaries (called subgrain boundaries), to reduce stored

energy [12, 29, 40]. This process is knows as recovery. It entails a gradual decrease in the number of

dislocations and a rearrangement of the remaining ones into orderly arrays. The dynamically recovered

structure is quite stable [30]. The recovery is an important restoration/repair mechanism against work
hardening, that is thermally activated process and inescapable at high-temperature. The most believed

mechanism of recovery is the mutual dislocation annihilation in planar-glide which is thermally activated

and facilitated by climb stresses and is the coarsening of the cell structure. Recovery can take place by

climb for edges or cross-slip for screws. The screw dipoles can be removed by cross-slip and the edge
dipoles by climb. During recovery, the dislocations rearrange themselves into configurations of lower

energy and form low angle boundaries [41]. The stored internal strain energy is relieved during recovery
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by the virtue of dislocation motion (in the absence of an externally applied stress), as a result of enhanced

atomic diffusion at the elevated temperature. Thus dislocation density decreases and dislocations assume

low-energy configurations [22]. The boundaries are very resistant to recovery processes [27]. Since
recovery decreases the dislocation density, the work hardening rate decreases with the stress [26]. In a
dislocation network model, creep strain occurs when a dislocation link breaks away from the network
and glides on an active slip system, before eventually being absorbed or arrested by other dislocations

in the network. In recovery, longer links grow at the expense of smaller ones in a process akin to grain

growth. The dislocation network coarsens through dislocation climb [7]. It has been suggested that smaller

dislocation networks are unstable and grow rapidly by diffusion at high-temperatures under the action of

their line tension [16].

Recovery can be either static or dynamic type. Generally the recovery that occurs after processing
at high-temperature is termed static. It is controlled by solute drag and by dislocation annihilation.
During static recovery, (1) dislocations migrate, annihilate and form more stable configurations, and

(2) solute atoms preferably diffuse into dense dislocation substructures to relax their strong interactions

with dislocations (that were mobile during deformation) [40]. Processes of dynamic recovery, caused
mainly by large-scale cross-slip and climb of groups of dislocations, lead to a continuous decrease of
the work hardening rate [27]. The term dynamic recovery is characterized by a decreasing hardening

rate, strongly dependent on temperature and strain rate, generally used for stage III processes. Dynamic

recovery also results in the re-arrangement of dislocations to form high dislocation density regions (e.g.,

dislocation walls) and low dislocation density regions (e.g., dislocation channels) [40]. These types of

structures are mainly due to self-organization or patterning of dislocations with formation of high disloca-

tion density and low dislocation density regions, also regarded as domains of high and low plastic slip

accumulation [42]. The collective observations suggest that dynamic recovery is an essential component

of the creep process and hence dominating, while static recovery may be of greater importance at higher

temperature processing [27].

The recrystallization process is the formation of a new grain structure in a deformed material by
the formation and migration of grain boundaries driven by the stored energy of deformation [43]. Re-

crystallization during deformation (dynamic recrystallization) is often observed at relatively high strain

rates. So, a complete discussion of elevated temperature creep and plasticity is expected to include
this restoration mechanism. The dynamic recovery is not the exclusive restoration mechanism, since
dynamic recrystallization in pure metals (e.g. Al) has been confirmed. This mechanism becomes an

additional restoration mechanism that can preclude a constant flow stress (for a constant strain-rate) or

a genuine mechanical steady state. The increase in dislocation density causes a portion of the work
done to be retained as stored energy of deformation. The stored energy is released during subsequent

processes of recovery and recrystallization. During recrystallization, strain-free nuclei with high angle

grain boundaries form and grow, leading to further decrease in stored energy [41]. If the dislocation

density is high enough, and the material is heated to a temperature above its recrystallization temperature,

then new, defect-free grains nucleate and grow at the expense of the old, producing a microstructure
that is relatively free of dislocations [26]. At high-temperature, the kinetics of deformation are highly

temperature and rate-dependent and the internal structure of a metal evolves, producing strain-hardening,
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dynamic recovery, and in many instances dynamic recrystallization [44].

1.3.2 Grain coarsening or coarsening-dissolution

During deformation, energy is stored in the material mainly in the form of dislocations. This energy is
released by the three main processes, those of recovery, recrystallization, and grain coarsening. Grain
coarsening can be defined as processes involving the migration of grain boundaries when the driving

force for migration is solely the reduction of the grain boundary area itself. It is the growth of the mean

grain size driven by the reduction in grain boundary area [43]. Experimental observations on uniaxially

loaded single or polycrystals have shown that dislocations tend to organize themselves in a heterogeneous

structure from the very early stages of deformation [7]. It is to be noted that the hardening-recovery based

hypothesis can be generalized by hardening-softening, where the components of softening are recovery,

recrystallization, grain coarsening, coarsening-dissolution. The phase transformation can also happen at

high-temperature which abruptly hardens or softens the material.

1.4 Bridging materials science and mechanics

Hencky in 1932 rightly pointed out that the behavior of metals in the inelastic states cannot be explained

by theories which do not assume a microstructure. This statement very succinctly emphasizes the necessity

and challenges for modeling the constitutive response of materials by accounting microstructure [45].

The effective mechanical behavior of metals and alloys is influenced by the inherent microstructure and

mechanisms therein. Microstructure can be controlled by engineering processes. Different strengthening

mechanisms (e.g. work hardening, precipitate, and grain boundary strengthening) can alter the strength

of a material in a predictive, quantitative manner and are readily linked to the deformation mechanisms.

This quantification strongly depends on the characteristic length-scale of a particular microstructure,
for example, grain or precipitate size, volume fraction, twin boundary spacing, or dislocation density.

The development of novel material systems with radically superior properties will be achieved through

architectural control at the appropriate microstructural scales [46]. To have a better control of the
macroscopic properties driven by proper microstructural design, it is necessary to concentrate on the

micromechanics of materials. Microstructural mechanics lies at the junction between structural mechanics

and material sciences. One of the core objectives of micromechanics is to understand microstructure

driven macroscopic properties relationship. By doing so, different length-scale dependent phenomena of

heterogeneous materials can be studied, for example, local deformation mechanisms at different scales of

heterogeneities, local damage process etc. Despite the fact that there exist many elementary geometrical

types of dislocations in crystals (e.g. jogs, loops, dipoles etc), it is possible to establish a fundamental
relationship between macroscopic plasticity effects and the properties of dislocations. Like any other

physical process, plastic deformation can be best understood by considering and properly analyzing the

underlying mechanisms responsible for it [31].

1.5 Homogenization and scale separation

Almost all materials in nature possess some heterogeneities (e.g. heterogeneous microstructure) at certain

length-scale [47], for which material behaviors are motivated by more than one length-scale dependent
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Figure 1.3: Scale dependent different mechanics

phenomena. Plastic deformation is a such type of multiscale phenomenon, where the mechanisms and
governing equations at different length-scales e.g. microscale, mesoscale, and macroscale are strongly
interrelated with each other [14]. Major practices in different scale dependent mechanics is shown in

Fig. 1.3. Plastic deformation and its possible combination with other loading (e.g. thermal, irradiation,

etc.) generally induce various types of dislocation microstructure evolution at different length-scales,
which eventually result in a spatially heterogeneous deformation field [42]. However, in the literature

of continuum micromechanics, the nomenclature with respect to micro or macro is far from a universal

definition [48]. Often a specific length-scale can be related to more than one subscale. For example,
microscale is generally associated with the scale of heterogeneities of micrometer scale that can be

originated from more than one subscale. Thus the grain size of a polycrystalline material can be equally

treated as a basic or secondary length-scale [49]. So, in order to include microscale dependent effects
in a macroscopic model, a complete scale separation is necessary. In micromechanics, the physical
interpretation of the characteristic length of a slip system is the average spacing between the stacked
pile-ups of dislocations, which evolves with plastic deformation. The initial characteristic length for
a well-annealed crystal can be agreed by the average spacing between the Frank-Read sources. In the

later stages, the characteristic length is expected to be the cross-slip distance. The characteristic length

has significant effect on hardening. The length of the Burger’s vector, the most fundamental quantity

characterizing the plastic deformation, is believed to be the intrinsic material length-scale of a crystalline

material.

The central aim of continuum micromechanics is the bridging of length-scales. One aspect of this

length-scale bridging is studying the structure–property relationships of inhomogeneous materials [48]
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and estimating the effective macroscopic properties of a heterogeneous material from the response of
its underlying micro-structure thereby allowing the substitution of the heterogeneous material with an
equivalent homogeneous one. It can also be interpreted as describing the behavior of a material that is

inhomogeneous at some lower length-scale but homogeneous reference material at some higher length-

scale, which is sometimes referred to as the homogeneous equivalent medium (HEM). The behavior at

some larger length-scale is actually estimated or bounded by using information from a smaller length-scale.

Usually, starting from a microscopic heterogeneous description of a problem, we seek a macroscopic
or effective description. One important goal of the mechanics of heterogeneous materials is to derive
their effective properties from the knowledge of suitable constitutive laws and spatial distribution of

their components. Homogenization methods have been developed for this purpose. Homogenization is

also known as upscaling or coarse-graining. A homogenization method can be termed as the rigorous
version of averaging, which extracts effective parameters from disordered or heterogeneous media.

Although homogenization has first been developed for periodic structures, it turns out that homogenization

can be applied to any kind of disordered media, and is not restricted to the periodic case [50]. Since

homogenization links the phase arrangement at the microscale to the macroscopic behavior, it provides

microstructure–property relationships. These methods provide an effective way to model the mechanical

behavior of heterogeneous materials [45]. In a first order homogenization, variables at the smaller

length-scale influence the behavior at the larger length-scale only via their volume averages. On the other

hand, gradient of the fields at the larger length-scale are not significant at the smaller length-scale, where

these fields are considered to be locally constant and can be described in terms of uniform fields [48].
On the other hand, in contrast to homogenization, the local responses at the smaller length-scale can
be deduced from the loading conditions and histories on the larger length-scale. This approach can be

termed as ’zooming in’ on the local fields in an inhomogeneous material [48]. The inverse description of

homogenization estimating microscopic behavior, starting from the knowledge of macroscopic quantities

is called localization, also referred as down-scaling or fine graining.

1.5.1 Homogenization types

Mathematical theory of homogeneous can be of various types , e.g. stochastic theory of homogeniza-
tion, variational theory of homogenization etc. [50]. In micromechanics, homogenization techniques
are commonly classified into two general categories of analytical homogenization and computational
homogenization [47]. Although analytical homogenization methods give useful information and are
computationally favorable, it is generally not suitable for complex geometries where the shape, size,

distribution pattern and volume fraction of the inclusions greatly influence the final characteristic of the

materials and the physically non-linear phenomena like plasticity or creep. Computational homogenization

is one of these powerful approaches that has been established in the past two decades, even till now it
is used systematically for the assessment of structure–property relations [51]. A common example of
structure–property relations is to evaluate the stress-strain relationship at each quadrature point of the

macro-scale through solving the associated boundary value problem at the microscale [47]. The quality of

the solution obtained through a computational homogenization method especially for nonlinear behavior

of a material entirely depends on the well-characterization of the microstructure e.g. on the quality of

the description of materials, phases and interfaces at the microscale. The scale transitions are commonly

complemented by two averaging equations: (1) volume averaging of quantities like deformation or stress;
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(2) the Hill-Mandel macro-homogeneity condition, which essentially reflects volume averaging of the

virtual work [52]. For macro-homogeneity, the conditions can be written for small strain case as follows:

<σ: ε̇> =<σ > : < ε̇> (1.1)

<σ> =
1

V

∫
V
σ(x)dV (1.2)

<ε> =
1

V

∫
V
ε(x)dV (1.3)

Where < σ > and < ε > are averaged or effective stress and strain fields, whereas σ and ε stand for

micro-stress and strain fields. If there is more than one phase, then Eqs. (1.2) and (1.3) can be written as:

<σ> =
∑
p

fp <σ>p (1.4)

<ε> =
∑
p

fp <ε>p (1.5)

where

<σ>p =
1

V p

∫
V p

σ(x)dV p (1.6)

<ε>p =
1

V p

∫
V p

ε(x)dV p (1.7)

Here fp stands for volume fraction and the superscript p is to indicate corresponding phase. When

micro-stress and strain fields are separated into a mean and a fluctuating part, i.e.

σ(x) =<σ> +σ̃(x) (1.8)

ε(x) =<ε> +ε̃(x) (1.9)

the Hill condition implies

< σ̃(x) · ε̃(x)> = 0 (1.10)

Two main classes exist in computational homogenization, they are mean-field and full-field homogeniza-

tion approaches. The first one considers the microstructure of a material from statistical information
and only average information about the fields can be determined. In such mean-field approaches the

microstructure can be considered as a system of an inclusion that is embedded in a matrix [53]. The most

important representatives of mean-field approach are effective field and effective medium approxima-

tions [48]. Unlike full-field approaches, only partial information about the microstructure is needed. This

approach was originally proposed for matrix-inclusion based materials. In the model based on inclusion

problems, volume fractions of the phases and statistical information on the distribution are required. The

mean-field approach usually gives a coarse estimate for highly heterogeneous materials. To obtain a
suitable estimate for nonlinear behaviors, more realistic field distribution is expected [54]. The phase

geometry enters these models via statistical descriptions such as volume fractions, phase topology, etc.

In contrast to the mean-field methods, full-field approaches, on the other hand, need a complete or

more realistic description of the microstructure and can then provide a more realistic representation of
the stress and strain states [54]. Since the microstructure is completely resolved and phase interactions

are accounted for, the most accurate and realistic one certainly is the full-field homogenization. With
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realistic states of stress and strain in each grain, this approach also can takes care of the accompanied

gradients, an accurate description of the grain morphology, an improved quantitative description of the

texture, and a reasonable representation of the interactions between the considered constituents (i.e.,
grains, phases, etc.). On the local scale, the full-field method allows us to resolve the heterogeneity of

stress and strain within particular grains and across the grains [55]. The main drawback of this approach

is the enormous computational effort which is still not compatible with industrial needs even though
the computational power is developing rapidly. Considerably less computational resources are needed

when applying mean-field approaches [45]. To remedy the high computational challenge in the full-field

simulation problems, Fast Fourier Transform (FFT) based methods can be applied, which ensures much

less computational times [53].

An alternative set of mean-field approaches for polycrystalline materials is the grain cluster model.

They represent an intermediate approach between the mean-field and full-field schemes. They reduce
the high computational cost of the latter by restricting the degrees of freedom to a small number of

regions with (typically) homogeneous strain inside each region. Those areas can be grains or phases, thus

extending the mean-field approaches by taking into account direct neighbor–neighbor interactions among

the constituents of a polycrystalline and potentially also multiphase aggregate [53].

1.5.2 Common mean-field approaches

Multi-scale originated plastic deformation may lead to bulk deformation behavior of metals that is
substantially different from that predicted by simple forms of polycrystal plasticity [56]. Based on the
assumptions of local interactions between the constituent grains, comparatively simpler models can
be separated [57]. Sachs and Taylor models, although simpler in nature neglecting local interactions,
pioneered the development of polycrystal plasticity by proposing two simple approaches. The Sachs

model, which is known as the lower bound model, assumes that each grain in the polycrystalline aggregate

is under a uniform stress, equal to the macroscopic stress. The Taylor model, on the other hand, known

as the upper bound model, assumes that all grains must accommodate the same plastic strain, equal to
the macroscopically imposed strain. Taylor model of polycrystal deformation presupposes that, in the

case of plasticity, the upper bound is much closer to the true solution than the lower bound [58]. In these

models, the actual heterogeneities that occur during deformation within a grain are neglected. It is well

known that the Taylor assumption is reasonable for materials that exhibit a mildly anisotropic plastic

response that is, comprised of crystals with many slip systems of comparable strength. However, using

Taylor model in other situations usually leads to prediction of excessively high stresses, incorrect texture

evolutions, or both [59]. In short, Sachs and Taylor-type models neglect either stress or strain variations

from grain to grain, respectively, in the polycrystalline aggregate. Another popular homogenizing method

is the self-consistent approach, originally proposed by Kröner in 1958. The self-consistent models assume

that each grain is an ellipsoidal inclusion embedded in an infinite homogeneous equivalent medium,
thus account for grain morphology through the inclusion formalism. Often this model neglects plastic

interactions between the inclusion and the surrounding matrix because the matrix is assumed to be elastic.

The plastic interactions can also be taken into account in an incremental self-consistent model to simulate
polycrystalline deformations. A rough comparison among this three common approaches can be seen in

Fig. 1.4.
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Figure 1.4: A rough comparison of three common mean-field estimates, Taylor vs. Sachs vs. Self-
consistent

1.5.3 RVE and ergodicity

As mentioned earlier, when aiming to describe the overall realistic constitutive behavior of heterogeneous

materials, it is necessary to not only account for the constitutive behavior of the constituent phases but

also for their arrangement and shapes. However, the micro-geometries of real inhomogeneous materials

are at least to some extent random and, in the majority of cases of practical relevance, their detailed
phase arrangements are highly complex. Due to the enormous efforts of measuring and digitizing real
3-D microstructures, it is required to generate equivalent microstructures reproducing the important
microstructural characteristics as accurately as possible [45]. Although modern image processing and
mesh generation software nowadays offer increasing capabilities, truly realistic models are difficult
to create and to solve [10]. An exact description of the microstructure based on purely experimental
characterization is unlikely to be successful. The key idea is to replace the real microstructure by an

artificial, geometrically simplified one with similar statistical properties [1]. The notion of representative

volume element (RVE) is introduced in this regard as a statistical concept. A RVE should be a random

volume element and should contain all possible heterogeneous elements. In fact, a RVE is a random

distribution of microheterogeneities; when it applies for periodic structure then it becomes a unit cell.

It is usually regarded as a volume of heterogeneous material that is sufficiently large to be statistically
representative of the material, i.e., to effectively include a sampling of all microstructural heterogeneities

that occur. Totally structured and totally random microheterogeneity can be viewed as extreme cases
which provide limit that are useful for practical applications. [60]. Mathematically this means that
when examining a microstructure, the local properties are distributed according to a spatially constant

probability density. In particular, the same statistical distribution of the properties is found at any position.

For statistically homogeneous materials all individual regions contained in a single random realization

(of infinite size) of the material are statistically similar. For such materials it is sensible to propose an
ergodicity hypothesis [1]. Since exact expressions for micro stress and strain fields cannot be given

even with reasonable effort, approximations have to be introduced that are typically based on the ergodic
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Figure 1.5: Approximate size of an RVE

hypothesis, i.e., the heterogeneous material is assumed to be statistically homogeneous [48]. The ergodicity

hypothesis states that averaging a mechanical field at a fixed point over the ensemble is equivalent to
averaging the same field over the volume of only one realization among the ensembles, if the volume

of the sample is infinitely large [45]. As mentioned earlier, if real microstructures are considered, high

computational costs arise from the complex morphology of the microstructure. Statistically similar RVEs

(SSRVEs) can be used as an alternative, which are constructed to possess similar statistical properties as

the real microstructure but are defined by a lower level of complexity [61]. Then the field variables such
as stress and strain are also statistically homogeneous in the similar RVE [62].

The proper choice of a RVE largely determines the accuracy of the modelling of a heterogeneous
material. It must however remain small enough to be considered as a volume element of continuum
mechanics. If an RVE is extended to all directions then the collective body would be considered as a
replacement of the real material. It is to be noted that, the size of a RVE depends on the investigated
morphological or physical property. For the same microstructure, the RVE size can differ if different

properties are under consideration. Hill first introduced a RVE at each material point of the macroscopic

specimen, the size of which at the same time needs to be sufficiently large to be representative for the
microstructure of the specimen and sufficiently small compared to the overall size of the specimen. In

other words, as shown in Fig. 1.5, conditions on the size of a RVE are:

1. Sufficiently small compared to the typical macroscale dimension of the structural component, LRVE�
Lmac,

2. Sufficiently large compared to the typical subscale dimension of micro-constituents, e.g. grains, lmic�
LRVE. When two above criteria are fulfilled, the mechanical behavior of the RVE is assumed to represent

the conditions of the entire specimen. Using such a RVE, the effective macroscopic mechanical fields of

stresses and strains are defined as volume averages of the fluctuating micro fields [45], as shown in Eqs.

(1.2)-(1.7).

According to Hill, the macroscopic strain energy and the volume average of microscopic strain energy

should be equivalent. the central point to the homogenization method is the Hill–Mandel condition that

enforces incremental energy equivalence between the microscale and the macro-scale. The boundary
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conditions of the micro-problem are chosen such that the Hill–Mandel condition is a priori satisfied [47].

Hill-Mandel macrohomogeneity condition or the energy equivalence condition states that the strain energy

density of the micro-fields equals the strain energy density of the macro-fields, making the microscopic

and macroscopic descriptions energetically equivalent. In other words, the fluctuations of the micro-fields

do not contribute to the macroscopic strain energy [48].

1.6 Plasticity modeling

1.6.1 Plasticity types

In general, most inelastic solids are rate-dependent. In spite of that, rate-independent plasticity theories

have been developed in the past to represent an idealization of rate-dependent plasticity with limited

applicability [60, 63]. If the deformation rate consists of an elastic and an inelastic constituent throughout

the entire deformation history, then the theory can be termed as fully rate-dependent plasticity. In these

theories there is no yield surface. On the other hand, if a clear yield surface is considered within which the
response is elastic and no plastic deformation inside the yield surface; response may be elastic-viscoplastic
on the yield surface where the plastic flow is rate-dependent, then the theories can be called rate-dependent

viscoplasticity or simply viscoplasticity. Often loading and unloading are considered in a viscoplastic

model [60].

1.6.2 Modeling approaches

The plastic response of metals is determined by the collective dynamics of dislocations, rather than
by the dynamics of individual dislocations. In general, major underlying mechanisms of macroscopic

plastic deformation phenomena (like stress-strain, creep, fatigue, hardening, recovery and many others)

are transport, interaction, generation, annihilation, storage, lock formation and rearrangement of dislo-
cations [34, 64]. Macroscopic deformation of crystalline materials can be attributed to the microscale

mechanisms of crystals [65]. The dislocation microstructures resulting from such dynamics are intrinsi-

cally heterogeneous and highly complex that make the understanding of mechanical properties a puzzling

problem. Therefore, the development of effective models for studying the multi-scale originated roots of

macroscopic behaviors is a challenge in materials science and engineering. The complexity of deformation

response across multi-length and multi-time scales makes the modeling of material behavior challenging.

In spite of that, there are various modeling techniques available in the literature based on whether the
principle of locality is considered or not. Crystal plasticity (CP) theories has been favored by many
researchers since forty years. The understanding of the plasticity of crystals across various length and

time scales is important for developing accurate and effective materials models. Some of the generalized

higher order plasticity theories are micromorphic, micropolar, gradient based etc.

1.6.3 State variables

It is well-known that the physical processes defining a behavior are too complicated to be represented in

terms of actual physical quantities. On the other hand, it is assumed that there is sufficient knowledge of

the physical processes in order to understand adequately the main mechanisms controlling the behavior.

Therefore some variables (structure parameters) corresponding to the dominant physical procedures and
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their evolution equations are attempted to be developed, so that the behavior of these variables simulates

the behavior of the physical processes under the same conditions [66]. These variables are called state-

variables, or internal variables, or hidden variables, as they cannot be directly determined by measuring

the stresses and strains, but only indirectly by comparing the stress-response after different deformation

processes [67]. In plasticity, most theories are based on the incorporation of internal state variables where

plastic deformation depends on the continuously changing internal states. Internal variables of state are

mathematical constructs that are considered in conjunction with the second law of thermodynamics [68].

The instantaneous response of a material is determined by its current state which is produced by the entire

past history of deformation and it is assumed that the current state is representable by a small number
of internal variables with their evolution equations usually with the rate form [44]. To explain some

complex deformation features of metal forming (like temperature dependent softening, strain localization

and microstructure evolution, etc.), material models are expected to be developed with the microstructural

state variables [34]. Based on how state variables evolve, models can be classified into phenomenological

and physically based.

1.6.4 Phenomenological vs. physical modeling

In a broader sense, physics-based models address microstructures and associated thermodynamic non-

equilibrium mechanisms and processes at different length and time scales. In micromechanics, physically

based material models are those where internal variables are directly linked to the physical processes.
In other words, these are models where knowledge about the underlying physical process, dislocation
processes etc, are used to formulate the constitutive equations [10]. This type of models have been
remarkably successful in providing a qualitative understanding of specific materials behavior, but it
is often difficult to generalize them for a class of technical materials [9, 16, 66]. Along with major
mechanisms, the collected information support the view that the dislocation velocity is affected by
various other processes involving lattice friction, jog dragging, impurity interactions, and many others.

Quantitative assessment of the respective contribution of such mechanisms is difficult for several reasons.

There is rather limited information on the temperature dependence of each individual mechanism and

the rules of their superposition [13]. As a result, instead of physically based modeling, often we rely on

phenomenological modeling. Phenomenological models can catch the essential phenomena dominating

the deformation based on the underlying physics of the deformation coupled to microstructure evolution.

These models reach their limits when smaller scales are considered [69] and the grain size effect is not

usually reflected by such models. Another limitation of phenomenological models is that they are not fully

capable of predicting properties of the material far from the validated experimental data [34]. To improve

their predictive power, instead of pure phenomenology, a common tendency of developing more physics

based phenomenology is often observed. The combination of physics and phenomenology in modeling is

sometimes called physical-phenomenological approach. In this types of models, physical processes are

considered somewhat implicitly, constitutive equations are constructed based on the knowledge about
the physical process causing the deformation. Although constitutive equations of this type are laid
out as phenomenological, they are based to some extent on physical considerations and experimental

observation [10].
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1.6.5 Classical crystal plasticity

The CP is a powerful approach for micro-mechanical modeling that can be used both at microscopic
and macroscopic scales. These techniques are capable of treating a wide range of mechanical prob-
lems in materials science and engineering including slip, twinning, grain boundary shear etc. When
formulated in conjunction with an appropriate homogenization scheme, the CP finite element method
is also suited to predict various macroscopic mechanical behaviors that are necessary for material and

process engineering [70]. Although CP has been used for long time as a mean-field approaches, efficient

full-field approaches based on CP have also been applied to analyze the actual micromechanical fields
that develop inside the grains of polycrystals [71]. Furthermore, the CP with FEM solver, commonly

known as CPFEM, can take into account the local interactions between each grain and their neighbors by

satisfying the equilibrium and compatibility conditions. It is commonly agreed that the CPFEM provides

better predictions compared to the other homogenization models because it accounts for both stress

equilibrium and strain compatibility. These theories can also be applied to predict the plastic anisotropy of
polycrystalline materials by accounting the fundamental mechanisms of plastic deformation [57]. There is

a strong industrial need to develop effective materials models based on CP in order to accurately describe

and predict the material behavior, for example metal forming. Good models of this kind can enable fast

and high quality productions in material development and production phases, can predict better life, and
can asses the materials in services.

Classical crystal plasticity is based on a number of hypotheses. First, in spite of the presence of

dislocations and defects, a crystal consists of a regular crystal lattice, which remains existent even under

arbitrarily large deformations. Second, distortion of the lattice is effectively elastic, in which the stresses

are related to the deformations of the lattice alone. Third, there exist crystallographic slip systems

consisting of slip planes and slip directions (Fig. 1.6-1.7), along with the crystal deforms by simple shears

and inelastic deformations take place. Forth, slip in a slip system can be activated only, when the shear

stress in it reaches a critical value, called critical resolved shear stress. Fifth, the initial critical resolved

shear stress can be considered as a material constant, and it changes as a functional of the entire slip
history of the crystal. Finally, the elasticity is unaffected by slip and the lattice geometry is unaltered
during the shears [72, 73]. One important point about the conventional theory of CP is that they only

accounts for effects of the history of crystallographic slip based on SSD, not based on GND [74].

The basic state variable in classical CP is the internal resistance that is related to the material internal

microstructure and has been identified as the intrinsic resistance to dislocation motion, thereby the

creep/plastic deformation, provided by different obstacles [75]. It is assumed that the material internal
state can manifest itself mainly by the change in the material internal resistance. The internal resistance

is expressed in terms of the critical resolved shear strength (CRSS) of a slip system in the crystal

plasticity framework [76]. This variable is deformation-history-dependent and represented as a function

depending on the accumulated slip. Internal resistance originates mainly from three contributions: (i)

dislocation to dislocation interaction, which is a function of both dislocation density and arrangement;
(ii) dislocation interaction with solute elements; and (iii) dislocation interaction with second phase

particles/precipitates [16]. Internal resistance is a reflection of the material internal microstructure that

resists plastic deformation. It is due to a friction stress needed to move dislocations through the lattice and

to pass short-range obstacles/interactions. Thermal vibrations usually assist the stress to overcome these
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Figure 1.6: Possible slip planes (n) and directions (s) with atomic arrangement, (Courtesy: continuumme-
chanics.org).

Figure 1.7: Possible slip planes in a face centered cubic type crystals, (Courtesy: clothing-
buzz.blogspot.de).

obstacles [10]. The role of climb in this kind of theories has been addressed in a purely phenomenological

manner, where the respective internal variable incorporates the contribution of climb. These classical

CP models are not capable of capturing macroscopic size-dependent effects and do not contain intrinsic

length-scales. Later, extended crystal plasticity theories have been developed in order to overcome this

drawback [5].

1.6.6 Dislocation density based CP

Due to some limitations of phenomenological modeling, a number of physically based micromechanical

models, i.e. based on dislocation densities and their arrangements, have been developed. This type of

physically based constitutive equations are formulated on the concept of internal variables, that describe

the material state and its history in terms of microstructural parameters. In the case of plasticity the most
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relevant microstructural state variable is the dislocation density as the dislocations are the carriers of
plastic deformation [3, 4, 53]. Dislocation density based crystal plasticity theories basically fall within

two broad categories. The first group relies on the heterogeneous dislocation substructure associated with

subgrain boundaries. The second category relies on more uniform dislocation network (not associated
with dislocation heterogeneities such as cells or subgrain walls) [7]. The simple model of this kind is

based on an one-variable model in term of the average dislocation density. One of the great advantages

of this type models is that the number of adjustable parameters is very less [77], though it ignores the

heterogeneous nature of the dislocation substructures. Roters et al. [78] proposed a novel three-variable

based model to describe the work hardening of metals and alloys. This model primarily takes into account

three types of dislocations, i.e. mobile dislocation density, immobile dislocation densities in cell wall
and cell interior. It is to be noted that motion of mobile dislocations carries the plastic strain while

immobile dislocations contribute to the plastic hardening [10]. A set of evolution laws is derived for each

type of dislocations accommodating the generation, annihilation, storage, locks and dipoles formation
of dislocations [34]. This model is also extended by dividing each dislocation category into edge and

screw dislocation. In some models grain boundary effects are also included by considering (i) GBs are

transparent to dislocations, and (ii) interfaces are perfect obstacles that do not allow dislocation penetration
events [3]. Even after harnessing of such physical processes, these models cannot reliably explain the size

effect. A solution to this difficulty is proposed to introduce additional hardening variables incorporating

an intrinsic length-scale. One of the most important such variables is the dislocation density tensor (also

called density of geometrically necessary dislocations) [79]. The measure of the net dislocation density

is a continuum description of both glide and geometrically-necessary dislocations [80]. In general, the

overall hardening is influenced by the superposition of contributions from both SSD and GND [81]. For

a full description of the microstructure, more parameters are required like grain size and shape, second

phase fractions, and precipitate morphology etc. [3, 4].

1.6.7 Gradient and higher order CP

The inability of earlier models to predict size-dependent effects has motivated the use of higher-order

gradient theories to model material behavior at the microscale. The physically motivated strain gradient

theories have been based on the introduction of GNDs and their dislocation mechanics [82] and thus render

the model size sensitive [83]. Such theories open the door of a new era of studying various behaviors
in different scales, including intra-grain mechanics, grain-scale mechanics or inter-grain/grain-cluster

mechanics, interfaces mechanics, thin film mechanics, grain boundary mechanics, grain interaction, grain

size effects, diffusion mechanisms, martensite mechanics, phase transformation, shape memory mechanics,

texture stability, in-grain texture formation, anisotropy, forming, deep drawing, process modeling, surface

roughening, non-local formulations, superplasticity, extrusion, recrystallization, nano-indentation, micro-
bending, fatigue, cyclic loading, void growth, multiphase mechanics, damage initiation, the prediction of

local lattice curvatures, etc and may more [3].

1.6.8 Short-range vs. long-range interactions

The interactions of dislocations and thus stress fields in crystals can be either short-range, such as with

individual dislocations, or long-range internal stress (LRIS) which refer to the variation in stress field that

occurs over longer length-scales, such as the microstructure (often micrometer-range) [30]. The first kind
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includes dislocation-dislocation interactions that produce small pile ups, dislocation tangles, different

locks and junctions like Lomer–Cottrell sessile dislocation junctions, interactions with other defects, e.g.

solute atoms. On the other hand, long-range interactions arise due to inhomogeneous plastic deformation

with microstructural heterogeneities of materials on different scales, i.e. grain/sub-grains boundaries, cell

blocks, and families of dislocation walls/channels [84, 85]. Few decades ago, long-range internal stresses

in deformed metals had been associated primarily with the existence of dislocation pile-ups. Short-range

is expected to be saturated quickly while long-range one is expected to be saturated more slowly [86].

1.6.9 Internal stress and its origin

It is well known that the internal state of a material manifests itself at the microscale in many ways; but

two that affect deformation rate are (i) a change in the material internal resistance and (ii) the presence of

internal stress [75]. The former one is discussed earlier. There is a very important issue within the creep

community regarding the later one is the presence of internal (or back) stress which has been suggested

for plastic deformation in general, including cyclic deformation, monotonic deformation, the Bauschinger

effect, springback in metal forming, etc. [30]. The internal stress is generally explained for polycrystals as

a natural consequence of the strain incompatibility between grains which deform differently due to their

specific orientations and/or the formation of cell/sub-grain structures [87]. This stress is also important for
the evolution of the microstructure during thermo-mechanical treatments, as recovery and recrystallization

are triggered by stress heterogeneities in the deformed state. As supported by electron microscope
observations, the most important sources of the internal stresses are constraint stresses arising from

misfitting interfaces, the lack of independent slip systems in the majority phases, and the elasto-plastic

co-deformation of the different alloy constituents [88] as well as the heterogeneity of plastic deformation

at the microscale leading to formation of inelastic-hard and inelastic-soft regions [89, 90]. It generally
refers to the deviation of these local stresses from the applied stress. The presence of heterogeneities

justifies the introduction of backstress concept. These heterogeneities could arise from the heterogeneous

microstructure perspective, from the dislocation configuration model, and even from the heterogeneous

SSD and GND distribution [7, 28, 91]. Internal stress fields in crystals can be either short-range (with
individual dislocations), or long-range (variations in stress that occur over longer length-scales) [92].

The internal stress also arises due to long-range interactions is also known as long-range internal stress.

Most of the time, the both terms are used interchangeably. The long-range dislocation–dislocation,

dislocation–boundary interactions, GND–GND and GND–free surface interactions etc. are responsible for

LRIS [58]. Long-range internal stresses (LRIS) associated with heterogeneous dislocation substructures

causing heterogeneous stresses have also been widely embraced for monotonic deformation including

elevated-temperature creep deformation process. In some context, the internal stress has been demonstrated

to be equivalent to the residual stress as it helps maintaining of internal equilibrium within a stress-free

body [76]. Based on the interactions of GND with slip systems, some authors formulated the backstress

as self-internal and full-internal backstress. Hence, some formulations of backstress are exclusively based

on the concept of GND density (that accommodate lattice incompatibilities) and its gradient [49, 58, 93].

For a lamellar material, the dislocations are concentrated in the matrix channels. As the precipitates are

not always plastically deformed, the local strain is very heterogeneous on a microscale [28]. For this kind

of material, back-stresses may come from the lamellar microstructures due to the trapping of dislocation

segments at the lamellar interfaces, which leads to bowing of dislocations between interfaces [7]. At

35



the beginning, it is interpreted that an internal back-stress is generated during deformation because of

short-range interactions as mobile dislocations are piled-up at strong obstacles, like grain boundaries or

precipitates [9]. Classical example of a heterogeneous dislocation distribution, namely pile-ups of primary

dislocations, were considered as the sources of the long-range internal stresses [15]. Later, this concepts

of internal stress caused by only dislocation pile-ups and short-interactions was heavily disputed [27].

The dislocation pile-ups also introduce some degree of long-range stress field which can exert a local back
stress, i.e. LRISs are also interpreted as due to the dislocation pile-ups. This backstress assists the reversed

motion of dislocations [94]. Recent experimental work has shown that the internal stress prevails also in

crystals containing dislocation wall or cell structures which has so far been considered as energetically

favorable dislocation patterns of negligible stress [15]. Heterogeneous microstructures and long-range

interactions of dislocation substructures are the major sources of this stress. In the absence of dislocation

pile-ups, interface dislocations maintain compatibility and give rise to LRIS [95]. Considering the all

arguments it can be said that the internal stress has length-scale dependent consequences i.e. the presence

of collective dislocations over different length-scales [24, 58], which arise due to inhomogeneous plastic

deformation between microstructural heterogeneities of materials on different scales, e.g., grains, sub-

grains, cell blocks, and families of dislocation walls/channels [10,24]. It is an athermal stress contribution
and is derived through physical arguments [5,84]. McDowell [96] divided the origin of backstress into five

length-scales. (i) inelastic bowing of dislocations in cells or channels (10-100 nm), (ii) differential flow

within crystals due to coherent or semi-coherent precipitates or particles (10–500 nm), (iii) interactions of

heterogeneous dislocation distribution with scale on the order of the mean free path for dislocation glide

(100–1000 nm), (iv) energy of dislocation arrays with net Burgers vector in confined volumes like pile-ups

at grain or phase boundaries, and (v) differential flow among a set of grains with orientation distribution

(10–500 mm). Hu et al. [76] describe the origin of residual stress from three different length-scales. These

are equivalent to macroscopic specimen size, mesoscopic and microscopic. The mesoscale residual stress

is a result of strain incompatibility between grains, created by the orientation dependent elastic and plastic

anisotropy. The micro origin is associated with mismatch between the soft matrix and hard precipitates or

dislocation cell walls, also known as composite effect. Internal stress appears as additional resolved shear

stresses in the crystallographic viscoplastic constitutive law for individual slip systems.

For a polycrystalline alloy, internal stress can be divided into inter- and intra-granular type. Inhomoge-

neous plastic deformation is inherently present between grains, this grain-to-grain inhomogeneous plastic

deformation or strain incompatibility is responsible for inter-granular back stress. This inter-granular

backstress evolves first with dislocation distribution, and then with grain fragmentation. In a cluster of

grains, intergranular back stress increases with the number of dislocation pile-ups which are present close

to grain boundaries to accommodate the plastic strain incompatibilities between grains. In other words,

intergranular back stress relates to differences in the numbers of dislocations close to grain boundaries

and within the grains. After further loading, the strong activity of secondary slip results in higher numbers

of dislocations inside grains, i.e., dislocations are distributed more homogeneously over grains, relieving

the intergranular back stress. Once interior dislocations become abundant, dislocations start strongly

rearranging to form dislocation high/low density regions and seek to form their most stable configuration.

This process of rearrangement on the one hand contributes to further relief of the intergranular back

stress, but on the other hand raises the intragranular back stress on a smaller scale due to the formation

of dislocation high/low density regions (e.g., walls and channels) [84]. According to some results, the
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relative magnitude of the intra-granular backstress initially seems to increase with the applied strain

level and finally both the relative intra- and inter-granular backstresses seem to stabilize [97]. When the

stabilized condition of dislocation microstructures is established, the requirement of material continuity is

totally fulfilled both at the intergranular and intragranular scales, leading to the saturation values of these

back stresses.

1.6.10 Backstress and hardening variables

In plasticity theories, the most complex part is the modeling of hardening. The trapping of mobile

dislocations with other mobile and immobile dislocations, formation of jogs, locks, and sessile junctions,

etc. are the major causes of hardening. In a broader sense, it originates from the short and long-range
interactions of dislocations. However, it is not clear to what extent these processes occur, and how
these should be incorporated into the evolution of the hardening variables (or internal variables) of a
crystal plasticity model at each material point. In most classical studies, one internal variables based
CP constitutive modeling is common, however, one internal variable combining hardening-softening

modeling is not very common [98]. The most common approach at the macroscale modeling is to consider

two hardening variables, i.e. isotropic and kinematic. Similarly in crystal plasticity, often equivalent two

variables are incorporated for each slip system considering the two types of interactions. This allocation of

short-range and long-range and consequent hardening variables seems to offer more accurate description

of the hardening behavior [86]. The concept of isotropic and kinematic hardening were originated from the
expansion and movement of yield surfaces. Macroscopically, the isotropic hardening variable corresponds
to the width of the elastic domain and expands the yield surface uniformly while the kinematic one moves

the surface without changing size [99]. In practice, these are idealization, the real scenario is combined

isotropic-kinematic [60]. Both yield and drag can be included in isotropic hardening variable. The former

one is directly related to the increase of dislocation densities, whereas the later one is associated with the

rapid changes in the dislocation structure. It is also explained that the equivalent backstress variable is

related to the formation of GND and its gradient [24, 100]. According to Estrin [101], it is related to the

density of less mobile (forest) dislocations. Usually both variables are treated as coupled in evolution

equations whose various terms account for major dislocation reactions involved [101].

1.6.11 Boundary condition

It is agreed that the Hill–Mandel consistency condition is an essential part of homogenization methods.

This condition is fulfilled via imposing three types of boundary conditions; they are displacement boundary
conditions (DBC), periodic boundary conditions (PBC) or traction boundary conditions (TBC), collectively

referred to as canonical boundary conditions [47]. Homogeneous traction boundary conditions give a

softer effective material response, while the displacement boundary conditions overestimate the stresses.

The respective BCs can be presented by the following equations:

Traction boundary condition

t = σ · ñ on ∂Ω (1.11)

Displacement boundary condition

u = H · x0 on ∂Ω (1.12)
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Periodic boundary conditions

u+ − u− = H · (x+
0 − x−

0 ) (1.13)

t+ + t− = 0 on ∂Ω (1.14)

Here, t stands for traction, n is for normal vector, u is the displacement, H is some sort of average strain

measure and +, − denote two opposite nodes. The symbol ∂Ω as usually indicates the boundary surfaces.

It is widely accepted that for a finite size of the RVE, the effective behavior obtained from the PBC is
bounded by DBC from above and TBC from below. In other words, PBC, the most versatile one, is a

compromise between the homogeneous TBC and linear DBC in the sense that they distribute the constraints

that are needed to complete the boundary value problem equally [102]. A related case comparing the

three BCs is shown in Fig. 1.8. Hence, PBC has become the most popular and commonly used boundary

condition in homogenization problems. Although PBC is a natural choice for the heterogeneous body
which exhibits a periodic structure, but later it is proved that for general heterogeneous materials also,

PBC with relatively small unit cell size provide reasonable estimates of the effective properties, even if

the medium does not have actual geometrical periodicity [103]. Thus a faster convergence in terms of the

RVE size is achieved compared to linear displacement boundary conditions [104]. It is well-known that

PBC provides the most precise results only for periodic micro-structures and also good but not necessarily

for micro-structures with random distributions of inclusions [47]. This means that the PBC provides the

more reasonable estimates among the class of possible boundary conditions for statistical homogeneous or

non-periodic media [52, 62]. It is also to be noted that, for highly random and heterogeneous media, it is

not always guaranteed that the PBC would be the most accurate one and would be bounded by DBC and

TBC [47]. In a RVE, the spatial periodicity conditions follow from the compatibility demands with respect

to the opposite edges. This also enforces two adjacent RVEs to show identical deformations without

overlapping or separation. This compatibility of two opposite boundaries implies two points. First, the

shape of both boundaries is and remains identical, and second, the stresses acting on those boundaries
are opposite in sign. This second condition states that the stress field is continuous when passing from
one cell to the next one [105]. It is worth mentioning that, for large RVE containing a large number of

heterogeneity, if the ratio d/l is small i.e. the size of RVE is sufficiently large, then boundary condition

type is unimportant, where d is the size of heterogeneity, l is the size of RVE. If the ratio is closer to 1 in

local plasticity theory then the BC important [106]. Thus, with increasing the size of the RVE, the effect

of boundary condition is reduced.

1.7 TiAl alloy system

The generation of Ti-rich TiAl-based intermetallic alloys represent an important class of high-temperature
structural materials providing a unique set of physical and mechanical properties that can lead to substantial

rewards in various sophisticated engineering applications like aircraft engines, industrial gas turbines and

automotive industry [107–109]. For example, This alloy system represents a major advance in propulsion

efficiency, realizing a 20% reduction in fuel consumption, a 50% reduction in noise, and an 80% reduction

in NOx emissions compared with prior engines in its class [110]. The GEnx(TM) engine is the first

commercial aircraft engine that is flying with titanium aluminide alloys in its low-pressure turbine (LPT)

blades, Fig. 1.9. The most successful of the automotive applications has been the development of TiAl
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Figure 1.8: A case of convergence trend for homogenized elasticity with respect to the three boundary
conditions, TBC, PBC and DBC [62].

turbochargers in 1998. In the last decades, it has replaced many contemporary metals and alloys till
800°C. A recent version of polysynthetically twinned (PST) single crystals like lamellar intermetallic

Ti-45Al-8Nb has been proposed to be used till 900°C [111]. Beyond aero-engine, gas turbine, etc., the

growing application has also been extended to petroleum, medical, and defense industries [112,113]. Since

1970s, this alloy system has been widely recognized as a possible basis for novel lightweight materials for
high-temperature applications [114]. Experts are convinced that the alloy system has immense potential

that could revolutionize the world of aviation. According to some experts, titanium aluminides are the only

promising alternatives in areas where heavy nickel alloys still prevail [115, 116]. As compared to some

other metals and alloys, the potentiality of the TiAl family can be shown by the Fig. 1.10. These alloys
exhibit impressive material properties such as high specific yield strength and stiffness, good oxidation

and ignition resistance combined with good creep properties at high-temperatures, fracture toughness,

corrosive resistance, low density, high thermal capability, and biocompatibility, etc. [109, 112, 113].
Sufficient strength at high-temperature and ductility at ambient temperature are crucial issues for those

lightweight alloys. Low ductility of TiAl alloys has long been considered an obstacle to its production

and use [115]. In order to increase the high-temperature capabilities of γ-TiAl-based alloys, current alloy

development programs are focused on Nb and C contents as ternary element [117] . Higher temperature

capability have been developed containing higher levels of Nb and Mo. The ternary additions serve

to improve properties such as increasing the room temperature ductility, improving high-temperature
properties, or refining the grain size. Brittleness was reduced by adjusting the material composition, and

manufacturing processes and the design were tailored to suit the material properties.

The development of TiAl based alloys began about 1970. The composition of engineering γ-TiAl based

alloys generally consists of 45-51 at.% Al with 1-10 at.% ternary additions. They consist predominantly

of the γ-TiAl phase with a reasonable amount of α2-Ti3Al phase. Earliest major work on γ-TiAl alloy
development was initiated in 1975-1983 by the U.S. Air Force Materials Laboratory, recommended

Ti-48Al-1V-(0.1C) as the best alloy composition based on ductility and creep resistance. Second major

development phase was 1986-1991, again initiated by the Air Force and performed by General Electric,

identified a second generation of alloys, Ti-48Al-2(Cr or Mn)-2Nb with improved ductility, strength,
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Figure 1.9: One of the most important applications of TiAl alloys is in the rear side (low pressure turbine
blades) of aerospace engine. (Courtesy: GEnx Aero Engine [118])

and oxidation resistance. One of the largest TiAl programs in the last two decades was the IMPRESS

Project, which was coordinated by the European Space Agency (ESA). The objective of the project was to
understand the strategic link between the material processing, the structure, and the final properties of new
intermetallic alloys, such as TiAl, that has many different applications ranging from aerospace components

to power generation systems [110]. Different generations of this alloy system has been proposed as:
First generation, Al: 45-51%, 1-10% other ternary elements
Second generation, Al: 45-48%, Nb/Ta/W/Mo: 2-5%, Cr/Mn/V: 1-3%, Si/B/C: <1%

Third generation, Al: 42-46%, Cr/Mn/Nb: 0-10%, W/Mo/Hf/Zr: 0-3%, B/C: 0-1%, Rare earth elements:

0–0.5%

It is to be noted that the highly successful and potential alloys from this family are processed in lamellar

structure as it is a key morphology. Three relevant length-scales have been proposed for lamellar TiAl

alloy: the colony size, the gamma domain size parallel to the interface and the lamellar spacing [114]. The

class of Ti-rich lamellar alloys (γ-TiAl+α2-Ti3Al) are already in many industrial applications fulfilling

strength and ductility requirements at high-temperature. Based on its higher aluminum content, Al-rich

TiAl2 phase is expected to have a lower density and better oxidation resistance than TiAl and α2-Ti3Al,

potentially making it a very attractive elevated temperature alloy constituent [119]. The Al-rich Ti–Al
alloys with Al-contents exceeding 54at.%Al are of special interest, because they are expected to form
protective Al2O3 scales instead of titanium oxides [120]. In short, due to better oxidation resistance,
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Figure 1.10: Specific yield strength comparison among TiAl family and some other contemporary
materials. The Green line shows the future potential of this alloy system. (Courtesy: [109])

20% lower density and higher (till 1050°C) operating temperature possibility of Al-rich Ti-Al alloys over

Ti-rich side, they have recently become a focus of interest [107, 121, 122].

1.8 Objectives of this thesis

Understanding different inelastic behaviors e.g. plasticity, plastic anisotropy, and tension-compression

asymmetry of high-temperature material is an integral part of modern engineering problems. In spite of

having a huge number of studies on Ti-rich side, the literature on the Al-rich part is very limited. This
Al-rich family of alloys is especially important to understand the combined effect of the lamellar mor-

phology and long-period superstructure (LPS). Directionally solidified such lamellar material is expected

to be highly anisotropic due to the presence of LPS and preferred orientations of the lamellar colonies

as like PST TiAl [123]. In the context of Al-rich TiAl alloys, rate-dependent asymmetric phenomena of

such alloys is especially important at high homologous temperature because of the appearance of one or

more long-period superstructures and subsequent activation of various deformation modes. To understand

the combined effect of the lamellar morphology and long-period superstructure is also of great interest.

However, the modeling approach of this alloy systems has not been attempted yet. Therefore, this study

is focused on this Al-rich side of the TiAl alloys. To the best of authors’ knowledge, micromechanical

modeling endeavor of Al-rich family has not been attempted so far. This study fills the gap of modeling
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by addressing a specific lamellar single crystal like Al-rich Ti-61.8at.%Al intermetallic where material

microstructure is highly complex with long-period superstructures. This is the first micromechanical mod-

eling project combining the rate-dependent anisotropic and asymmetric phenomena at high homologous

temperature. Determining critical stresses for different slip systems becomes one of the most important

parts, in fact a prerequisite, in modeling of plastic anisotropy. However, the task of finding individual
critical resolved shear stress (CRSS) for every single slip system, if not impossible, is formidable and
a delicate one especially if the microstructure is very complex. Slip family based, mechanism based
and morphology based (e.g. phase interface) slip systems classification and hence determining CRSS

consistent with experimental measurements are often used in crystal plasticity, that are not adequate for

this type high-temperature complex alloys.

As a part of the comprehensive micromechanical modeling approach, first, this study reviews the

current status of intermetallic Al-rich TiAl family as a whole, based on the available literature. From the

material science perspective, different issues have been highlighted including phases, microstructures,
deformation mechanism, mechanical properties etc. Then micromechanical, more specifically, crystal

viscoplasticity modeling of an exemplary lamellar alloy from this family has been presented. The model

has been tested and validated with two sets of experimental data taken from two lamellar/loading orienta-

tions, each set contains stress-strain behavior for three different strain rates. The compressive test data

at ultra-high homologous temperature of 1050°C have been utilized. The commercial software package

Abaqus Standard has been used for the simulation of all related models that have been implemented

through its user-subroutine (UMAT) functionally in Fortran programming language. Necessary material

parameters have also been identified and their justification is also discussed. From a variety of options in

identifying modeling parameters, which set of flow-rule dependent parameters is meaningful is discussed

here. Different related numerical aspects including slip activities are also outlined. Modeling strategies

for any alloy belongs to the family of Al-rich TiAl have also been discussed. A possible comparison with

Ti-rich side, where applicable, is also presented. The choice of the internal variables in CP power-laws

depending on the microstructural complexity and subsequent deformation mechanisms especially at high

homologous temperature has been discussed in great detail. Moreover, a generalized hardening-recovery

based evolution equation has also been proposed. A novel iterative algorithm for estimating individual
critical stresses for all slip systems has been developed. This scheme can be applied for various sets of

anisotropic and asymmetric data. Conventional approaches related to CRSS estimation are also compared

with the proposed one. At the end, based on the most reasonable set of identified material parameters, the

model has been used for qualitative prediction of the evolution of rate-dependent tension-compression

asymmetry. One central objective of this study is to understand the Al-rich TiAl based alloys as a whole
and establish a microstructure-properties relationship through a suitable homogenization scheme, which

would potentially assist in further alloy development to allow an assessment in terms of their potential for

possible applications.

This thesis has been organized with nine chapters. Apart from the introduction and background in the
chapter-1, a comprehensive review has been presented in the second chapter. Finite strain and finite

rotation based continuum framework, crystal plasticity modeling with detail of flow-rule and numerical

aspects have been demonstrated in chapter 2-5. The next three chapters (6-8) describe the iterative scheme

of CRSS estimation along with simulation results, parameter estimation and model prediction of tension-

42



compression-asymmetry along with the investigation of its probable origin at different length-scales. At

the end concluding remarks and possible outlook have been presented.
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Chapter 2

Al-rich Ti-Al alloy family

2.1 Phase diagram of Al-rich side

Due to the formation of some metastable phases, the phase equilibria in the Al-rich side of The Ti-Al

system are rather complex [122]. This phase diagram was not settled even some years ago and there were

many uncertain states. Therefor, all phase equilibria above 50at.% Al were given as dotted lines in the

relevant binary phase diagram. The most controversial area of Ti-Al binary phase diagram ranges between

55 and 77 at.% Al, and 900 to 1450°C [124]. Hence, efforts to the development of appropriate alloys

have been hindered substantially because no settled phase diagram of the Al-rich part [120]. One of the

recent binary phase diagram is shown in Fig. 2.1. Some other unsettled phase diagrams can be found

in [120, 125].

2.2 Highly brittle Al-rich TiAl alloys

Generally Al-rich phases in the TiAl alloy family make the alloy brittle and hard, so the increasing
of CRSS in different slip systems is expected with the increase of Al content. Kad and Fraser [126]

reported that the Ti-rich γ-TiAl alloys are significantly ductile at high-temperature because of no Al-rich

brittle phases. Depending on the amount of deviation from the stoichiometry, TiAl compounds exhibit

brittleness with the increasing of Al concentration. In Ti-62.5at.%Al, plate like r-TiAl2 type precipitate

in the γ matrix interrupt the motions of dislocations and retards the improvement in ductility below

1200°C [127]. Fujiwara et al. [128] mentioned that the cause of brittleness might be the partial dislocation

1/6<112], which is a constituent of the <011] type superlattice dislocation. The refractory elements
like Nb can improve tensile ductility as well as creep resistance of the Ti-Al alloys [129]. Besides the

beneficial effect of lamellar microstructures in improving mechanical properties, the fracture toughness,

elevated temperature strength and oxidation resistance are further enhanced by the addition of Nb [129].

Considering Ti-62.5at.%Al alloys containing Al5Ti3 precipitates in the L10 matrix, Appel and Oehring

reported that the strong hardening is mainly caused by the anti-phase boundaries that provide additional

resistance to subsequent glide processes. This indicates that some dislocations in TiAl are permanently

locked during the high-temperature deformation [118].
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Figure 2.1: Stability ranges of different phases in the Al-rich part of the Ti-Al system [122]

2.3 Phases in Al-rich side

Three different stable phases are possible in multiphase Ti-Al alloy system, these are γ-TiAl, α2-Ti3Al

and r-TiAl2 [120]. With melting point of 1463°C, γ-TiAl (L10-type) has a wide solubility range from
the near stoichiometry to the Al-rich side [130, 131]. In the near stoichiometric Ti-rich side, alloys
mostly consist of two phases, γ-TiAl and α2-Ti3Al. The γ-phase consists of face centered tetragonal

(with c/a=1.02) lattice and the α2-phase has hexagonal closed pack (HCP) crystal structures. Due to the

tetragonal structure of γ-TiAl phase, the atomic arrangement is not perfectly coherent and hence ledges
and misfit dislocations accommodate the lattice mismatch and reduce the elastic stresses in the lamellar

plates [114]. Beyond stoichiometric composition especially from 54at.%Al content, depending on the

Al content and annealing condition, one or more phases mostly with γ-matrix phase are emerged [132].

Along with stable γ-TiAl matrix phase, other precipitate phases are mostly metastable with long-range

order of L10-type structure. Among them, Al5Tl3 and h-Al2Ti are widely observed metastable phases.

Two superstructure phases, Al5Tl3 and h-Al2Ti, are frequently observed in as-cast and low-temperature-

annealed Al-rich TiAl alloys [133]. The Al5Tl3 phase rapidly dissolves above 900°C and h-Al2Ti remains

as metastable phase at least up to 1200°C. Annealing of Ti-58.0at.%Al below 800°C results in an island

like Al5Tl3 phase developed in the host L10 phase, which in turn completely dissolves by annealing at
higher temperature [130, 134], and ultimately transforms fully into h-Al2Ti with the increasing of Al

concentration (at least till Ti-62.5at.%Al) [135]. In general, precipitates of Al2Ti, alone or with other
phases, are found in the composition range of 56-75 at.%Al. This r-Al2Ti superstructure phase has an
approximate melting point of 1215°C [119, 131]. Mostly, it has been found to be stable below 1150°C.
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Figure 2.2: Crystal structures with lattice parameters for different phases appearing in the Al-rich TiAl
alloys. (a) L10 structure, (b) Al5Tl3 superstructure, (c) h-TiAl2 superstructure, (d) r-TiAl2 superstructure.
The figure is taken from [130].

When the Al composition is higher than 60at.%, this phase is appeared with significant volume fractions

maintaining semi-coherence to the L10 matrix, sometimes with Al5Ti3 superstructure. The density of
the r-TiAl2 phase is 3.53-3.54 g/cc, lower than γ-TiAl and α2-Ti3Al [119]. In Ti-62.5 at.% Al alloys,

annealed at temperatures below 1200°C, the r-TiAl2 phase is finally formed as an equilibrium phase, but

the ordering of Al5Ti3 and subsequently h-TiAl2 often proceeds prior to the precipitation of r-TiAl2 [132].

A recent study on the phases and their evolution for 59.4 to 60.4at.%Al contents depending on the

processing and annealing condition can be found in Palm et al. [122].

All of the three superstructure phases consist of face centered ordered structures of γ-TiAl. The

h-TiAl2 phase is similar to threefold face centered structure while r-phase is six fold and Al5Tl3 su-

perstructure is equivalent to sixteen face centered lattice units. These long-period superstructures have

different lattice periodicity, e.g. four-fold periodicity along the a- and b-axes in the Al5Tl3 superstructure;

three-fold periodicity along the b- axis in the h-TiAl2; and six-fold periodicity along the c-axis in the

r-TiAl2 [130], as shown in Fig. 2.2. In the h-TiAl2 and r-TiAl2 superstructures, the periodicities of Al

layers are different. There is consistent indication that the superstructure phases formed in the Al-rich

γ-TiAl often exhibit fine microstructures with short-range order (SRO), anti-phase domain boundaries,

and so on in certain ranges of Al concentrations and temperatures [133, 136, 137]. This is one of the

most characteristic features of the long-period ordering phenomena in Al-rich TiAl [138]. For both 62.5

and 60at.%Al alloys, Al5Ti3 SRO structures are found in Ti-rich (002) layers of the L10 ordered γ-TiAl

matrix along with long-range order (LRO) phase up to about 800°C. At higher temperature, SRO state

becomes unstable in the course of the phase transformation from the Al5Ti3 to the h-TiAl2 phase [134].

In spite of a number of studies, structural details and formation processes of the fine microstructures are

still controversial in many cases, owing to insufficient experimental information at the atomic scale [138].
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2.4 Production routes

The major challenges for the implementation of TiAl alloys are low ductility and processing. A range of

processing routes has been explored including casting, extrusion, and forging. Powder metallurgy and

additive manufacturing routes have also been explored. In principle, casting offers the most cost-effective

route for the production of complex shapes, since it is a well-established process. Extrusion and forging

have been used to produce compressor blades for engine testing. There has been significant interest in

centrifugal casting of TiAl, and hence, both horizontal and vertical forms of centrifugal casting have
also been explored [110]. The stability of a long-period superstructure remarkably decreased in rapidly

solidified process and the constituent phase may changes from one to another, however, rapid solidification

is effective to examine the subsequent ordering process during heat treatment [130]. Benci et al. [119] and
Nakano et al. [139] reported that powder-processed r-TiAl2 shows superior strength to TiAl polycrystals

below 900°C. The yield strength of powder processed r-TiAl2 at 400°C is approximately 1000 MPa,

decreasing to about 500 MPa at 800°C, almost six times greater than the yield strength of cast TiAl2 over

this same temperature range [119].

2.5 Ordering and stability

So far we know, the r-Al2Ti is stable at about 58 to 62.5at.%Al in the temperature range between 700°C

and 1200°C [120, 122, 125, 133]. The volume fraction of the constituent r-TiAl2 phase depends on the
alloy composition and annealing temperature, and decreases with increasing Ti content and increasing
temperature. The compositions ranging from Ti-54.7at.%Al to Ti-62.5at.%Al annealed at 1200°C, the

Al5Ti3 long-period superstructure is embedded in the host L10 matrix, then transformed gradually into

h-TiAl2 with the increasing Al concentration, and finally, there is a complete transformation into h-TiAl2
for Ti-62.5at.%Al alloy [135]. Since the periodicity of Al layers in the r-TiAl2 phase is different from

that in the L10 structure (the Al5Ti3 and h-TiAl2 phases have stacking periodicity analogous to that in the

L10), a complex diffusion process is necessary for the nucleation and growth in the phase transformation

to r-TiAl2 phase [130]. Therefore, the Al5Ti3 and h-TiAl2 phases appear prior to the formation of the

final equilibrium r-TiAl2 phase. At first the Al5Ti3 phase formed rapidly and then the metastable h-TiAl2
phase appeared prior to that of the r-TiAl2 phase [130], which has been confirmed in Ti-60at.%Al and

Ti-62.5at.%Al during annealing below 800°C.

Further ordering under long-period superstructures may occur in the Al-rich region depending on

the Al composition and heat treatment [135]. Annealing of Ti-58at.%Al at 1000°C for 1 h, only the

r-Al2Ti phase is remained in the L10 matrix. In Ti-62.5at.%Al alloy, Al5Ti3 were obtained with the

matrix phase by the floating zone method and subsequent heat treatment at 750°C for 48h [140]. If the

intermetallic alloys containing Al of 56, 58 and 60 at.% are aged at 700°C, the TiAl phase decomposes

into the two-phase state of Ti3Al5 and TiAl [141]. Moreover, annealing at 930°C results a nice lamellar

morphology of the γ and r phases [130], as shown in Fig. 2.3. Single-phase single crystal of only Al5Ti3
phase can also be generated over a wide temperature and time range of annealing although the anti-phase

boundaries (APB) based on the Al5Ti3-type ordering exist [132]. First annealing of Ti-62.5at.%Al at

1200°C and then at 750°C for 48h results in Al5Ti3 single-phase single crystals [135].

More interestingly, one or more phases (e.g. Al5Ti3) can be completely eliminated by the choice of a set

of suitable heat treatment parameters. From Ti-60at.%Al and Ti-62.5at.%Al crystals containing Al5Ti3

48



Figure 2.3: Electron micrographs of Ti-62.5at.%Al alloy annealed at 930°C, taken from [130]

and r-TiAl2 phases embedded in the γ-TiAl matrix, the plate like r-TiAl2 phase can be eliminated by

annealing for 1 h at 1100 and 1200°C, respectively [134]. The r-TiAl2 is only found to be stable in Ti-

62.5at.% Al if the alloy is annealed at temperatures below 1200°C [132]. The Al5Ti3 superstructural spots

start disappearing and the h-TiAl2 spots become dominant after 800°C [132]. In short, the Ti-62.5at%Al

alloy exhibits a clear annealing temperature dependence of the long-period superstructure phases: an
Al5Ti3 ordered state below 800°C, Al5Ti3 with SRO state and h-TiAl2 or r-TiAl2 till 1200°C, and an

h-TiAl2 ordered state above 1200°C [132, 138, 142, 143]. More detail about different SRO states and the

SRO-LRO transition in Ti-62.5at.%Al can be found in [143, 144].

As reported earlier, the plate-like r-TiAl2 phase in as-grown Ti-62.5at.% Al single crystals were easily
annihilated by annealing at 1200°C for 1 h, while small h-TiAl2 particles were homogeneously distributed

in the L10 matrix. Subsequent annealing at temperatures between 500 and 900°C for 1 h did not produce

r-TiAl2 yet, although both r-TiAl2 and L10 are known to be stable phases in this annealing temperature

range [132]. Metastable nature of the h-TiAl2 phase is observed at various annealing temperatures below

1200°C [132]. So, in general, the r-TiAl2 and h-TiAl2 phases are believed to be final stable structures in

the temperature range below and above 1200°C, respectively, but some preceding phases appear prior

to the ordering of the final superstructure [132]. The precipitation of h-TiAl2 can be accelerated by
increasing annealing temperature. Annealing time is also a very important factor in the stability of
superstructures. For instance, annealing at 900°C for 1 h, the h-TiAl2 phase is formed with lamellar
morphology along with the matrix phase whereas further annealing may introduce r-TiAl2 into this
crystals [132]. Single crystals of Ti-54.7at.%Al, Ti-56.0at.%Al, Ti-58.0at.%Al, Ti-60.0at.%Al and Ti-

62.5at.%Al produced by different annealing temperatures and times along with a comparative study can

be found in [135]. An overview of different alloy phases with appeared LPS in Al-rich region has been

documented according to Al concentration and heat treatment in [120, 131, 133]. Further works on the

appeared phases are [125] and [122] with special emphasize on Ti-62at.%Al and Ti-60at.%Al. In spite of

a number of experimental studies in the Al-rich side, the stability and ordering mechanism of the LPSs are

sometimes controversial [145, 146]. There are many uncertain points remaining and their actual influence
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in deformation mechanisms is still not fully understood. As mentioned earlier, the most controversial
area of Ti-Al binary phase diagram ranges between 55 and 77 at.% Al, and 900 to 1450°C [124]. The

TiAl-TiAl2 region with Al contents from 56 to 65 at.%Al is still not resolved satisfactorily [120]. Some

other unresolved issues are the precise morphological stability of the microstructure, the dynamics of the

microstructural changes, the stability and the ordering mechanisms, and accurate precipitation processes

etc. [145–147]. This may be due to the fact that the long-period ordering is quite sensitive to the Al

concentration and annealing conditions [148].

2.6 Lamellar alloys: Ti-rich vs. Al-rich with LPS

Gamma-TiAl based Ti-rich alloys derive their superior creep properties from their lamellar γ-TiAl +

α2-Ti3Al microstructures. It is worth to mention that the lamellar structure is a key morphology for
many complex engineering materials [149]. Such a lamellar structure is expected to have a significant
influence on the deformation behavior [128]. This kind of microstructures generally exhibit improved

ductility, fracture toughness and creep resistance in comparison to their monolithic constituents [150,151].

Lamellar strengthening sometimes might be more influential than grain size strengthening [114]. Current

activities to improve the properties of γ-TiAl based alloys mainly focus on improving strength and creep

resistance at high-temperatures and a better oxidation behavior [120], for which Al-rich alloys deserve

special attention. For a lamellar alloy, there are mainly four components of shear stress, from which one or

more are responsible for yield and plastic anisotropy depending on the microstructural and morphological

combination. These four components are: 1) lattice resistance of the material or Peierls stress which
depends on the lattice type and lattice plane, 2) stress to operate dislocation sources or the Frank Read

stress, 3) stress required to transmit dislocations through interfaces or the Hall-Petch stress, and 4) internal

stress generated by lattice mismatches in the lamellar interfaces. Even though deformation modes along

the lamellar plane is easy or soft-mode, and across the lamellae is hard, these stresses have very different

effects on soft- and hard-modes of deformation and account for some of the plastic anisotropy. For the

complex hardening mechanism of individual slip system, the effect of the Hall-Petch stress is believed to

be dominant [152].

From the rough range of 58-65 at.%Al content, there is a possibility of generating lamellar structure

with stable γ and r phases. Further interest is on alloys with about 62at.%Al due to the possibility of

generating lamellar and stable phases of γ-TiAl + r-TiAl2 microstructures (like in Fig. 2.3), which may

enhance the prospects of possible alloy developments as Ti-rich side. There is a number of studies on the

choice of the heat treatment parameters for which lamellar alloys with stable phases can be generated.
A summary of some of the available studies on phases and morphology appeared in alloys with 58,
60, 62, 64%Al contents for different heat treatment parameters can be found in [120, 133]. Braun and

Ellner [131] investigated some alloys with 60-64at.%Al contents and showed that the lamellar structure

can be generated by the choice of the annealing temperature ranging from 800-1100°C. With the increase

of Al-content, higher annealing temperature might be necessary. An elaborated summary on this issue
can be found in [120]. Another detailed study on the formation of lamellar structures can be found

in [125], where phases, microstructures, lamellar spacing, lamellar coarsening, and related heat treatment

parameters etc. are also discussed. Special emphasize is given on 62%Al content, which shows that

950C/200h/WQ are the most favorable parameters for generating coarse and fully lamellar alloy of γ-TiAl

50



+ r-TiAl2 phases where supersaturation with Al is apparently a prerequisite for the formation of such

lamellar structure [122].

As mentioned earlier, over a wide solubility range in off-stoichiometric Al-rich region, long-period

superstructures appear depending on the Al concentration and annealing conditions e.g. temperature

and time [145, 146]. They plays an important role in operative deformation modes and configuration of

dislocations in Al-rich TiAl, depending on the Al concentration. Plastic deformation behavior and activated

slip systems in Al-rich TiAl crystals are closely related to the formation of mentioned superstructures

such as Al5Ti3, h-Al2Ti and r-Al2Ti [132, 140]. Anomalous strengthening and slip-plane transition for

the 1/2<110] ordinary dislocations at temperatures around the peak stress in the yield stress-temperature

curve are also thought to be influenced by the Al5Ti3-type ordering in Ti-62.5 at.% Al [132]. Fourfold

ordinary dislocations, for example, often move as a group in the Al5Ti3 superstructure embedded in the

L10 matrix. Many studies have concluded that dislocation motion in Al-rich TiAl is strongly influenced

by the appearance of some long-period superstructures [145].

2.7 Deformation mechanisms: Ti-rich vs. Al-rich lamellar TiAl

The deformation modes of TiAl based alloys strongly depend on their microstructure, alloy composition

(e.g. Al concentration), orientation, impurity content of interstitial atoms and deformation temperature

[117,153]. It is now well established that the fundamental deformation mechanisms of Ti-rich γ-TiAl+α2-

Ti3Al based alloys consist of ordinary slip 1
2 <110]{111}, superdislocation slip <101]{111} as well as

twin systems 1
6 <112]{111} [128, 136, 154, 155]. Often 1

2 <112]{111} type superdislocation slip is also

observed [117, 155]. Under most conditions deformation occurs along the {111} planes by the glide of

ordinary dislocations with the Burgers vector 1/2<110] and superdislocations with <101] and 1/2 <112].

Below the peak temperature, ordinary slips are dominantly operative for most loading orientations. As

the γ-phase is considerably weaker than the α2-phase, mostly it is assumed that the plastic deformation

parallel to the interface is controlled by the softer γ-TiAl phase, while deformation component normal to

these boundaries is dominated by the harder α2-Ti3Al phase [117,150]. Although some authors previously

considered ordinary dislocation slips and twinning are predominant than superlattice dislocations, later

investigation shows that superdislocations are significant and there is clear evidence that superdislocations

are kinematically necessary for plastic deformation [156].

On the other hand, excess Al atoms in the Al-rich alloys may replace some Ti atoms on the (001)
plane and form different ordered structures. As a result we observe three long-period superstructures
of r-Al2Ti, h-Al2Ti and Al5Ti3 and they are based on the face centered lattice. Such periodic ordering

contributes to the deformation modes of these alloys. The work of Nakano et al. [140] is a good example

in this regard. They found that the CRSS for {111}1/2<110] ordinary slip family is quite lower in Al5Ti3
single-phase single crystals than that in other Al-rich TiAl crystals composed of Al5Ti3 precipitates and

the L10 matrix [140]. Analyzing Al5Ti3 single phase single crystals, they further reported that, almost
all dislocations exists as a group of four dislocation segments with the same sign of 1/2<110] Burgers

vector. Three APBs are created between the 1/2<110] dislocations, thus the group motion of four ordinary

dislocations is most favorable for suppressing the effect of APBs, resulting in a stress drop in Al5Ti3
single-phase single crystals. In contrast, superlattice dislocations did not move as a group and glided

independently in that single-phase single crystals [140]. So it is clear that the plastic deformation behavior

and activated slip systems in Al-rich TiAl crystals are closely related to formation of the respective
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superstructures [132]. Fundamental deformation features of the Al-rich alloys compared to the Ti-rich

side can be divided into the following points.

• Firstly, twinning is suppressed for most alloys and the dislocation motion is strongly influenced

by the appearance of LPS in Al-rich TiAl alloys [157, 158]. However, Inui et al. [159] observed
twinning in Ti-56at.%Al alloys in the temperature range 800-1000°C.

• Secondly, in contrast to the ordinary slips in Ti-rich alloys, superlattice dislocations are mostly

operative below the peak temperature in the Al-rich side. Analyzing Ti-54.5at.%Al, Jiao et al. [160]

noted that a major part of the slip occurs via the <0l1] superdislocations in the temperature range

below the peak. On the other hand, {111}<101] superlattice slip is found to be a dominant system

in Ti-54.7at.%Al and 58.0at.%Al single crystals at all the tested temperatures up to 900°C [140].

Nakano et al. [153] reported that the <101] superlattice dislocations were more often observed
than other slip systems. Higher mobility of these dislocations than that of 1/2<110] ordinary
dislocations has been confirmed by analyzing many compounds in the composition range 52-
60at.%Al. They further explained that the CRSS for the ordinary dislocations rises sharply with
increasing Al concentration, while the superlattice dislocations showed no strong sensitivity to

the composition. Therefore, ordinary dislocations were dominantly operative in Ti-Al alloys with

near-stoichiometric composition, while the motion of superlattice dislocations controlled the plastic

behavior of Al-rich Ti-Al. In Ti-52.6at.%Al, the predominant deformation modes change from the

ordinary slips to superslips due to the emergence of superstructure [145, 157]. In some Al-rich TiAl

single crystal, 1/2<112] type superdislocations are also found to be mainly active at 800°C [161].

One important point is that the superdislocations with 1/2<112] have been observed to dissociate

to form faulted dipoles during low-temperature deformation and this dissociation contributes to
the strong hardening rate, while at a higher deformation temperature (T = 750°C or more) these
dislocations disappear [162]. However, Nakano et al. [139, 158] documented that the 1/2<110]

ordinary dislocations are always operative in the L10 structure like in Ti-rich side. Moreover, they

glide on the {111} planes independently in the matrix phase and as a pair in the superstructures of

r-Al2Ti and h-Al2 in Ti-62.5at.%Al. According to them, ordinary dislocations glide individually

although slight threefold grouping is also encountered with the periodicity of h-Al2Ti [135, 158].

The ordinary slips are operative and independent of the tested temperature and crystal orientation,

is also reported in [140]

• Thirdly, ordinary dislocations are suppressed by the LPS. Nakano et al. [130] found that the motion

of 1/2<110] ordinary dislocations was suppressed by the development of the Al5Ti3-type ordering

with increasing Al composition. Nakano et al. [140] also found that the existence of the L10

matrix with the Al5Ti3 phase is closely related to strengthening for the ordinary slip, because the

strengthening of ordinary slips was not observed with Al5Ti3 single phase single crystals with
similar compositions. So it is evident that the plastic deformation behavior and operative slip

system in Al-rich off-stoichiometric TiAl crystals are very sensitive to formation of the long-period

superstructures such as Al5Ti3, h-Al2Ti and r-Al2Ti [140]. Nakano et al. [158] concluded that

with the addition of Al, <101] slip becomes gradually favored at the expense of 1
2 <110] ordinary

slip as the energy of APBs engendered in Al5Ti3 by ordinary dislocations is higher than those

created by <101] superlattice dislocations. Because the isolated dislocations created extra APBs
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behind the dislocations, the pronounced frequency of APB formation must have contributed to the

rapid increase in the CRSS till the peak temperature for 1
2 <110] ordinary slip relative to <101]

slip [145]. So the relative motion of ordinary dislocations is difficult compared to superlattice
dislocations at lower temperature. At some very low temperature, e.g. -77°C, ordinary dislocation

has not been observed in alloys with 56%Al content [163]. Considering Ti50Al50 to Ti42Al58 alloys,

for instance, the critical shear stresses resolved on ordinary and superslips increase by a factor of 4

and 1.5, respectively [136]. Which means extra strengthening is achieved by increasing Al, and

mainly ordinary slips gets harder. Studying Ti-62.5.%Al, it is concluded that the CRSS of 1/2<110]

ordinary system increases with the growth of h-Al2Ti and with the increasing of Al concentration

and annealing time. The CRSS for the same system further increases with the further formation

of superstructures within the L10 matrix. Like Al5Ti3 and h-Al2Ti phases, the r-Al2Ti precipitate

suppresses the motion of 1
2 <110] ordinary dislocations resulting in significant strengthening [127].

• Fourthly, transition of slip plane from {111} to {110} and (001). Nakano et al. [139] and Jiao

et al. [164] reported that a transition of predominance in slip plane from {111} to (001) occurs
near and above the peak temperature around 800°C due to the anisotropy of anti-phase boundary

(APB) energies on {111} and (001) in the r-Al2Ti and Al5Ti3 phases created by 1
2 <110] ordinary

dislocations [139, 160]. Hayashi et al. [157] further reported that, with the presence of the Al5Ti3
superstructure, the transition of slip plane for 1/2<110] ordinary dislocations from {111} to {110}

and/or {001} occurred at and above the peak temperature.

• Fifthly, the existence of the regular misfit dislocation network at the interfaces. As long as the
lamellar phases in the matrix are very fine, the misfit dislocations were hardly observed in the
interlamellar boundaries. Regular misfit dislocations are increased with the coarsening of the
lamellae [125] due to discontinuous grain boundary migration as well as continuously by fault

migration [122]. Fully coarsened lamellar microstructures contain misfit dislocation networks at

the interfaces with orthogonal burger vectors, which results activation of the slip systems along the

interface plane [125, 165]. Semi-coherent boundaries containing misfit boundary dislocations are

also formed at the interface of the r-Al2Ti /L10. This also suggests that strengthening is achieved

by the r-Al2Ti [139].

• Sixth and finally, complex deformation modes at and after the peak temperature. Inui et al. [159]

investigated Ti-56at.%Al alloys from -200 to 1100°C for seven different loading orientations. Till

700°C, it is found that the superlattice slips are operative for six orientations, while ordinary slips are

operative only for a single case. At 800°C, super slips are replaced by twinning for one orientation,

other loading cases are same as before. At 900°C, ordinary slips are replaced by superslips for

another loading case, rest are same as the case of 800°C. The operative systems, so far, all belong

to the {111} planes. Surprisingly at 1000°C, in addition to {111} planes, ordinary and superslips

are found to be operative for some orientations along {110} and (001) planes. The summary is

presented in Fig. 2.4.

So it can be summarized that, above the peak temperature, 1/2<110] slip, twinning and 1/2<112]
superlattice slip can be considered to be operative depending on the alloy composition and orientation.
Ordinary slip 1/2<110] occurs not only along the {111} planes but also on (001) and {1l0} planes for
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Figure 2.4: Summary of the deformation modes for the seven different orientations investigated in wide
temperature range from -200 to 1100°C. Different deformation modes are indicated by different symbols.
(Courtesy: [159]).

some orientations [159]. In general, the ordinary slips are active only in a limited range of orientations

below the peak temperature [166].

2.8 Yield stress anomaly (YSA)

Anomalous yielding is a very important issue that has been reported in many papers and is not clearly

understood for the TiAl alloy family. The slip systems operating in Al-rich γ-TiAl exhibit a pronounced

anomalous increase of the critical stress with temperature, specifically near and after the peak temperature.

In this regard, Inui et al. [159] is one of the finest contributions in understanding YSA for Al-rich TiAl

alloys. Investigating the Ti-56at.%Al alloys with seven different loading orientations, Inui et al. [159]
reported that the yield stress varies with temperature in three stages, Fig. 2.5. Firstly at low tempera-

tures, it decreases rapidly with increasing temperature followed by a plateau region up to about 600°C.

Secondly, then the yield stress increases anomalously with increasing temperature and reaches a peak at

700-1000°C, depending on crystal orientation. Thirdly, above the peak, it again decreases rapidly with

increasing temperature. As mentioned earlier, in the first two stages, the major deformation mode is either

ordinary or <101] superlattice slip depending on the crystal orientation. The CRSS for ordinary slip is

considerably larger than that of <101] superlattice slip. The third stage is the highest-temperature stage

where 1/2<110] slip, twinning and 1/2<112] superlattice slip are identified to be operative. Slip along

1/2<110] occurs not only on {111} but also on (001) and {110}, depending on the orientations [159].
Similar trend has also been observed in alloys with 58-62.5at.%Al, showing the peak of anomaly at

800°C [139]. The microscale yield, or CRSS, is also observed to be anomalous in the same range of YSA.
Both the ordinary and <101] superlattice slips exhibit an anomalous increase in the critical resolved shear

stress (CRSS). However, the extent of the anomaly associated with the ordinary slip is much smaller than

that for the superlattice dislocation slip [159]. Jiao et al. [160] made the similar conclusion mentioning

that the observed anomaly in the yield stress reflects mainly an anomaly for <0ll]{111} slip. According
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Figure 2.5: Yield stress anomaly against temperature for seven different orientations. (Courtesy: [159]).

to Feng and Whang [155], both the 1/2<110]{111} and <101]{111} slips are two dominant slip systems

responsible for the plastic deformation and anomalous hardening in this material, and their presence
strongly depends on temperature and applied stress direction. In Al5Ti3 single phase single crystals,
superlattice slips do not exhibit an anomalous stress peak with Al concentration and thus anomalous

strengthening does not appear in that alloys [140]. Interesting to note that the anomaly is not limited to

the macroscopic yielding and microscopic CRSS, but also observed in the lattice parameters. Nakano
et al. [130] investigated three Al-rich alloys (Ti-58at.%Al, Ti-60at.%Al, Ti-62.5at.%Al) with different

annealing temperatures where it is observed that the ratio of the lattice parameters c/a has an anomalous

trend of sudden decrease and increasing in the temperature range of 700-900°C. Some other works on the

yield stress anomaly in Al-rich side are [164, 167–169]. Analyzing Ti-56at.%Al, Feng and Whang stated

that the softening occurs in the third stage with increasing temperature after 900°C, which could mean the

decoupling of the anomalous hardening mechanism occurs in the final stage [155].

Two other explanations of YSA in the Al-rich side can be found in the literature. These are the
jog formation by cross slip of ordinary dislocations and dislocation lock/unlock by the LPS or minor
phases. In Ti-54.5at.%Al single crystals, Jiao et al. [164] observed that the Al-rich γ-TiAl alloys show

yield stress anomaly (YSA) between 600-900°C depending on the alloy composition, texture and grain

size. With the increasing temperature, due to increasing amounts of larger jogs formation onto {110)
planes by cross-slip of ordinary dislocations in gliding on the {111} primary planes is thought to be
the cause of the YSA [155, 164]. Hayashi et al. [157] also pointed a similar explanation. The said that
the cross slipping of some ordinary dislocation from {111} to {110) and/or (001) planes at elevated
temperatures might lead to anomalous strengthening. In the case of the <101]{111} superdislocation
glide systems, Appel and Oehring [118] noted that the yield stress anomaly can be attributed to the

formation of thermally stable dislocation locks. They further reported that the anomalous yielding and

hardening of the 1/2<110]{111} ordinary glide system is probably caused by the formation of an ordered

superstructure e.g. Al5Ti3 phase. These results provide good supporting evidence that the yield stress

55



Figure 2.6: Micrograph of nearly lamellar morphology of Ti-61.8at.%Al single crystal like alloy [151], as
processed by FIB (Focused Ion Beam), r-plates: bright, and γ-phase: dark.

anomaly can be strongly affected by minor phases present in Al-rich alloys [118]. The yield stress of

Ti-62.5at.%Al was approximately twice as large as that of Ti-58at.%Al at and below 1100°C where the

r-Al2Ti precipitates still remained in Ti-62.5at.%Al. This suggests that the anomalous strengthening is

achieved by the r-Al2Ti precipitates [139].

2.9 Basic microstructural features of Ti-61.8at.%Al

In this section, we are going to concentrate on a specific complex alloy with lamellar morphology and LPS.

As mentioned earlier, Al-rich TiAl with nearly 62at.%Al is especially important due to the possibility of

generating lamellar γ-TiAl + r-Al2Ti microstructures. Palm et al. [122] reported that after heat treatment

at 950°C for 200 h Ti-62at.%Al showed a fully lamellar microstructure of γ-TiAl + r-Al2Ti where
supersaturation with Al is apparently a prerequisite for the formation of such lamellar structure. With
the same heat treatment parameters, the as-cast alloy with 62%at.Al contains some metastable phases,

for example, numerous h-Al2Ti and spot of Al5Ti3 in some areas. Since Al5Ti3 is unstable after 800°C,

some spots of this phase disappear after short time annealing and others transforms into the γ-phase. On

the other hand h-Al2Ti transforms (probably by discontinuous dissolution) into equilibrium r-phase after

similar heat treatment of 950°C/200h [125]. Here we have chosen a single crystal like an exemplary

Al-rich binary intermetallic compound Ti-61.8at.%Al, which consists of lamellar phases of γ-TiAl matrix

phase and r-Al2Ti lamella, Fig. 2.6. As mentioned earlier, the γ-phase has face centered tetragonal (with

c/a=1.02) crystal structure and the r-phase is so called superstructure that is actually an ordered sixfold

structure of γ-phase together along [001] as shown in Fig. 2.7. It is a general agreement that the r-phase

will only display the structure of six fold face centered structure of TiAl2 at around 1000°C [170]. Since

our working temperature is 1050°C, according to Sturm [151], this specific alloy with nearly 62at.%Al

contains discontinuous lamellar stable phases of γ-TiAl + r-Al2Ti. The chemical analysis of this alloy is

presented in Table 2.1. Volume fraction (γ/r) in the lamellar state is nearly 1.1:1. The volume fraction

of r phase depends on the annealing temperature and decreases with the increase of temperature. A
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Table 2.1: Compositions of different elements in Ti-61.8at.%Al

Ti Al Fe C H O N
37.0 at.% 61.8 at.% 238 ppm 69 ppm 206 ppm 608 ppm 125 ppm

summary of Ti-62.5%Al on the volume fraction with different annealing temperature can be found in
Nakano et al. [137]. Focused ion beam (FIB) processed investigation shows that the average width of

a r-Al2Ti lamella in most regions is about 0.6±0.2 μm while the inter-lamellar spacing is about 1±0.3

μm. Annealed below 1200°C, this alloy maintains the orientation relationship (OR): [001]γ ‖ [001]r and

<100]γ ‖ <100]r. At the lamellar boundary, interface planes are parallel, e.g. the γ/r interfaces are

basically formed by the (001) planes of both phases [133] maintaining (001)γ ‖ (001)r.

Due to the ordered superstructure one would expect that the translation vectors (Burgers vectors) are

very large in the r-phase. Thus, dislocation glide or climb could be confined to the γ-phase for some

specific orientations. Observations also show that the OR is independent of annealing procedures and can

approximately be regarded as cubic-to-cubic relationship [151, 170]. Like Ti-rich side, γ-matrix phase is

comparatively softer at room temperature.

Furthermore, the investigation revealed that a network of regular misfit dislocations exists at the γ/r

inter lamellar boundary interfaces [151], resulting in significant slips on (001) planes above the peak

temperature of 800°C [137, 157] with two types of 1
2 <110] dislocations [125]. Here the dislocations type

along the plane (001) is 1
2 <110]. The notations {hkl} and <hkl> generally indicate a set of slip planes

and directions, respectively, while (hkl) and [hkl] indicate one specific plane and direction, respectively. A

mixed notation <hkl] indicates a subset from the family of symmetric directions without changing the

third index. For example, here the line directions of the two types of dislocations denoted by 1
2 <110] are

1
2 [110] and 1

2 [11̄0]. Both types of dislocations are near-edge dislocations along the (001) interface plane,

and the interfacial misfit of approximately 0.6% may exist between γ/r planes [125].

The r-Al2Ti precipitates suppress the motion of 1
2 <110] ordinary dislocations at lower temperature

regimes resulting in significant strengthening [127]. Semi-coherent boundaries containing boundary
dislocations are formed at the interface of the r-Al2Ti /L10. This also suggests that strengthening is

achieved by the r-Al2Ti [139].

2.10 Deformation mechanisms of Ti-61.8at.%Al at high
homologous temperature

As documented in many papers, {111}1
2〈110] slip was dominant at temperatures below the peak, while

there are some reports stating that slip predominance might change to (001) plane above the peak

temperature. Similar behavior is also observed in Ti-62.5at.%Al and Ti-58.0at.%Al. Slight slip traces on
(001) were observed in Ti-62.5at.%A1 even below the peak temperature. The dislocations in the r-Al2Ti

precipitate are aligned on a straight line parallel to 1
2 [110] with a screw character [139]. It should be noted

that in the case of large scale glide, even at high-temperatures, slip planes {111} are significant [118],

these planes cannot be neglected as we have seen in Fig. 2.4. Experimental evidence for slip of ordinary

dislocations on (001) plane was also obtained at elevated temperatures for other Al-rich TiAl alloys with

nearly similar compositions, what is unique for high-temperature deformation of Al-rich TiAl alloys

including Ti-61.8at.%Al. Since superdislocation slips are kinematically necessary and most of the times
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Figure 2.7: Crystal structures of the γ-TiAl phase (bottom) with FCC lattice, the r-TiAl2 phase (top) with
FCC long-range order, and their schematic periodic arrangement, and interface in between
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they are experimentally observed for alloys with similar compositions, here we will consider all twelve

systems from the octahedral family. Analyzing deformation mechanisms of similar Al-rich lamellar alloys

(Ti-61.8at.%Al, Ti-62at.%Al and Ti-62.5at.%Al) we considered both families, e.g. {111} and (001), are

active at elevated temperature. This alloy does not contain any superstructure other than r-Al2Ti and there
is no experimental evidence that {110} plane is active for this specific material above the peak temperature.

Slip systems parallel to the interface are commonly agreed to be operative. To account indirect lamellar

interface effects, considering slip planes perpendicular to the interface are also important, so we will

consider all six systems from the cubic family. In total we will consider all 18 slip systems from the both

families. Besides in a rate-dependent formulation, all slip systems potentially can be active for stress

above the threshold even though only a few slip systems accommodate most of the deformation [171–173].

After all, considering few non active systems in rate-dependent case does not make a significant change in
the overall results.

Particularly in the case of Ti-61.8at.%Al alloy, the dislocation glide is obvious and the climb is
inescapable as the working temperature is greater than 0.7m. Not only deformation of the γ phase
is supported by the climb of ordinary dislocations but also these factors make the co-deformation of
the two phases easier and ensure strain continuity, as instructed for lamellar TiAl alloys [118]. For
this reason, the strength difference between the two phases which is significant at room temperature

becomes less at that high-temperature. Moreover, the detailed deformation mechanisms specifically for

this alloy is not well-known, for example which locks and dislocation processes are dominating. Phase

transformation is unlikely for the concerned alloy because of the stability of two phase at the working

temperature. Recrystallization cannot take place as the alloy is single crystal like. It is not experimentally

confirmed that whether the phase coarsening and dissolution is present. If present then their relative

contribution in deformation process are not known. How influential is the static recovery effect is also not

assessed. Irrespective of the presence of some unknown mechanisms, the macroscopic collective behavior

is expected to be reflected by hardening and recovery mechanism. This hardening-recovery treatment of

dislocation-based hardening has been well-established in the literature where Armstrong and Frederick

in 1966 first established the evolution of dislocation density in a hardening-recovery format [174]. So
the choice of the model for this alloy is based on the phenomenology of hardening/recovery. Other
deformation mechanisms such as grain boundary sliding and twinning etc. are not applicable for this

single crystals.

2.11 Experimental procedures and test data

For the preparation of test samples, at first, polycrystalline ingots of Al62Ti38 alloy (φ=6.5 mm and L=90

mm) have been produced by centrifugal casting process. Then subsequent annealing at 950°C/200h and

water quenching have been applied. Directional solidification using a laser zone melting process has been

applied to produce single crystal like specimen of Ti-61.8at.%Al with nearly lamellar morphology of

γ-TiAl + r-TiAl2 phases, as shown in Fig. 2.6. Compression tests at 1050°C have been applied on the

specimens of 5.5×3.1× 3.5 mm3 size with three different strain rates (10-3 s-1, 10-4 s-1 and 10-5 s-1).

Two sets of experimental data related to rate-dependent anisotropy of the concerned alloy are available.

we have deformation responses for three different strain rates for two lamellar orientations. The first set

is about true stress vs. plastic strain for three different strain rates of 10-3 s−1, 10-4 s−1 and 10-5 s−1

when compression axis is perpendicular to the lamellar axis. In other set, we have only the peak stresses
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Figure 2.8: Experimental stress vs plastic strain data for three different strain rates at 1050°C [151]. Three
curves are taken when φ = 90° and three peak stress points are taken at φ = 0°. The specimen size was
3.1×3.8×5.5 mm3

i.e. the maximum stresses at the end of first stage of deformation for three above strain rates when both

compression and lamellar axes are parallel. Both sets were taken from the work of Sturm (2010) [151].

For convenience, lets say, φ = 90° orientation, when the compression axis is perpendicular to the lamellar

direction; and φ = 0° orientation, when the lamellar axis is parallel to the loading direction. If we look at

the experimental data (true stress vs true strain in Fig. 2.8) we can see there is strain hardening and there

is significant recovery of hardening in the next stage due to climb assisted deformation with possible other
softening effects. Unlike complete deformation behavior at φ = 90°, we have three peak stress points only
when φ = 0°. Because the second set of data at φ = 0° was taken for estimating rate sensitivity parameter

for which peak stresses at different rates are enough. From Fig. 2.8, We can also see that φ = 0° lamellar

orientation exhibits higher stress than that of φ = 90°, which is in contrast with Ti-rich intermetallic of

PST (polysynthetically twinned) crystals.
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Chapter 3

Micromechanical modeling approach

3.1 Continuum framework for crystal plasticity

In this section we will summarize the continuum framework based on finite strain and finite rotation.
Tensors are presented with bold and italic characters, vectors and matrices are bold and upright, and

non-bold symbols are scalars. For better comprehensibility, index notation has been thoroughly avoided.

It is well known that the geometric basis of the continuum slip theory of finite crystal plasticity is a
multiplicative decomposition of the local deformation gradient (F ) into a plastic part, solely due to

crystalline slip on given crystallographic planes (F p), and a remaining part (F ∗), say elastic part. Elastic

distortion as well as rigid-body rotations (lattice rotation) are both contained in F ∗ which maps the
intermediate configuration to the current configuration [175]. According to isoclinic assumption, the

plastic deformation is assumed here to take place first, followed by the elastic deformation, as shown in

Fig. 3.1. This framework is a summary following Asaro and Rice [176] and Asaro [177]. The deformation

gradient, F , is as usually decomposed as:

F = F ∗·F p, (3.1)

Since the plastic deformation is taken to be volume preserving, so the incompressibility condition,

Figure 3.1: Kinematic decomposition of deformation gradient in crystal plasticity showing a slip system.
Courtesy: www.mm.ethz.ch
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detF p = 1 holds. The fundamental geometric ansatz of the continuum CP theory is to macroscopically

describe the plastic deformation as shearing of given crystallographic slip systems, as shown in Eq. (3.2).

This macroscopic picture is micromechanically motivated by the movement of dislocations through an

idealized crystal lattice [178]. The velocity gradient follows the standard expression as:

L = Ḟ
∗·F ∗−1 + F ∗· (Ḟ p·F p−1)·F ∗−1 = Ḟ

∗·F ∗−1 +

N∑
α=1

γ̇α(sα ⊗mα) (3.2)

where γ̇α is the slipping rate along the slip system α, N is the total number of slip systems, and the

vectors sα and mα define the slip direction and the normal to the slip plane in the deformed configuration,

respectively. It is to be noted that sα and mα are not necessarily unit vectors, but at the initial configuration,

s0α and m0
α, they are unit and orthogonal. So it is obvious that sα = F ∗· s0α. To maintain orthogonality

in the deformed state it is necessary to define mα = m0
α·F ∗−1 so that m0

α· s0α = mα· sα = 0. The

velocity gradient L can also be decomposed as:

L = D +W = (D∗ +W ∗) + (Dp +W p) (3.3)

where D and W are, the symmetric and antisymmetric part of L, expressing the rate of stretching and

the spinning (rate of rotation), respectively.

D =
1

2
(L+Lt) (3.4)

W =
1

2
(L−Lt) (3.5)

A constitutive law can be expressed as the relationship between D∗ and
�∗
σ , as given in Eq. (3.6), where

D∗ is the elastic part of the symmetric rate of stretching and
�∗
σ is the Jaumann rate of the Cauchy stress

with respect to lattice spin (W ∗). In other words,
�∗
σ is the corotational stress rate of the Cauchy stress

formed on axes that spin with the lattice [177].

�∗
τ = L:D∗ −W ∗· τ + τ ·W ∗ � L:D∗ = L: (D −Dp) =

�∗
σ +σ(I:D∗) (3.6)

In Eq. (3.6), −W ∗· τ + τ ·W ∗ is often neglected comparing with L:D∗, I is the second-order unit

tensor, L is the fourth-order elastic stiffness tensor and
�∗
τ is the Jaumann rate of the Kirchhoff stress

formed on axes that spin with the lattice [177]. The last part of the equation, i.e. the relation between D∗

and
�∗
σ is followed by Hill and Rice [72]. The objective stress rate

�∗
σ , or the Jaumann stress rate of the

Cauchy stress tensor based on the rotation of the crystal lattice or lattice spin W ∗ can be expressed as:

�∗
σ= σ̇ −W ∗·σ + σ·W ∗ (3.7)

We also can write Jaumann rate with respect the rotation of the material or based on the continuum spin

as:

�
σ= σ̇ −W ·σ + σ·W (3.8)

When there is no relative rotation of the material and lattice or only elastic deformation then
�∗
σ=

�
σ. From

Eqs. (3.7) and (3.8) we can correlate both objective stress rate or Jaumann rates of the Cauchy stresses as:

�∗
σ =

�
σ +(W −W ∗)·σ − σ· (W −W ∗) (3.9)
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Now let split the symmetric and antisymmetric part of the tensor (sα ⊗mα) as μα and ωα.

μα =
1

2
(sα ⊗mα +mα ⊗ sα) (3.10)

ωα =
1

2
(sα ⊗mα −mα ⊗ sα) (3.11)

So we can write:

W −W ∗ = W p =

N∑
α=1

ωαγ̇α (3.12)

D −D∗ = Dp =

N∑
α=1

μαγ̇α (3.13)

Using Eqs. (3.9) and (3.12) we can write:

�∗
σ =

�
σ +

N∑
α=1

ωαγ̇α·σ − σ·
N∑

α=1

ωαγ̇α (3.14)

Hence,

�
σ = L:D − σ(I:D)−

N∑
α=1

[L:μα + ωα·σ − σ·ωα − σ(I:μα)] γ̇α (3.15)

Following the above procedure, the expression for
�∗
τ and

�
τ can be deduced. In this regard, Asaro

(1980) [177] can be consulted as well. In Eq. (3.15),
�
σ is the Jaumann stress rate of the Cauchy stress

tensor based on the rotation rate of the crystal lattice. Therein the operator : as usually indicates the

double inner dot product or double contraction. Following the expression of the plastic rate of working

τ :Dp =
∑N

α=1 τ :μ
αγ̇α the resolved shear stress τα can be identified in terms of Kirchhoff stress τ as

follows:

τα = sα· τ ·mα = mα· τ · sα = mα· Jσ· sα = sym(sα ⊗mα): Jσ

= μα: Jσ = τ :μα (3.16)

For small elastic strains, it is to be noted that the volumetric change resulting from the elastic stretch

of crystal is usually very small. Therefore, the assumption that J ≈ 1 (i.e. trL ≈ 1) is generally justified

and no distinction between the Kirchhoff and Cauchy stresses is needed in practical or engineering

computations [179]. So for small elastic strains formulation it is often taken as τα = σ:μ [28].

There are various possibilities of defining the rate formulations, e.g. ṁα and ṡα, depending on how

we consider orthogonal system mα and sα behaves with the slip plane in the deformed state. Several

possibilities are discussed in the work of Asaro and Rice (1977) [176]. Similarly different considerations

for defining τ̇α is also discussed in detail in the work of Asaro (1983), though differences in the various

choices for the τ̇α’s are of the order of the elastic strain rates and are thus usually negligible [177]. Here

we consider the case where the vector sα convects with the slip plane so that its lengths changes in
accordance with the deformation of the lattice-slip plane and mα also changes its length but remains

normal to the deformed slip plane. The interesting part of this version is, along with Eq. (3.16) it maintains

the normality precisely in work conjugate variables. As given in [177], the rate formulations are:

ṡα = (D∗ +W ∗)· sα, ṁα = −mα· (D∗ +W ∗) +mα(I:D∗) (3.17)
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Hence the rate form of the resolved shear stress will be:

τ̇α = mα·
[
�∗
σ +σ(I:D∗)−D∗·σ + σ·D∗

]
· sα (3.18)

With Eqs. (3.15) and (3.16), Eq. (3.18) can be put in the following form, as shown by Peirce et al. [180]

for rate-dependent formulation as:

τ̇α =

{
N∑

α=1

(L:μα + ωα·σ − σ·ωα)

}
:D∗ (3.19)
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Chapter 4

Crystal viscoplasticity modeling:
Choosing a power-law

4.1 Introduction

Flow-rule is the starting point in analysis of plastic deformation phenomena. In a plastic flow-rule, we

generally deal with the relation of measurable variables (strain rate, temperature) and associated variable

(stress) along with one or more internal variables. In contrast to phenomenological internal variables, first

two types (i.e. measurable and associated) can be termed as external variables [181]. Similar to other
phenomenological modeling approaches in mechanics, classical plasticity modeling including crystal
plasticity is based on the incorporation of one or more internal state variables which are, in general,

functional of the histories of the external ones. Plastic deformation depends on the loading history and

on the continuously changing internal states that are considered representable by one of more internal

variables. How many internal variables should be considered and how to deal with the phenomena of
hardening i.e. how to accommodate hardening in the internal variables is a crucial issue in developing
a proper flow-rule. Depending on the microstructural and morphological complexity and the related
deformation mechanisms associated with, the number of internal variables can be one or more. In

micromechanical modeling especially in crystal plasticity, earlier models considered flow-rule with one

internal variable where hardening phenomena was accommodated as interactions of different slip systems.

Accordingly, it was divided into self and latent based phenomena. On the other hand, there are a number

of modeling approaches that consider slip system level backstress as an additional internal variable. In

such cases, most micromechanical processes (e.g long-range internal stress) related to the hardening

interactions (latent hardening) is included in the evolution of backstress. So this type of models include

separate terms for the evolution of backstress and self-latent hardening. In some other models, latent
hardening is completely avoided. There are two more issues that are involved in choosing a flow-rule.

Firstly, the type of flow-rule e.g whether the flow-rule is power-law type or hyperbolic-sine, exponential or
mixed type. Secondly, the arrangement of the ratio of plastic driving force to the flow resistance. Whatever

the variety in the above issues, one of the most important part of these flow-rules is the ratio of the

plastic driving force to the flow resistance, or dimensionless stress quantity, which directs the internal slip

mechanisms and activities during inelastic deformation. Specific choice of the definition leads to a unique

number of consequences. Some authors recently considered this ratio both in the temperature dependent
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term and in the remaining term with power exponent, such flow-rules can be found in dislocation density

based crystal plasticity modeling [93, 182]. The foremost point is, how to define effective stress in the

dimensionless quantity, which is to be considered as the driving force for the plastic deformation and how

to define the yield, drag, or flow resistance along a slip system.

All flow-rules can be roughly associated with different stress levels.

• Firstly, moderate stress level.
Engineering applications dominate this regime where power-law usually works fine. For example,

power-law creep has been used in Cui et al. [183] and Alfredsson et al. [184] for steel, in Vose et

al. [185] and Yang et al. [186] for Cu, in Naumenko and Gariboldi [187] for Al, and in Staroselsky

and Cassenti [188] for a single crystal superalloy, etc. Because of smaller effort in identification
of material constants and simplicity in the structural analysis power-laws are popular [189]. To

accommodate power-law with primary and tertiary creep often additional internal state variables

along with damage variable are included [190].

• Secondly, low and moderate stress.
At low stress, generally a transition to diffusion type creep occurs (Harper-Dorn Creep) where power

exponent decreases and power-law becomes linear [189]. Many engineering structural analyses
belong to these regimes. Sometimes a sum of linear (diffusion type) and power-law functions is

applied to accommodate deformations with both low and moderate stress levels [189, 190]. When

the power-law is extrapolated from moderate to low stress regime, a significant underestimation of

the creep rate for the low stress values may result [183,189]. That is why sometimes hyperbolic-sine

function without power exponent is used [191]. Similar laws can also be found in [192] and [193].

• Third and finally, moderate and high stress.

Generally breakdown of power-law is observed at high stress. Sometimes a transition from
climb dominated to glide dominated plastic flow might result power-law breakdown [44]. As a

consequence, flow-rule with hyperbolic-sine is preferred when there is a breakdown of power-law

or a transition from power-law to power-law-breakdown regime [30] i.e. medium to high stress
regimes. Hyperbolic-sine flow-rule can be either Garofalo type [194] which is usually good for
hot working analysis and the power exponent is outside the hyperbolic-sine function, or Miller

Type [195] i.e. the two power exponents in both inside and outside of the hyperbolic-sine function.

With two power exponents of inside and outside of hyperbolic-sine function, Miller [195] considered

it as a generalized flow-rule for monotonic, cyclic and creep deformation. Flow-rule with power of

hyperbolic-sine function has also been used in Becker [196] for texture evolution in channel die

compression, in Chen and Feng [197] for cyclic viscoplasticity, in Zhang [198] for hot deformation

of Ni alloy GH4698, in Längler et al. [199] for thermo-mechanical loading dependent deformation

etc. Chen and Feng [197] also reported that the hyperbolic-sine function can capture additional
non-linearity in the relationship between the viscous-stress and the inelastic strain rate. Some
studies, [200–202] for example, considered the power-law with hyperbolic-sine function as a
possible general case, which reduced to a power relation at lower stresses and to an exponential
relation at high stress levels. Hence it describes well the flow stress dependence of strain rate
for the entire stress/strain rate regime in hot working applications. Barrett et al. [203] claimed

that the hyperbolic-sine flow-rule facilitates the identification of strain-rate-independent material
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parameters at high-temperature. To model the complete stress regime of a typical power plant
component single power-law exponent is not sufficient. The use of a hyperbolic-sine material

model can overcome this drawback and allows for reliable interpolation and extrapolation beyond a

limited range of experimental data [204]. Kowalewski et al. [205] noted that the hyperbolic-sine

function is the best one to describe the strain rate and rupture behavior, while according to Dyson

and McLean [191] it is advantageous in damage evaluation as well. They [191, 206] also argued

that for particle or precipitation-strengthened alloys, a kinetic creep equation based upon either an

empirical or a theoretical power-law is inadequate, alternative functional hyperbolic-sine form can

explain the differences in a polycrystalline and directionally-solidified alloy. Dyson and Osgerby

also proposed that climb and glide occur as a parallel, rather than a sequential process, where
the creep strain can be associated with a hyperbolic-sine dependence on the applied stress [207].
For the jogs on screw dislocations (jogs are of edge character) driven creep where they move by

climb (emission/absorption of point defects or interstitials), Barrett and Nix found the a hyperbolic-

sine dependence [208]. When both climb and glide are modeled and that the collective behavior
of dislocations, which is not amenable to simple analytical treatment, contributes to the power-
law dependence [209]. Forward and backward thermal activation of vacancies might cause the

hyperbolic-sine dependence of the strain rate on the stress [44]. Furthermore, apart from hyperbolic-

sine, sometimes flow-rule with power exponent inside an exponential function can also be found

e.g. in [210] for two phase single crystal deformation.

In plastic/creep deformation, there are usually three stages or regimes of behavior, where each regime

can be fit (over a range of stress) by a power-law [211]. There are mechanism based stage dependent
flow-rules as well. A pure power relation of strain rate and stress is often used to characterize steady

creep (stage II where hardening is balanced by the dynamic recovery) of metal and alloy at temperature

above 0.3Tm in the stress range of one or two digits, below a certain stress level. Experimental data show

that power-law can be applied for one to two order of stress, four to eight order of strain rate [212]. So,

if we want to model all three regions with a power-law then a little compromise in at least one stage is

not unexpected. Each power-law type flow-rule generally takes a term of stress or dimensionless stress

like quantity with a power exponent. In these flow-rules, temperature dependency is often accommodated

by a separate multiplicative Arrhenius type function, even sometimes this function is considered with
a power exponent, like temperature dependent drag variable in the power-law [213] type flow-rule. In

spite of various flow-rules, power-law is the most widely used one in engineering calculations both at low

and high-temperatures because of its effectiveness in simulating steady state creep. They have retained a

pre-eminent position in both the metallurgical and mechanics literature [191]. Irrespective of the scale

whether it is micro or macro, whether the flow-rule is phenomenological or mechanism based [214], the

application of the power-law type flow-rule is abound in the literature especially at high homologous
temperature and moderate to low stress conditions [215]. Specifically in crystal plasticity, power-law

remains as the central one, and hence, our focus is limited to the power-law flow-rules of crystal plasticity.

Moreover, it is believed that power-laws are founded on the basis of physical processes. Based on the

driving force and flow resistance definitions there are three types of flow-rules, mostly used for isothermal

case, generally found in the literature for classical crystal plasticity, as shown in Eqs. (4.1)-(4.3). See

for example [216–219], among others. These commonly used flow-rules are purely phenomenological.

The numerators (effective or operative stress) inside the rate sensitivity exponent n in all three equations
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represent the driving force, while the denominators represent some sort of slip resistance. In this work
we will try to highlight different aspects based on the choice of the flow-rule with the possibility of

accommodating climb driven recovery at high-temperature.

γ̇α = γ̇0

∣∣∣∣ταgα
∣∣∣∣
n

sgn(τα) (4.1)

γ̇α =

∣∣∣∣γ̇0 τα −Xα

gα

∣∣∣∣
n

sgn(τα −Xα) (4.2)

γ̇α =

〈 |τα −Xα| −Rα

K

〉n

sgn(τα −Xα) (4.3)

Here γ̇α indicates the slip rate of the slip system α, τα is the shear stress, Xα is the backstress or the
internal stress of the same slip system. The threshold stress gα and Rα both can be considered as a
component of friction that evolves with slip [96]. In Eq. (4.3), K is the temperature dependent drag
while g in Eqs. (4.1)-(4.2), and X and R in Eqs. (4.2)-(4.3) are phenomenological internal variables.
The internal variable R or g can be considered for the critical resolved shear stress (CRSS) evolution.

Inclusion of backstress in the model by strain hardening and dynamic recovery is simple and physically

sound [35]. Moreover, it allows us to distinguish a tensile and a compressive yield strength. This flow-rule

should be considered as an extension to the micro-level of macroscopic model including isotropic and
nonlinear kinematic hardening [28]. K and n are two material coefficients characterizing the viscous

effect of a hardened material. Macaulay brackets < y > indicate the following:

< y > =

{
y, y ≥ 0

0, y < 0
(4.4)

Due to the microstructural and morphological complexity, the plastic behavior of a single crystal

material is inherently anisotropic [70]. More and more complex materials (e.g. intermetallic compounds)

are currently of growing interest at high-temperature applications. So sophisticated microstructures
nowadays are becoming heterogeneous and complex. Therefore, for a good micromechanical model
with superior prediction capability, more microscale phenomena should be considered. In particular,

non-Schmid effect, the internal activities in constitutive modeling like interplay between secondary slips

and hardening, experimental evidence based slip activities modeling, and correct attribution of material

parameters etc. Details of slip interactions are essential in understanding the overall hardening of single

crystals. Secondary slips are not only the key to fundamental hardening behaviors, they are also the key to

coarse slip band formation and, to a lesser extent, the details of macroscopic shear band formation [220].

The accuracy of the model predictions depends on the characterization of hardening of instantaneous

active and inactive slip systems [221]. With few exceptions, nuances of many microscale phenomena have

not been analyzed sufficiently. Acute details of slip interactions, which have been commonly neglected in

most analyses, are essential in understanding overall hardening of single crystals. Until these issues are

resolved in crystalline analysis, the understanding ability to predict deformation behaviors is certain to

be limited. Moreover, rate-dependent and temperature dependent anisotropic phenomena are becoming

more important. That is why, this work is concerned with the prediction power of the most commonly
used approaches in crystal plasticity at very high homologous temperature by analyzing a highly rate

sensitive alloy with complex microstructure and morphology and highlights model dependent behaviors

particularly slip activities, secondary slip activation, and material parameters etc.
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4.2 Choosing flow, hardening and recovery rules

Power-law creep can be regarded as a competition between recovery and work hardening. When a balance

is achieved between the rates of these two processes, the material exhibits steady-state creep as shown

in [222] for TiAl alloys. Our case is for high homologous temperature (≈ 0.75Tm) with three different

strain rate controlled experimental database where stress is observed to be moderate. In such case generally

power-law works fine, although for a wide range of advanced functions of stress may be required [223].

As mentioned in the introduction, the choice of the power-law type flow-rule and their corresponding

evolution equations depends on the number of internal variables and the assumptions that are made for

their evolution. The most fundamental internal variable among them is the CRSS or internal resistance

for a slip system. In the earlier works, the evolution of the CRSS was assumed to be dependent mainly

on the the consideration of hardening and its interaction. An evolving self and latent based phenomena

was frequently used with different expressions of evolution equations in the form of an interaction matrix.

Considering a combined hardening-recovery process, we will apply three above flow-rules (4.1-4.3)
and will examine which flow-rule can reproduce experimental data with meaningful set of modeling

parameters. In addition, we will also examine two more flow-rules based on the phenomena of self and

latent hardening in order to check how the most widely used flow-rules behave for this alloy at high

homologous temperature. So, considering our alloy condition and all the issues discussed in Sect. 4.1, we

can divide the power-law type flow-rules in crystal plasticity into five categories.

4.2.1 Type-1 flow-rule

The fundamental aspect of slip theories is to describe macroscopic plastic deformation as shearing of some

given crystallographic slip systems. This macroscopic picture is micromechanically motivated by kinetic

relations for dislocation motion through an idealized crystal lattice. An idealized single crystal behavior is

based on the early work of Taylor [224] where plastic deformation is assumed to arise solely from slip in

certain directions on specific crystallographic planes, and these process occurs when the resolved shear

stress (Schmid stress), τ is on one or more of this slip systems reaches a critical value τ0 (Schmid law)

that is determined by the current dislocation density and substructure. Although the Schmid law is a good

starting point, the micromechanics of slip on the other hand, suggests that deviation from the Schmid law

is inherent at the onset of the dislocation slip itself, regardless of how Kirchoff stress is related to the

lattice elasticity. As plastic deformation proceeds the critical yield stresses associated with the slip system

can change, usually to raise the yield stresses so that the crystal hardens [225]. Taylor hardening assumed

an equal increment of flow stress on all active and latent slip systems for any set of shear increments on

the active systems that leading to isotropic behavior of the material [226]. Afterwards, this law has been

improved to account dislocation cross-slip, climb, and other micromechanical processes [177]. Thus,
instead of Taylor type hardening, many researchers developed modified hardening laws for different
materials. Several modifications of hardening laws are often discussed in the literature, a few of them

are [180, 226, 227] and [228]. Two popular models of work hardening are dislocation pile ups and forest

or secondary dislocations [221, 229]. In general, work hardening is a consequence of the fact that some

fraction of the mobile dislocations that produce the strain do not exit through the surface, are not absorbed

in grain boundaries, and do not annihilate each other, but are stored in the crystals or react with other
dislocations to form new obstacles to continue slip [230]. Depending on the microstructure, when we
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assume the Schmid stress as the driving force for plastic deformation, slip system yield and drag g as

the flow resistance, and hardening is in the form of (self-latent) interaction, then Hutchinson type flow-

rule [212], as given in Eq. (4.1), is a good choice. In this case g is the only internal variable. One important

aspect of this type flow-rule for cubic crystals is that the CRSS, the initial slip resistance, is independent

of the orientation and there is no tension-compression asymmetry. In fact, CRSS depends both upon

the orientation of the loading axis as well as the sense of the load; i.e. tension or compression [220]. If

the deformation behavior contains several stages including rapid hardening and if there exist different

junctions/locks then Bassani-Wu type [228] hardening evolution equation can be chosen. In such case,

hardening evolution equations would be as follows.

ġα =
n∑

β=1

Hαβ |γ̇β | (4.5)

Hαα = (h0 − hs) sech
2

(
h0γt

τs − τ0

)
+ hs (4.6)

Hαβ = pHαα, (α 	= β), (4.7)

γt =
∑
α

∫ t

0
|γ̇α|dt (4.8)

Here γt is the cumulative shear strain of all the slip systems. The overall hardening Hαβ is divided
into self (Hαα) and latent (Hαβ , α 	= β) type phenomena, where self is for active and latent refers to

the hardening interaction of the active and inactive slip systems, together Hαβ represents the hardening

evolution. Instantaneous hardening coefficients of Hαβ depend on the previous deformation history [225].

Two material parameters h0 and hs indicate the hardening rate at the beginning and at the saturation point,

respectively, while other two parameters τs and τ0 stand for the corresponding stress level, and p is the

ratio of latent to self hardening. Worth to mention that the terms for rapid hardening stage (or parabolic

hardening, the final stage of hardening where the hardening rate is very high) is not included in Eq. (4.6).

The originally proposed hardening equation for three stages of deformation including the rapid one looks

like the following equation.

Hαα = {(h0 − hs) sech
2

(
h0γt

τs − τ0

)
+ hs}{1 +

∑
β �=α

fαβ tanh(
γβ

γ0
)} (4.9)

The additional part in Eq. (4.9) is associated with cross hardening what is usually happens in a complex

microstructure, responsible for different locks and junctions like sessile, glissile etc., γ0 is the amount of

slip after which the interaction between slip systems reaches the peak strength. The interaction constant

fαβ represents the magnitude of the strength of a particular interaction. In FCC type single crystals there

could be five distinct slip interactions [231] e.g. coplanar interactions, non-coplanar interactions etc. will

be discussed in detail in the next section. For some materials, the following equation was used for latent
hardening evolution instead of Eq. (4.7).

Hαβ = p(Hαα +Hββ), (β 	= α) (4.10)

The advantage of this type hardening model is the ability to measure hardening parameters from experi-

mental data except p. The accuracy of these predictions depends on the precise characterization of the
hardening of instantaneous active and inactive slip systems [221], which is not easy for materials with
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Figure 4.1: Experimental plasticity curves taken from [151] and simulation results for type-1 flow-rule.
lamellar and compression axes are perpendicular.

Table 4.1: Identified material parameters for type-1 flow-rule

Parameters Name Values

Rate-dependence
Rate sensitivity, n 5.7
Initial slip rate, γ̇0 (1/s) 0.000007

Isotropic hardening

Initial CRSS, τ0(MPa) 15
Saturation stress, τs(MPa) 40
Initial hardening rate, h0 −5.0
Latent hardening ratio, p 1.4

complex microstructures. In essence, this hardening law assumes that hardening is mainly controlled by

the competition of storage and annihilation of statistically stored dislocations and its derivation implicitly

assumes an average interaction among dislocations gliding on different slip systems and there is nothing

about geometrically necessary dislocations.

In our case, deformation is driven by both glide and climb, which is experimentally observed. In

spite of that, the purpose of using this glide driven flow-rule is to examine how well the model behaves

with the experimental data and how significant is the recovery, and whether this recovery is negligible in

high-temperature and moderate stress regime. Experimental single crystal plasticity (true stress vs true

strain) curves and simulation results with the flow-rule in Eq. (4.1) and with above evolution equations

(4.5-4.8) are shown in Fig. 4.1. Identified material parameters are given in Table 4.1.

Results show that, the above set of flow-rule and hardening law cannot simulate the deformation

behavior correctly, especially the hardening stage (first stage) deviates significantly. Although it covers

rate-dependency in the hardening/recovery stage, however, the rate sensitivity parameter n is little higher

and it cannot reasonably reproduce overall experimental behaviors. Additionally, we need to consider

latent hardening coefficient as 1.4 and negative initial hardening rate which is not so meaningful. The
point here is, if we cannot choose a proper flow-rule consistent with proper deformation mechanisms then

some material parameters might be beyond the meaningful explanation or overestimated.

71



4.2.2 Type-2 flow-rule

There has been a widespread acceptance in the creep community about the phenomenological idea that

creep deformation is not driven by the applied stress, rather by an effective stress, which is the driving

force for material deformation. Sometimes this stress is seen as the difference between the applied stress

and the so called internal stress, or backstress, often considered to be representative of the material internal

state [9, 16]. Thus the effective stress is not simply related to the resolved shear stress (RSS), but stress

components which do not contribute to the RSS on active slip systems can contribute to the effective

stress [196]. For complex materials, instead of using purely Schmid stress as driving force, incorporat-

ing phenomenological slip system level backstress, sometimes termed as resolved backstress, is more

meaningful. In crystals in which a heterogeneous dislocation distribution develops during deformation,

substantial long-range internal stresses arise unavoidably as a natural consequence of the compatibility

requirements in the strain. Deformation results for Cu single crystals, loaded monotonically, demonstrate

that small long-range internal stresses are present in cell interiors. This LRIS varies substantially from cell

to cell as 0 % to 50 % of the applied stress [92]. The most commonly encountered type of heterogeneous

dislocation distribution is the three dimensional cell structure which develops under conditions of multiple

slip. As discussed in Sect. 1.6.9, it is suggested that the boundary (e.g. phase boundary) is a source for

internal stresses. With the accumulation at the boundary (e.g., a pile-up at the boundary), a backstress is

created. So the lattice mismatch/incompatibility can be considered as a source of internal stress for this

specific alloy, because GNDs are necessary to accommodate lattice incompatibilities [58]. Geometrically

necessary dislocations may form at the interfaces that could assist the backstress. So from GND perspec-

tive, internal stresses should exist even under homogeneous loading, because of the additional long-range

GND-surface interactions [58]. The presence of micro-level heterogeneities in the microstructure like the
formation of inelastic-hard and inelastic-soft regions also justifies the introduction of the internal stress

variable. In short, in our alloy, interface dislocations, the presence of long-period superstructures and the

strain incompatibility between two phases hence the presence of GND can be considered as potential

sources of internal stress.

So let us consider effective stress τ −X as the driving force, as given in Eq. (4.2). The Evolution of

slip system level internal stress or backstress X is adopted from [28] as given below.

Xα = Cαaα, (4.11)

ȧα = φ (να) γ̇α − |γ̇α| dαaα, (4.12)

φ (να) = φ0 + (1− φ0)e
−δνα (4.13)

Here να is the cumulative shear strain of the slip system α.

να =
∫ t
0 |γ̇α| dt (4.14)

In Eq. (4.11), C is the temperature dependent internal stress of the slip system α, in other words,
the internal stress estimate at a fixed operating temperature. The variable a governs the evolution of

internal stress and its rate form is based on the one dimensional Armstrong-Frederick [232] type nonlinear

kinematic hardening rule. In many cases especially in small strains, the Armstrong–Frederick model for

kinematic hardening elasto-plasticity is widely accepted as appropriate for the simulation of the most

characteristic phenomena of the hardening behavior of metals [233]. Activation of a slip system depends
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Figure 4.2: Experiment plasticity curves vs. simulation results for type-2 flow-rule. lamellar and
compression axes are perpendicular.

Table 4.2: Identified material parameters for type-2 flow-rule

Parameters Name Values

Rate-dependence
Rate sensitivity, n 6.93
Drag Stress, K(MPa) 0.11

Isotropic hardening
Initial CRSS, τ0(MPa) 11
Saturation stress, τs(MPa) 20
Initial hardening rate, h0 −5.0

Kinematic hardening
Internal stress, C(MPa) 2850
Recovery parameter, d 50
Parameters for flow accumulation 0.24
function, φ0 and δ and 580

not only on the orientation but also on the deformation history, which contributes to the hardening [234].

So the evolution of the backstress Xα depends not only on the shear rate but also on the deformation
history function φ (να). This function φ (να) is responsible for the deformation history effects and it

depends on the plastic flow accumulation να with two related parameters φ0 and δ as given in Eq. (4.13).

In Eqs. (4.12) and (4.13), d is related to the recovery of the internal stress in a hardening-recovery based

evolution equation, d>0 ensures nonlinear internal stress evolution. The the two parameters φ0 and δ

related to the flow accumulation function φ(να) ensure a reasonable approximation of the slip level

kinematic hardening variable. With the increasing of plastic flow, the function φ (να) acts as a coupling

between the internal stress and internal resistance. This coupling function φ (να) also helps to avoid under

or overestimation of the strain hardening part. Many a time, e.g. monotonic loading case, this coupling

function is not necessary. Like internal resistance evolution, the first term in the right side of Eq. (4.12)

represents strain hardening and the second part stands for dynamic recovery effects.

Simulation results, Fig. 4.2, show that this type of flow-rule can accommodate experimental behavior

but still it needs some unreasonable negative value of h0 as shown in Table 4.2. The rate sensitivity

parameter n is quite high.
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4.2.3 Type-3 flow-rule

In the flow-rule of type-1 and 2, internal variable for flow resistance and yield g accommodates the

evolution of self and latent hardening. In our case, deformation is driven by both glide and climb, which

is experimentally observed. So it is assumed that glide driven self and latent based hardening phenomena

will not be sufficient to accommodate our experimental data. Instead of individual mechanism based

modeling, here it is assumed that the microscopic picture of glide, cross-slip and climb can be effectively

represented by the slip-system-level hardening and recovery. This phenomenological approach has been

accommodated in the evolution equation of the respective internal variable. From now on, we will

consider hardening-recovery based formulation for the evolution of CRSS, i.e. yield and drag. For a set of

meaningful material parameters, hardening-recovery driven evolution equations are necessary. So it is

reasonable to consider the recovery terms in the internal variables of the flow-rule. So we are adopting Eq.

(4.15), a modified version of Eq. (4.1), which takes a modified generalized evolution equation for the

internal variable R related to CRSS evolution combining the slip-system-level hardening and recovery

effects. The modified flow-rule of Eq. (4.1) would look like Eq. (4.15). The corresponding evolution

equations for the internal resistance or CRSS evolution would look like as follows.

γ̇α =

∣∣∣∣ τα

KRα

∣∣∣∣
n

sgn(τα), (4.15)

Rα = Rα
0 +

∑
β

Hαβ(1 + bβ)qβ , (4.16)

q̇α = |γ̇α| (1− bαqα) (4.17)

Here K can be considered as temperature dependent drag, R is responsible for CRSS evolution. For

any slip system α, Rα starts with initial CRSS, R0 and its evolution is governed by the variable q along

with the choice of the material parameters b and hardening interaction (cross hardening) matrix Hαβ .
Here q is the governing variable combined with hardening and recovery terms and b associated with

the recovery of hardening. Hαβ can be considered with constant values as the hardening evolution is

considered with an additional variable X. If we consider no recovery during deformation e.g. b = 0, then

the evolution equation would be purely glide driven. In that case, Eq. (4.16) would be similar to Eq. (4.5)

if we use Eqs. (4.6)-(4.10) for the evolution of Hαβ . Simulations have been attempted with both sets
of equations. Along with the governing isotropic state variable q, the internal variable Rα represents
slip system level equivalence of isotropic hardening/softening effects. Results with Eqs. (4.15)-(4.17)
have been shown in Fig. 4.3, which shows that, the above set of flow-rule and hardening law cannot

simulate the deformation behavior correctly, and the primary hardening stage deviates significantly with

overestimation. Although it covers rate-dependency in the hardening/recovery stage, it cannot reasonably

reproduce overall experimental behavior. In spite of the rate sensitivity parameter n = 5.8 is in the range

of 3-6, it is expected to be even lower considering very high homologous temperature. Related model

parameters are presented in Table 4.3. In our observation, one internal variable based flow-rule with most

available hardening law at such high-temperature results overestimation in the hardening stage followed

by a flat curve. Not considering recovery term in such case could lead to meaningless value of one or

more modeling parameters. If we cannot choose a proper flow-rule consistent with proper deformation

mechanisms then some material parameters might be beyond the meaningful explanation. Although

another version of hardening/dynamic recovery based evolution equation of R can also be found in [235],

it is also not expected to be successful because of only one internal variable.
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Figure 4.3: Experiment plasticity data at 1050°C for three different strain rates vs. simulation results
using type-3 flow-rule, lamellar and compression axes are perpendicular.

Table 4.3: Identified model parameters for type-3 flow-rule

Parameters Name Values

Rate-dependence
Rate sensitivity, n 5.8
Drag Stress, K(MPa) 9.7

Hardening + Recovery
Initial CRSS, r(MPa) 12
Recovery parameter, b 9

4.2.4 Type-4 flow-rule

If we want to consider two internal variables X and R with accommodating hardening and recovery, then

the flow-rule of Eq. (4.2) will be similar to the following, Eq. (4.18). Evolution equations of X and R

will remain the same as given in Sects. 4.2.2 and 4.2.3.

γ̇α =

∣∣∣∣τα −Xα

KRα

∣∣∣∣
n

sgn(τα −Xα) (4.18)

Simulation results with the flow-rule of Eq. (4.18) and corresponding evolution equations are shown

in Fig. 4.4, which indicate that the fitting with experimental data is reasonably good with hardening and

recovery, but the rate sensitivity exponent n seems a higher value of 8.12, Table 4.4. At high homologous

temperature and moderate to low stress range, comparatively lower value of n is expected as documented

by Padmanabhan et al. [215]. Experimental curves presented in Fig. 4.4 are taken when lamellar axis
and compression axis are perpendicular, say at φ = 90°. With the above model and with identified

parameter set in Table 4.4, we tried to validate the model with another set of data. Figure 4.5 shows that

this modeling parameter set highly overestimate the available experimental peak stress points that are also

taken from other compression tests when both axes (lamellar and compression) are parallel, say at φ = 0°.

The higher value of the rate sensitivity exponent could be the reason of overestimation.

4.2.5 Type-5 flow-rule

Now we will consider the third type flow-rule with two internal variables. Regarding plastic slip,
following [28, 213], we took the viscoplastic driving force for a slip system as the difference of shear
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Figure 4.4: Experiment plasticity data at 1050°C for three different strain rates vs. simulation results
using type-4 flow-rule, lamellar and compression axes are perpendicular.

Table 4.4: Identified model parameters for type-4 flow-rule

Parameters Name Values

Rate-dependence
Rate sensitivity, n 8.12
Drag stress, K(MPa) 7.83

Isotropic hardening
Initial CRSS, R0(MPa) 12
Recovery parameter, b 2.4

Kinematic hardening
Internal stress, C(MPa) 3500
Recovery parameter, d 45
Parameters for flow accumulation 0.24
function, φ0 and δ and 600

Figure 4.5: Experimental three peak stress points at 1050°C for three different strain rates vs. simulation
results using type-4 flow-rule, lamellar and compression axes are parallel.
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Figure 4.6: Experiment plasticity data at 1050°C for three different strain rates vs. simulation results
using type-5 flow-rule, lamellar and compression axes are perpendicular.

stress and all hardening stresses as given in Eq. (4.19).

γ̇α =

〈 |τα −Xα| −Rα

K

〉n

sgn(τα −Xα) (4.19)

As described in the earlier cases, K, Xα and Rα bear the usual meaning. The variable Rα can be

compared to the viscoplastic friction resistance or to the radius of the elastic domain in a 1D stress space

for a specific slip system. The fact is, kinematic hardening type variable allows us to distinguish a tensile

and a compressive yield strength.

In essence, type-5 flow-rule i.e. Eq. (4.19) is similar to type-4, with a rearrangement in the dimension-

less stress quantity. The term |τ −X| − R can be considered as operative stress. Evolution equations
for the two internal variables will be the same as given earlier in Eqs. (4.11)-(4.14) and (4.16)-(4.17)
where both variables contain the term for strain hardening and dynamic recovery. It is to be noted that

the thermodynamic consistency is generally ensured by the this type models for any (positive) values of
the material/model parameters [236]. Simulation results, Fig. 4.6, show that this type flow-rule is by far

the better one in terms of both reproducing experimental behavior and reasonable material parameters as

given in Table 4.5. The type-5 model along with parameter set given in Table 4.5 can well reproduce the

anisotropic data i.e. the both compression data sets for φ = 90° and φ = 0° orientations. Results for the

later case are shown in Fig. 4.7. In order to avoid many material parameters, we considered same values

for both phases. From the crystal plasticity constitutive modeling perspective, the overall plastic behavior

in the first stage is dominated by the kinematic hardening part while the both isotropic and kinematic

hardening contribute to the next stage. In the following subsections we will discuss all related material

constants and identified parameters. Following [28], [99] and [213] and based on simulation results it can

be opined that two internal variables may be effectively used as a first approximation to model the strain

hardening or softening characteristics, dynamic recovery and strain rate sensitivity etc. A two internal

variables based model corresponds in spirit to the isotropic and kinematic hardening assumption of the

classical rate-independent plasticity theory [44].
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Table 4.5: Identified model parameters for type-5 flow-rule

Parameters Name Values

Rate-dependence
Rate sensitivity, n 4.5
Drag Stress, K(MPa) 122

Isotropic hardening
Initial CRSS, R0(MPa) 14
Recovery parameter, b 8

Kinematic hardening
Internal stress, C(MPa) 3500
Recovery parameter, d 45
Parameters for flow accumulation 0.24
function, φ0 and δ and 600

Figure 4.7: Experimental three peak stress points at 1050°C for three different strain rates vs. simulation
results using type-5 flow-rule, lamellar and compression axes are parallel.

4.3 Flow-rules and slip activities

The introduction of the concept of different stages of work hardening was certainly a milestone in the

developing understanding of work hardening mechanisms [37]. Stage I, or primary creep, is associated

with easy glide when the material experiences hardening through changes in the dislocation substructure.

Then stage II, or secondary, or steady-state creep, is observed. Finally stage III is resulted to the rapid or

parabolic hardening, which might lead to cracking, fracture in pure and class M type alloys [30]. Generally

fewer slip systems are activated during stage I deformation, and stage II hardening is associated with
secondary slip activation. For example, let us assume that only two slip systems may become active,

primary system denoted by 1 and the secondary system denoted by 2. So during stage I, only system 1

is activated and during stage II both systems 1 and 2 are activated. In stage II, hardening is balanced by

dynamic recovery. As mentioned earlier, this stage is particularly important as large strains can accumulate
during steady-state at low, constant, stresses leading to failure. According to forest dislocation theory, this

secondary slip for the flow stress is that the dislocations produced are mostly ’forest’ dislocations with

respect to the primary slip system. The term forest refers to the concept that the flow stress on a given slip

plane is determined by the short-range interaction of mobile dislocations on the slip planes with those

dislocations that intersects the slip planes. Thus under multiple-slip condition, secondary dislocations or

slips are the key to understanding the complex hardening behavior. Considering all stages of hardening
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Figure 4.8: Active slip systems for type-2 flow-rules at φ = 90°

including stage III, slip systems can be divided into four categories based on the slip activities. These are

primary, conjugate (secondary), cross-glide and critical systems. Rapid increase of flow stress in stage

II depends on the deformation history and cross-slip interactions. Amount of secondary slips increases

continuously during stage II and III deformation [221]. The presence of stage III sometimes limits the

extent of stage II and may eliminate it as a separate stage, especially at high-temperatures and for materials

of high SFE [37]. Stage III is believed to be driven by the development of the cross-slip mechanism [237]

and is characterized by a specific, strong dependence on temperature and strain rate, which is applicable
in both single and polycrystalline alloys.

Slip system activities are mainly driven by the choice of the effective stress. In our case, we did not

observe secondary slip activation at any point of the deformation and, conversely, no deactivation of a slip

system after being active once. In type-1 and 3 type flow-rule as described in Sects. 4.2.1 and 4.2.3, if the

absolute value of the resolved shear stress is greater or equal to CRSS then the system would be active.

We found 6 slip systems are active for the first case and the systems are in symmetric pairs. Among them,

four are from the octahedral and two from the cubic family. Active system pairs are: 1. (11-1)[-110],
(1-11)[110], 2. (001)[1-10], (001)[110], and 3. (1-11)[10-1], (11-1)[101]. Resolved shear stresses on

both systems of a pair are almost identical. Similar behavior of slip as a pair was observed for a Ni-based

single crystal superalloy [27].

On the other hand, in type-4 and 5 as discussed in Sects. 4.2.4-4.2.5, since the effective stress (plastic

driving force) definition is different from the previous case we see a shuffle in slip system activities.
Symmetry pair is broken here and the number of active systems increases to seven. Among them first

three are common, rest are different than the previous case. Interestingly, for this case, six from seven are

from octahedral family. Additional active systems are: 4. (11-1)[011], 5. (111 )[-110], 6. (-111)[110], and

7. (111)[10-1]. As an example, active systems based on the positive operative stress is presented in Fig.

4.9.
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Figure 4.9: Active slip systems for type-4, 5 flow-rules at φ = 90°
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Chapter 5

Numerical aspects

5.1 Choosing RVE

We have seen in the first chapter that a RVE should be statistically representative of heterogeneities. For

the alloy under consideration, lamellar phases are not continuous, thickness is not uniform, lamellar

spacing is not also constant. According to mean-field homogenization, we can take an idealized RVE,
which can be with various geometrical consideration. As long as the volume fraction of the individual

phases, their mean width, mean spacing and the RVE-size etc. are rightly chosen, then according to the

concept of statistically similar RVE, we can choose phases with complete lamellae as shown in Fig. 5.1.

In other words, although the microstructure is not perfectly lamellar, RVE can idealized with lamellar
structures and with nearly similar lamellar thicknesses. Since the microstructure is non-periodic, we

considered sufficiently large RVE (thirteen lamellae) in order to ensure that its size is sufficiently large

than that of lamellar scale heterogeneity. Figure 5.1 shows the RVE when loaded perpendicular to the

lamellae. The RVE is meshed with 16250 eight node solid elements C3D8, i.e. eight-noded, isoparametric,

three dimensional brick elements with trilinear interpolation functions. The loading and the boundary

surfaces are also shown. Generally the objective of studying single crystals is to understand the grain level

mechanics of polycrystalline alloys. Since Ti-61.8at.%Al is a single crystal alloy, we have simplified two

basic aspects of mean-field homogenization. Firstly, for 90° orientation, we have applied three different

strain rates (i.e. 10-3 s−1, 10-4 s−1 and 10-5 s−1) perpendicular to the one side of the Z-planes, and
displacement boundary condition to the opposite side i.e. Uz = 0, as shown in Fig. 5.1. No restriction

has been applied to the other four sides of the RVE. Similarly, for 0° orientation, same strain rate and
boundary condition have been applied perpendicular to two X-planes, Fig. 5.2. Secondly, the overall
stress has been computed based on the element centroidal average of the stress component σ33. In the

computing of the overall stress, we do not expect a significant difference between the volumetric average

and the centroidal one, since the volumes of different elements are nearly the same.

It is discussed in the first chapter that, a larger sized RVE is important for non periodic microstructure.

Two relevant microscales, or scale of heterogeneity, for this analysis is the size of slip and lamellae,
the mesoscale here is the size of the RVE. In this mean-field simulation the main microscale is the

average spacing of dislocation sources, where the most fundamental scale is the size of the Burgers vector.

The lamellar scale is a secondary scale. For a particular material, Terada et al. [62] showed that if the
characteristic length, the size of the RVE with respect to the size of the scale of heterogeneity, is more
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Figure 5.1: Meshed RVE, schematically showing load and boundary surfaces along Z-axis, loading and
lamellar axes are at 90°, γ-phase: green, r-phase: blue

Figure 5.2: Meshed RVE, schematically showing load and boundary surfaces along X-axis, loading and
lamellar axes are at 0°, γ-phase: green, r-phase: blue

82



than 35 then TBC, DBC or PBC do not make a significant difference. The RVE of Fig. 5.1 is extremely

large in terms of the primary microscale and even much larger as compared to the secondary scale. So in

terms of the primary microscale the choice of the BC is insignificant.

5.2 Numerical implementation

Employing a linear interpolation within 
t and following the generalized Euler time integration scheme

we can write the increment of shear strain as:


γα = 
t
[
(1− θ)γ̇αt + θγ̇αt+�t

]
(5.1)

Where 
γα is the increment of slip along the system α within the time period 
t. Slip rates at the

beginning and at the end of the time step are denoted by γ̇αt and γ̇αt+�t. Here a choice of 0.5 to 1 for θ

is recommended, whereas θ = 0 corresponds the simple Euler scheme. Since the slipping rate γ̇α is in

general a function of the resolved shear stress, τα, and of the internal variables, Xα and Rα or gα, Taylor

expansion of the slipping rate gives:

γ̇αt+�t = γ̇αt +
∂γ̇α

∂τα

τα +

∂γ̇α

∂gα

gα (5.2)

γ̇αt+�t = γ̇αt +
∂γ̇α

∂τα

τα +

∂γ̇α

∂Xα

Xα +

∂γ̇α

∂Rα

Rα (5.3)

where 
τα, 
Xα and 
Rα or 
gα are the increments of resolved shear stress, backstress and isotropic

hardening stress, respectively, in the slip system α within the time increment 
t. The Eq. (5.2) for one

internal variable and Eq. (5.3) for two. Combining Eqs. (5.1)-(5.2) and (5.1)-(5.3), we obtain:


γα = 
t

[
γ̇αt + θ

∂γ̇α

∂τα

τα + θ

∂γ̇α

∂gα

gα

]
(5.4)


γα = 
t

[
γ̇αt + θ

∂γ̇α

∂τα

τα + θ

∂γ̇α

∂Xα

Xα + θ

∂γ̇α

∂Rα

Rα

]
(5.5)

For numerical implementation we need the expressions for 
σ, 
τα, 
Xα and 
Rα etc. Considering


σ =
�
σ 
t and 
τα = τ̇α 
 t, and using Eqs. (3.14) and (3.18) we can write increment of the Cauchy

stress and increment of the resolved shear stress by the following equations:


σ = L: 
 ε− σ(I: 
 ε)−
N∑

α=1

[L:μα + ωα·σ − σ·ωα − σ(I:μα)]
 γα (5.6)


τα = [L:μα + ωα·σ − σ·ωα] :

⎡
⎣
ε−

N∑
β=1

μβ 
 γβ

⎤
⎦ (5.7)

Increment of internal variables can be derived as:


Xα =
Cαδ(1− φ0)e

−δνα

δ − dαsgn(γ̇t)

 γα (5.8)


Rα =

N∑
β=1

HαβQβbβe−bβ |γβ | 
 γβ (5.9)


gα =

N∑
β=1

Hαβ 
 γβ (5.10)
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To obtain μα and ωα at the current state it is necessary to know ṡα and ṁα, for which we need to compute


sα and 
mα. Thus we can fully characterize the lattice deformation and rotation by the reciprocal

vectors ṡα and ṁα in the deformed configuration. Necessary expression 
sα and 
mα can be given as:


sα =

⎧⎨
⎩
ε+W 
 t−

∑
β

[
μβ + ωβ

]

 γβ

⎫⎬
⎭ · sα (5.11)


mα = −mα·
⎧⎨
⎩
ε+W 
 t−

∑
β

[
μβ + ωβ

]

 γβ

⎫⎬
⎭+mα·

⎛
⎝I: (�ε−

∑
β

μβ 
 γβ)

⎞
⎠
(5.12)

If we put the relevant expression for 
σ =
�
σ 
t, 
τα = τ̇α 
 t, 
τα, 
Xα and 
Rα in the

incremental formulation of Eqs. (5.4) and (5.5), depending on the type of flow-rule we will end up with

different forms. For example, if we consider the evolution of g as given in Sects. 4.2.1, we will get the

following form. For the sake of brevity we write P α = L:μα + ωα·σ − σ·ωα .
N∑

β=1

{
δαβ + θ
 t

∂γ̇α

∂τα
(P α:μβ)− θ 
 t

∂γ̇α

∂gα
Hαβsgn(γ̇t

β)

}

 γβ = γ̇t

α 
 t+ θ
 t
∂γ̇α

∂τα
(P α: 
 ε)

(5.13)

On the other hand, if we consider the evolution of X and R as given in Sects. 4.2.2 and 4.2.3 along with

the flow-rule in Sect. 4.2.5, we will get the following form.
N∑

β=1

{
δαβ + θ
 t

∂γ̇α

∂τα
(P α:μβ)− θ 
 t

∂γ̇α

∂Xα

Cαδ(1− φ0)e
−δνα

[δ − dαsgn(γ̇t)]

}

 γβ

−
N∑

β=1

{
θ
 t

∂γ̇α

∂Rα
HαβQβbβe−bβ |γβ |

}

 γβ = γ̇t

α 
 t+ θ 
 t
∂γ̇α

∂τα
(P α: 
 ε) (5.14)

Where δαβ is the Kronecker delta. The above equation represents a linear system of equations where


γβ’s are the only unknown variables. Instead of being a linear system, Eq. (5.14) would be a nonlinear

system if we do not consider Taylor’s linear expression of Eqs. (5.2) and (5.3). Depending on the number

of variables, lets say γ̇α = fα(τα, gα), or, γ̇α = fα(τα, Xα, Rα). Then at t+
t, the shear rate for the

slip system α can be written:

γ̇αt+�t = fα(τt
α +
τα, gt

α +
gα) (5.15)

γ̇αt+�t = fα(τt
α +
τα, Xt

α +
Xα, Rt
α +
Rα) (5.16)

Then the general expression of Eq. (5.1) would be like below.


γα −
t(1− θ)γ̇αt −
tθγ̇α0 f
α(τt

α +
τα, gt
α +
gα) = 0 (5.17)


γα −
t(1− θ)γ̇αt −
tθγ̇α0 f
α(τt

α +
τα, Xt
α +
Xα, Rt

α +
Rα) = 0 (5.18)

These equations, (5.17) and (5.18), are nonlinear systems of equations that can be solved by Newton-

Rhapson iterative method, while linear solution of Eq. (5.13) or (5.14) can be used as an initial guess [231].
Generating a lamellar representative volume element (RVE) with 10× 10× 10 μm3 as shown in Fig. 5.1,

all these necessary formulas have been implemented in the UMAT (user material) subroutine from the

commercial finite element software package Abaqus Standard. With the presented incremental formulation

technique, this framework has been implemented with UMAT functionality.
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5.3 Solver, matrix conditioning and mesh convergence

All of the computations in this work are based on the implicit numerical scheme with structured meshing

of almost equal sized 3D brick elements. The direct solver, LU decomposition method has been used
for solving all linear system of equations, both for the linear incremental scheme (generalized Euler)
and for the linearization of nonlinear Newton’s solver. In most cases, Newton’s solution procedure for
the non-linear system in finite element formulation exhibits second order convergence. The prediction

has been started with the increment of slip. All CP constitutive equations have been implemented in the

user subroutine (UMAT) functionality of Abaqus Standard. The UMAT is being called several times

during the time of computations, in every cycle of external load increments, every cycle of equilibrium

iterations, in every element, in every integration point of an element [10]. The main tasks in the UMAT

are, updating stress state from the prescribed deformations, updating material states i.e. state variables,

and the computation of the material Jacobian or tangent stiffness matrix [238]. Implicit scheme generally

guarantees the convergence whereas very small time step is necessary for explicit scheme as convergence

is not guaranteed always [70]. In an implicit analysis, like in ABAQUS standard, the finite element

momentum balance or equilibrium equations are solved implicitly.

The performance of finite element computations depends strongly on the quality of the meshing,

polynomial degree and the efficiency of the solver for the linear systems resulting from the discretization

of partial differential equation [239]. Thus poorly shaped elements (e.g. severely unstructured meshing,

different volumes for 3D elements) can give ill-conditioned matrices, which tend to slow down or even

prevent the convergence of iterative solvers. Precise and explicit descriptions of the relations between the

mesh geometry and the spectral condition numbers are naturally helpful to the understanding of the whole

finite element solution process. With the increasing of polynomial degree, the eigenvalue spectrum of the

resulting finite element matrices will also grow, that causes the condition number of the matrix to grow

as well. Sometimes, this growth could be exponential which would be the worst case scenario of matrix

conditioning [240]. The first order tri-linear brick element is advantageous considering the efficiency and

convergence of the computation.

In nonlinear mechanics, a common approach of computing a nonlinear quantity is usually followed by

a predictor-corrector scheme. A related quantity (e.g. stress, strain, deformation gradient) is predicted
then the subsequent prediction is updated by Newton-Raphson solver and, thus the residual error is

minimized [70]. Since slip rate is highly nonlinear, the calculation of slip rate by predicting stress does

not easily converge. Conversely, the calculation of stress from slip rate is comfortable for convergence. In

this work, the prediction has been started always from the increment of slip for all slip systems.

When we try to understand the effect of mesh size, we find that some components of stress are mesh

size and time step sensitive, however if we concentrate on the homogenized value we find very little

differences, specifically in the order of less than one percent. In general, the more the heterogeneity and

complexity in the microstructure, the more the mesh sensitivity in the local level. If so, more refined mesh

is necessary in the polycrystal level.
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Chapter 6

CRSS estimation technique

6.1 Introduction

The ease of slip or twinning on a slip/twin system is usually quantified by critical resolved shear stress

(CRSS). In order to calculate local yield limits, the critical resolved shear stress of these systems must be

known at the temperature and strain rate under consideration. Characterizing slip systems for their proper

CRSS values is one of the most important parts in crystal plasticity modeling of anisotropic responses.

Initial critical resolved shear stresses for different slip systems, or at least for different planes, and elastic

constants are the set of input parameters that are necessary to start a crystal plasticity simulation, especially

modeling of anisotropy. Initial CRSS is the most important quantity in crystal plasticity modeling and

simulation. A small change in this value will result in a nearly different set of model parameters especially

two main flow-rule parameters. Generally precise values of critical stresses according to the experimental

observation improve the predictive power of the model. However they are generally anisotropic i.e.

orientation dependent [154, 158, 241–243], and depend both upon the orientation of the loading axis as

well as the sense of the load; i.e., tension or compression [220]. Researchers have investigated these

values for different alloys under various conditions, both experimentally and computationally. However,

there is no consensus on these values [244], particularly as they change as a function of alloy content and

testing conditions.

There is often contradictory opinion about the ease of activation in different microstructures. Hexagonal

closed packed (HCP) materials is an ideal example of such controversies. Accordingly to Li et al. [245],

prismatic slip is easier to activate than other deformation modes, and then basal slip and finally pyramidal

systems, i.e. CRSSprismatic<CRSSbasal<CRSSpyramidal. This order is supported by various experiments,
for example, on α2-Ti3Al single crystals [156], and on magnesium [246]. However, HerreraSolaz et

al. [247] reported that it is generally accepted as CRSSbasal<CRSSprismatic<CRSSpyramidal. Li et al. [245]

also presented the case of Ti-6Al-4V alloy with such contradiction. They also described that the first view

is supported by majority of the researchers even at high-temperatures. Temperature also plays a role in the

relative activation of basal and prismatic slip systems. A summary of experimental CRSS and simulation

based estimation is documented in Li et al. [245] for single crystalline and polycrystalline Ti and Ti alloys.

Hutchinson and Barnett [248] explained the issue in a more generalized way. They reported that the basal

slip is the easiest in magnesium and zinc while prismatic planes are the softest in titanium and zirconium.

In magnesium, prismatic slip operates at CRSS values that are nearly two orders of magnitude greater
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than for basal slip, but intrinsically harder prismatic glide becomes more favored relative to basal glide

as the dislocation density rises, which means basal slip has been hardened and prismatic slip softened [248].

Experimental measurement is done on single-crystal specimens where a unique slip system is activated.

But, it is almost impossible to determine these values precisely for all slip systems using conventional

uniaxial tests. One potential reason is that, it might be impossible to initiate slip on a system if the CRSS is

much lower on other systems. Moreover, many structural materials are polycrystalline and/or multiphase

and often are not available in single-crystal form, making traditional approaches difficult. Analyzing Mg

bicrystals, Uranagase and Matsumoto (2016) [249] mentioned that both CRSS and deformation modes

depend on the misorientation angle between the grains and the loading direction. In polycrystals, it is not

possible to directly find values of CRSS, although approximate values can be obtained for very strongly

textured alloys [245, 248]. One important alternative is nano-indentation of grains within a polycrystal

combined with crystal plasticity finite-element simulations that has been used to quantitatively determine

the CRSS for different slip systems [245], which is known to require higher order continuum theories.

Apart from the experimental efforts, there are few other computational approaches available depending

on the complexity of the microstructures, which take experimental measurements as a basis. For high

symmetry face centered cubic materials, if the grain morphology is not complex then, generally, the slip

system deformation resistances are considered not too different from each other and for these materials it

is possible to make an assumption that the slip resistances have approximately the same value for all the

slip systems, see for example [250]. In fact the application of this type of simplistic approach is limited to

specific deformation behavior with non complex microstructures. To overcome this limitation, categorizing

slip systems as ‘hard-mode’and ‘soft-mode’, see for example [117, 150, 248], played an important role

in modeling different mechanical behaviors of some lamellar alloys. Considering symmetric slip planes

as one family and setting a fixed CRSS for all systems in that family is a well known approach, see for
example [241] and [156] for hexagonal closed packed (HCP) materials. We often see the classification

of octahedral and cubic families for FCC (face centered cubic) materials, where the octahedral one is

treated as the primary group [251]. For BCC (body centered cubic) materials, families are {110}〈111〉,
{112}<111>, and {123}<111>; consisting of 12, 12 and 24 slip systems, respectively. Here the notation

{110} denotes the set of all equivalent planes by the symmetry of the BCC lattice. Similarly, <111>

denotes the set of all directions that are equivalent by the symmetry. Basal, prismatic and pyramidal are

three well known families in HCP materials [252]. Apart from the hard-soft or family based classifications,

Lebensohn et al. [123] proposed morphology based (e.g. lamellar interface) slip grouping for multiphase

lamellar TiAl alloys. The idea is, dislocation piles up at the phase boundary that create additional

resistance for plastic slip, thus slip systems that are transverse to the lamellar interface will have higher

CRSS than that of longitudinal systems. Slip systems that are neither parallel nor perpendicular to the

interface, termed as mixed group, will have a CRSS in between. This morphology based approach can be

considered as an extension of the previously proposed hard-soft systems.

Anisotropy of inelastic behavior, or in a more broad sense, the dependence of inelastic behavior on

the kind of loading and direction are common for many high-temperature materials [223]. A preferred

orientation of crystal planes and directions is developed with the increase of strain. Thus an initially
isotropic material may become anisotropic in respect of many properties. In the last decades, there has

been a huge attention from the research community regarding anisotropic and asymmetric phenomena,
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whereas in recent times, strain rate and temperature dependence anisotropic phenomena are getting more

attentions. Some of the recent works that include rate-dependent and/or temperature dependent anisotropic

investigations are: Huh et al. [253] for high-strength steel, Meredith and Khan [254] for ultra fine grained

Ti, Khan and Liu (2012) [255] and Khan and Yu (2012) [256] for temperature and strain rate-dependent

anisotropy of Ti-6Al-4V, Nixon et al. [257] for α-titanium, Naumenko and Gariboldi [187] and Gariboldi

et al. [258] for aluminum alloys, and many more.

Important features of plastic anisotropy and asymmetry can be related to the different length-scales,

like grain/subgrain scale, phase/lamellar scale, crystal lattice scale, dislocations and atomic scales etc.

Privileged crystallographic orientation or texture development can be associated with grain scale. Simi-

larly many other origins of anisotropy like defects inclusions-cavities in metals and multiphase alloys,

directionality distribution of a particular phase, anisotropy of individual grains etc., can be related to at

least one scale dependent phenomena. In order to understand different macroscopic behaviors including

the plastic anisotropy and asymmetry in Ti-Al alloys, it is necessary to understand their origins at the

lower length-scales. Regular misfit dislocations along the lamellar interfaces, formation of faulted dipoles

of superdislocations, changes in deformation modes due to the appearance of some superstructures,

domination of climb at high-temperature, etc. for the Al-rich TiAl family are few of them at the smaller

scales. Various macroscopic behaviors of this family, like anomalous yielding and hardening, recovery,

increasing brittleness with the increase of Al-content, etc. are also deserved to be investigated in order to

understand the inelastic phenomena. A detailed knowledge of the fine structure of dislocations is essential

in analyzing the origin of the various deformation features. This knowledge is in turn instrumental to the

understanding of the mechanisms responsible for the anomalous behavior, plastic anisotropy and tension

compression asymmetry, etc. [259]. In general, it is believed that the plastic behavior in Al-rich TiAl

alloys depended on the formation of superstructural phases and the activated slip systems varied [130].

Ti-rich lamellar alloys exhibit a significant plastic anisotropy whether they are polysynthetically

twinned (PST) or polycrystalline intermetallics [128, 260]. Anisotropy of Ti-rich side alloys is highly

pronounced irrespective of whether it is at room temperature [156, 261] or at high-temperature [262].

It is agreed that the maximum yield stress occurs when the lamellar direction is perpendicular to the

compression axis, stress is minimum when both axes are approximately at φ = 45°, and stress is in

between at φ = 0° orientation [128, 260]. It is proposed that loading at 45°with lamellar axis resulted in

the activation of soft longitudinal deformation modes, where both the slip plane and the slip direction were

parallel to the interfaces, probably as a result of the lack of interaction with the lamellar interfaces, and

therefore, little interaction of dislocations with lamellar interfaces is expected. At 0°loading, deformation

was mainly carried by harder mixed deformation, although the lamellar interfaces seemed to be relatively

transparent to slip transfer, which indicates that the lamellar interfaces are relatively transparent to mixed

deformation modes. On the contrary, 90°loading represented the hardest direction and deformation

was accommodated by the activation of transverse deformation modes, confined to individual lamellae,

together with longitudinal modes that were activated due to their softer nature. Those systems are expected

to display the larger interaction with lamellar interfaces, since only isolated transversal twins could be
found in individual lamella, that did not propagate across lamellar interfaces [263]. This anisotropic

deformation behavior depends strongly on the angle between the lamellar and compression axes rather

than on the crystallographic orientation of the compression axis. This kind of anisotropy of TiAl single

crystals is associated with the difference in the deformation mode e.g. shear deformation modes are
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different depending on the angle φ. The plastic anisotropy of the two-phase lamellar alloys of PST crystal

is mainly a morphological anisotropy. This kind of anisotropy of TiAl single crystals is associated with

the difference in the deformation mode e.g. shear deformation modes are different depending on φ.
A significant portion of the anisotropy is coming from to the asymmetric core spreading of the 〈101]

superdislocations that occur in the L10 structure of gamma-TiAl. The coupling of partial dislocations by

different planar faults (that are specific for the L10 structure) makes the resistance to slip and cross-slip of

the 〈101] superdislocation sensitive to its direction of motion. Both slip and twinning are active in such

Ti-rich alloys.

Even though the anisotropy and asymmetry in Ti-rich side have been investigated reasonably for
single-crystal and polycrystalline alloys, the lamellar orientation dependence of plastic anisotropy in

Al-rich side, either theoretically or experimentally, is not well documented. This directionally solidified

lamellar material is expected to be highly anisotropic due to the preferred orientations of lamellar colonies

as like PST Ti-rich TiAl [123]. By modeling rate-dependent anisotropy of this alloy, we will focus on
the CRSS estimation techniques along with proposing a novel approach consistent with conventional

approaches and observed experimental issues.

6.2 Critical resolved shear stresses

6.2.1 CRSS in Ti-rich TiAl

Shear deformation parallel to the lamellar interfaces is considered to be easier (the soft-mode) than that

normal to the interfaces (the hard-mode) [150]. The relative difficulty of these harder slip modes compared
to the softer ones plays an important role in determining textures, strength and ductility [248]. Considering

Ti-rich TiAl, Grujicic and Batchu [150] proposed half of the slip systems belongs to the softer group and

half to the harder group based on interface effect. Kad et al. [264] reported that the soft- and hard-modes
are controlled by the domain size and width of the lamellae, respectively. Lebensohn et al. [123] extended

this harder-softer version to more elegant morphology based characterization. The idea of this approach

is, there are few planes and directions that are parallel to the lamellar interface while some are (nearly)

transverse, and rest are mixed. When the lamellae are at φ = 90° with the loading axis, the deformation is
carried out mainly by systems of the transverse type which should have high critical stresses while parallel
systems should have low CRSS and mixed type systems are expected to be in between. This means, due to

lamellar boundary, the basic assumption for such case has been proposed as RT
0 < RM

0 < RL
0 , where R0

denotes CRSS and superscripts L,M, T stand for longitudinal, mixed and transverse systems, respectively.
This morphology-based or phase interface based classification, originally introduced to address anisotropy

of lamellar PST Ti-rich TiAl alloys, is able to capture the main effect of the morphology on the simplified

2-lamellae structure of PST crystals [123].

6.2.2 Preliminary remarks on CRSS in Al-rich TiAl

There are some experimental works that have been performed on γ-TiAl single crystals, most of them with
an aluminum concentration of 54% or 56%. In two-phase lamellar alloys, the estimation of the CRSS of γ-

phase is complicated by the lamellar morphology [156] whereas long-period superstructures add additional
complexity. Nevertheless, the general agreement is that, crystals containing L10 phase beyond 54 at.%Al,

the CRSS for 1
2〈110]{111} ordinary slip is higher than that for 〈101]{111} superlattice slips [158, 265].

90



An increase in Al concentration makes TiAl harder and the difference increases suggesting that ordinary

dislocations become relatively less mobile than 〈101] dislocations [153, 158, 159, 265]. So below the

peak temperature, superlattice dislocations control the plastic slip behaviors of Al-rich TiAl [153]. Since

the energy of the anti-phase boundary (APB) created by the ordinary dislocations was higher than that

created by the superlattice dislocations, the motion of the ordinary dislocations was effectively interrupted

by the APB, resulting the activation of the superlattice dislocations, and a loss of ductility in Al-rich
TiAl. The formation of superstructures in the L10 matrix was responsible for change in deformation
mode and low ductility in Al-rich TiAl [153]. The difference in CRSS between these two slip systems

(ordinary and super) become pronounced with the development of the Al5Ti3 long-period superstructure.

The frequency of 〈101] dislocation decomposition into a 1/2〈110] and a 1/2〈112] dislocation decreases

abruptly with the development of Al5Ti3. A reduced mobility of ordinary dislocations may be at the origin

of this behavior [158]. Nakano et al. [140] showed that, at 500°C, the CRSS of {111}<101] increases
linearly with increasing Al concentration, while the CRSS of {111}<110] was lower at the beginning

then increases rapidly till 58at.% then starts falling sharply and goes below the line of superdislocation

slip. Inui et al., [159] and Nakano et al. [153] reported that, at temperatures below 600°C, the CRSS for
1
2〈110] ordinary slip is considerably higher than those for 〈101] superlattice slip. The ratio of the CRSS

is 1.5-2.0 at room temperature. However, after 900°C the trend reverse, approx after 1050°C superslips

are no longer active in Ti-56%at.Al [159]. A contradictory case also can be seen in [259], where they
proposed, it is reasonable to assess that <011]{11l} and <112]{11l} exhibit the smallest and highest

CRSSs respectively, with that of <110]{111} located in between. At room temperature, the ratio of the

maximum to minimum CRSS can be 2 to 5 or even more. But at high-temperature, CRSS values for

different planes become very closer. At T>900°C, orientation dependence of CRSS and difference among

ordinary systems becomes very less [155, 166], but significant differences might be observed even at

high-temperature with complex superstructures. Interestingly, the CRSS value is found to be independent

of deformation orientation below room temperature at -77 °C, while a strong orientation dependence of

the CRSS values is clearly observed for all different orientations between 400°C and 800°C [155].

6.2.3 Constant CRSS assumption

Depending on the simplicity of the microstructures, the simplest approach is to consider a constant value of

CRSS for all systems. For high symmetry face centered cubic materials, if the single crystal morphology

is not complex, it is possible to make an assumption that the slip resistances take approximately the same

value for all the slip systems [155,260]. Besides, at very high-temperature, not much differences of critical

stresses among slip systems are expected. For isotropic material this assumption is expected to be fine.

For our case, CRSS are roughly estimated for high-temperature, extrapolated from lower temperature

experimental data from similar alloys, which was estimated in the range of 10 to 40 MPa. Then we applied

constant value based approach for two experimental data set, i.e. RO
0 = RS

0 for both families, where

superscripts O and S stand for ordinary and superslips, respectively. A fixed CRSS can reproduce one set

of experimental data only, e.g. either for φ = 90° or φ = 0°, highly under or overestimating the other set.

We found that two different values, i.e. 14 MPa and 24.4 MPa, can successfully reproduce two plasticity

data sets separately. This means we estimated a constant CRSS of 14 MPa for all slip systems for which

the deformation responses at φ = 90° can be simulated. Similarly we found 24.4 MPa for simulating

deformation responses at φ = 0°. Simulating experimental data in two directions, our best approximation
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Figure 6.1: True stress-plastic strain curves for three different strain rates at φ = 90°: experiment vs.
simulation with constant CRSS.

Figure 6.2: True stress-plastic strain curves for three different strain rates at φ = 0°: experiment vs.
simulation with constant CRSS.

is in the range of 14 to 25 MPa, more precisely, we expect that the CRSS values would be in the range

of 14 - 24.4 MPa. It is to be noted that using a constant CRSS for all systems might be a very simplistic

approach considering the complex morphology and long-period superstructures. Furthermore, A small

deviation is not unexpected for the first stage of deformation because the rate sensitivity parameter is

often little different for different stages of deformation behavior. Another objective of this simulation is to

check the amount of deviation in a particular experimental behavior when simulating the other loading

responses successfully. One set of simulation results are shown in Figs. 6.1 and 6.2, where we see that

this assumption of fixed CRSS highly underestimates three experimental peak stress points once we fix a

constant CRSS for φ = 90° orientation.
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Figure 6.3: Rate-dependent plasticity at φ = 90°: experiment vs. simulation with hard-soft based CRSS
configuration.

6.2.4 Hard- and soft-modes based approach

If we closely observe any slip plane in the octahedral family we could see that two systems are different

than the third one. In many cases this two systems move as a pair. There are plenty of experimental
observation on that, which is mostly known as mechanism-based systems. In FCC materials, we often

divide slip systems into ordinary and superlattice dislocation slips. The earlier version of this idea was

hard-mode and soft-mode based classification. Depending on the complexity of the microstructure,

sometimes the ordinary systems are observed to be hard and superslips are soft, and vice versa. Regarding
Al-rich TiAl family, there are some experimental works that explicitly mentioned that the ordinary systems,

whether they are on {111} or (001) plane, are more mobile and thus CRSS of these systems are relatively

low when operating temperature exceeds the peak [159]. Based on this finding, we considered six 1
2<110]

ordinary systems as soft and other 12 systems are hard expecting an improved results, i.e. RO
0 < RS

0 . After

several simulations we found that, using CRSS of 24.5 MPa for hard-modes and 14 MPa for soft-modes

can simulate the first data set (i.e. for φ = 90°) only. We did not observe significant improvement in

simulating the second set, as shown in Figs. 6.3 and 6.4. The later figure also shows an interesting point

that this hard and soft based approach predicts similar deformation behavior for both loading directions.

6.2.5 Longitudinal-mixed-transverse modes based approach

At the lamellar or phase length-scale, anisotropy arises from the differences in deformation resistance of

different slip systems within the same phase, while in microscopic or grain length-scale, it is related to

inter- and intra-phases differences in the deformation resistances [150]. Necessary kinematic coupling

between the two phases can be incorporated by requiring that slip parallel to the lamellar interfaces is

dominated by the softer phase, while slip normal to these interfaces is taken to be controlled by the harder

phase. In a lamellar alloy, one would expect that the lamellar boundary is a potential barrier to dislocation

movement and hence shear deformation parallel to the lamellar interfaces is considerably easier (the
soft-mode) than that normal to the interfaces (the hard-mode) [150]. In the previous subsection 6.3.4,

hard-soft classification was based on various experimental evidences, whereas, the current harder-softer
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Figure 6.4: Rate-dependent plasticity at φ = 0°: experiment vs. simulation with hard-soft based CRSS
configuration, dotted lines are included to show that this approach predict almost isotropic deformation
behavior.

grouping is related to the phase interface. Considering Ti-rich TiAl, Grujicic and Batchu [150] proposed

half of the slip systems belongs to the easier group and half to the harder group based on the presence
of interface. In fact, this interface based version is a rearrangement of the early idea of easy (ordinary)

and hard (superdislocation) slip [266]. Due to lamellar structure, this approach is expected to be a better
choice for our case in characterizing CRSS.

For our lamellar alloy, since the interface is parallel to (001) plane, we found all six ordinary systems

are longitudinal to the interface. Rest of the two planes from the cubic family are perpendicular to the
interface, for which, we considered them (4 systems) as transverse type. Finally, rest eight superslips

from the octahedral family have been considered as mixed type. We used CRSS of 14, 20 and 24.5 MPa

for longitudinal, mixed and transverse systems, respectively. The classification based on hard-soft as

described in Sect. 6.2.4 and Longitudinal-Mixed-Transverse (or interface based) are summarized in Table

6.1 with estimated CRSS. Like the previous case, simulation results with this interface based classification,

shown in Figs. 6.5 and 6.6, can reproduce one set only, and again highly underestimate the other set.

This approach of CRSS characterization works good only for the first experimental data set, but did
not work when we try to validate the model with second data set. Since CRSS estimation according to
longitudinal-mixed-transverse type classification does not work in our case, it indirectly indicates that

the interface effect is not the dominating case here. Alternately, if we simulate the deformation behavior

at φ = 0°, then the predicted results for φ = 90° are expected to highly overestimate the experimental

data. So we applied a novel approach of CRSS characterization based on the domination of different slip

systems.

6.2.6 Operative stress based approach

Since the lamellar morphology based approach cannot reproduce our available anisotropic responses, it

means that the interface effect might not be the dominating case here. An increase in Al concentration
makes TiAl harder with the appearance of some superstructures. As γ-phase is little weaker than the

r-phase at high-temperature, it is expected that r-phase with LPS also plays an important role to the overall
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Table 6.1: Hard-Soft and Longitudinal-Mixed-Transverse based Slip system classification

Slip Hard- Interface based Comment
Systems Soft Type and Value

1. (111)[0-11] Soft Mixed 20 MPa
Nothing parallel
or perpendicular

2. (111)[10-1] Soft Mixed 20 MPa
Nothing parallel
or perpendicular

3. (111 )[-110] Hard Longitudinal 14 MPa Parallel direction

4. (-111)[101] Soft Mixed 20 MPa
Nothing parallel
or perpendicular

5. (-111)[110] Hard Longitudinal 14 MPa Parallel direction

6. (-111)[0-11] Soft Mixed 20 MPa
Nothing parallel
or perpendicular

7. (1-11)[011] Soft Mixed 20 MPa
Nothing parallel
or perpendicular

8. (1-11)[110] Hard Longitudinal 14 MPa Parallel direction

9. (1-11)[10-1] Soft Mixed 20 MPa
Nothing parallel
or perpendicular

10. (11-1)[011] Soft Mixed 20 MPa
Nothing parallel
or perpendicular

11. (11-1)[101] Soft Mixed 20 MPa
Nothing parallel
or perpendicular

12. (11-1)[-110] Hard Longitudinal 14 MPa Parallel direction
13. (001)[110] Hard Longitudinal 14 MPa Parallel direction
14. (001)[1-10] Hard Longitudinal 14 MPa Parallel direction
15. (010)[101] Soft Transverse 24.5 MPa Perpendicular plane
16. (010)[10-1] Soft Transverse 24.5 MPa Perpendicular plane
17. (100)[011] Soft Transverse 24.5 MPa Perpendicular plane
18. (100)[01-1] Soft Transverse 24.5 MPa Perpendicular plane

Figure 6.5: Rate-dependent plasticity for φ = 90°: experiment vs. simulation with longitudinal-mixed-
transverse type CRSS configuration.
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Figure 6.6: Rate-dependent plasticity for φ = 0°: experiment vs. simulation with longitudinal-mixed-
transverse type CRSS configuration.

deformation process. We further assume that some systems in the softer gamma phase will dominate the

plastic slip when φ = 90° and some other systems will dictate when φ = 0° that is controlled by the

harder r-TiAl phase. Usually few systems will dominate the plastic slip when φ = 90° and some other

systems will dictate when φ = 0°. Only a few slip systems dominate the overall deformation behavior
for particular loading responses [171–173]. For a particular orientation, how and which systems are
directly dictated by r-phase with LPS is not clearly understood. From the two experimental data sets
of Fig. 2.8, we see that the φ = 0° orientation is harder than that of φ = 90° for all strain rates, which
implies that slip along some slip systems are directly suppressed by LPS in the former case. Besides

r-lamellae are discontinuous, slip can occur across the gap at φ = 90° loading orientation which makes

the deformation process softer. Deformation is carried out by softer γ-phase, where LPS contributes to

alloy strengthening. On the other hand at φ = 0° orientation, the harder r-phase absorbs external loading

first, then it is transmitted to softer phase as well. The transmission of dislocations through the interface

is harder at φ = 0° loading. It is agreed that, below the peak temperature, motions of the ordinary type

dislocations are suppressed by LPS resulting in additional resistance [127, 158, 265]. At φ = 0° lamellar

orientation, we are assuming that some ordinary systems remain harder at high-temperature as well due to

the presence of LPS. This additional resistance is also manifested by comparing peak stresses in the two

experimental data-sets. So it is assumed that the harder r-phase with LPS dictates the loading-lamellar

orientation of φ = 0° more than that of φ = 90°.

To identify those unique ordinary systems and to estimate CRSS, we have adopted a different approach.

In this approach, the general idea is based on the operative stress domination for a particular loading

response. Usually some slip systems are favored for one orientation while other systems are favored for

another orientation, which is showed by Nakano et al. [153] and Inui et al. [159]. The most dominant
system in a particular loading direction controls the major part of the plastic deformation. Slip system
exerting the most resistance is the most dominant one. According to the formulation of Sect. 4.2.5, a

slip system is considered to be active when the operative stress |τ −X| −R on that system is positive.

Based on this, we computed individual overall operative stress of all slip systems both in perpendicular

and parallel directions.
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Figure 6.7: Operative stresses for φ = 90° lamellar setting

Figure 6.8: Operative stresses for φ = 0° lamellar setting

Since all superslips have higher CRSS than ordinary group, it can be assumed that the reason of

underestimating experimental data at φ = 0° is that the CRSS of some ordinary systems are underestimated.

That is why, we are assuming that those systems lie in the ordinary group where CRSS is underestimated.

Shear along those dominating systems are expected to control plastic deformation at φ = 0°. Operative

stress for all slip systems are presented in Figs. 6.7 and 6.8. After investigating individual operative stress

for each ordinary system in both lamellar orientations we found that three ordinary systems out of six

remain harder than other. These major contributing ordinary slip systems are (11̄1)
1

2
[110], (001)

1

2
[110]

and (001)
1

2
[11̄0]. For φ = 90° orientation, dominating role of the system (001)

1

2
[11̄0] can be observed

from the Fig. 6.7. Similarly other two systems are dominating at φ = 0° orientation, Fig. 6.8. To

be consistent with the experimental observation, we are considering all twelve superslip systems from

both families with higher CRSS, and three ordinary systems with lower CRSS and rest three uniquely
dominating systems are in between, i.e. RO

0 < ROH
0 < RS

0 , where OH stands for ordinary harder systems.
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Table 6.2: Approximated CRSS values (in MPa) comparing three approaches

Slip System Hard-soft based Morphology based Proposed approach
1.(111)[0-11] 24.5 20 24.5
2.(111)[10-1] 24.5 20 24.5
3.(111 )[-110] 14 14 14
4.(-111)[101] 24.5 20 24.5
5.(-111)[110] 14 14 14
6.(-111)[0-11] 24.5 20 24.5
7.(1-11)[011] 24.5 20 24.5
8.(1-11)[110] 14 14 23
9.(1-11)[10-1] 24.5 20 24.5
10.(11-1)[011] 24.5 20 24.5
11.(11-1)[101] 24.5 20 24.5
12.(11-1)[-110] 14 14 14
13.(001)[110] 14 14 24.5
14.(001)[1-10] 14 14 18.3
15.(010)[101] 24.5 24.5 24.5
16.(010)[10-1] 24.5 24.5 24.5
17.(100)[011] 24.5 24.5 24.5
18.(100)[01-1] 24.5 24.5 24.5

To approximate a reasonable value for a ROH
0 along a slip system α, we adopted the following formula:

ROH,α
0 =

RO
0 τ̄

α
T +RS

0 τ̄
α
L

τ̄αT + τ̄αL
(6.1)

where RO
0 and RS

0 are CRSS for ordinary and superlattice systems, respectively. τ̄αL and τ̄αT denote
averaged operative shear stresses on the slip system α for the loading in longitudinal (φ = 0◦) and

transverse (φ = 90◦) directions, respectively. In essence, these three dominating systems took a weighted

average CRSS based on both directional operative stresses. Since we are not differentiating individual

CRSS in different loading directions, so we need to take a weighted averaged, which is approximated by Eq.

(6.1). For example, considering slip system (001)
1

2
[11̄0], we can find from Figs. 6.7 and 6.8, τ̄T = 16.5

MPa and τ̄L = 10.9 MPa. So approximate CRSS for this system would be 14×16.5+24.5×10.9
16.5+10.9 ≈ 18.2 MPa.

Similarly, we found 23 and 24.5 MPa for two other systems. To have a comparative view, all approximated

values of CRSS including hard-soft and lamellar morphology based approaches are summarized in Table

6.2. For better visibility in the tabular form, index 1̄ is written as -1. From the table, we can see that

CRSS ratio varies from 1.3 to 1.8 which is also consistent with experimental finding. Simulation results,

illustrated in Figs. 6.9 and 6.10, show that with the last set of Table 6.2 can successfully reproduce

rate-dependent plastic anisotropy in both lamellar orientations. In short, all ordinary systems are harder

below the peak temperature, and all superlattice dislocation slips are harder beyond the peak. Accordingly,

all twelve superslip systems from the both family are harder with the highest CRSS , three ordinary
systems softer with the lowest CRSS beyond the peak temperature. In our case, we found additionally

three special ordinary systems with comparatively higher CRSS above the peak temperature. This means,

RO
0 < ROH

0 < RS
0 , where superscripts O,S and OH denote ordinary, super and harder ordinary systems,

respectively. The presence of LPS might be a potential reason, that can suppress shear along these
three systems. It is to be noted that these three systems are not the major contributor when loading at
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Figure 6.9: Rate-dependent plasticity when the compression and lamellar axes are at φ = 90°: experiment
vs. simulation with the proposed approach.

Figure 6.10: Rate-dependent plasticity when the compression and lamellar axes are at φ = 0°: experiment
vs. simulation with the proposed approach.

φ = 90°. Since peak stresses are higher at φ = 0° for all three rates, it is clear that the harder r-phase

with LPS has more influence to the loading responses at φ = 0° than that of φ = 90°. In other words, the

loading responses at φ = 90° are more influenced by the softer γ-phase, while responses φ = 0° by the

harder r-phase with LPS. In Ti-rich side, lamellar interface plays major role, while in Al-rich side, phase

lamellar boundary alone is not playing the dominating role, rather slip systems in the harder phase with

long-period superstructure adds additional role in the overall anisotropic plastic deformation. Availability
of experimental data in many loading direction will certainly refine the estimation process. The estimation

of CRSS in dominating systems is expected to be more reliable that that of less active or inactive systems.

Nevertheless, we believe the approach can be applied for many directional deformation behaviors and

possibly for tension-compression asymmetry as well.

To have a better reflection of harder phase r-Al2Ti and softer γ-TiAl, we can also apply a distinction

in CRSS between the two phases. Since we did not have any experimental data about the differences at
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Table 6.3: Used CRSS for both phases

Slip System CRSS for γ-phase CRSS for r-phase
1.(111)[0-11] 22.5 26.5
2.(111)[10-1] 20 24
3.(111 )[-110] 12.5 16.5
4.(-111)[101] 12.5 16.5
5.(-111)[110] 12.5 16.5
6.(-111)[0-11] 12.5 16.5
7.(1-11)[011] 22.5 26.5
8.(1-11)[110] 20.8 24.8
9.(1-11)[10-1] 22.5 26.5
10.(11-1)[011] 17.3 21.3
11.(11-1)[101] 22.5 26.5
12.(11-1)[-110] 12.5 16.5
13.(001)[110] 22.5 26.5
14.(001)[1-10] 16.3 20.3
15.(010)[101] 22.5 26.5
16.(010)[10-1] 14.5 18.5
17.(100)[011] 22.5 26.5
18.(100)[01-1] 12.5 16.5

such high-temperature, we took a rough estimate of differences as presented in Table 6.3. It should be

noted, whether we use the values of CRSS from the last column of Table 6.2 or from the set of Table 6.3,

we do not find significant differences in results shown in Figs. 6.9 and 6.10.

6.3 Comparing four approaches

To see the degree of accuracy it is better to compare all four approaches. Fig. 6.11 presents deformation

behaviors for φ = 0° lamellar orientation and for the strain rate of 10-3 s−1, comparing results based
on all CRSS estimation methods. It shows that the other three techniques of slip system classification

highly underestimate the results in parallel lamellar direction. Conversely, we can say that if we simulate

experimental data-points correctly at φ = 0° then the predicted results at φ = 90° would overestimate

the experimental curves. Phase interface due to lamellar morphology is not the only contributor, rather

long-period superstructures in the harder phase also dictate the overall anisotropic plastic deformation. As

a result mechanism and morphology based approaches were not successful. Our method is so flexible that

we could apply it in a generalized way, as described in the next section. The strength of our approach
is, it can be accommodated for many set of mechanical behaviors and for materials with very complex

microstructures. We also believe it can be applied for twin system classification as well. Still the modeling

approach as usually cannot distinguish among primary and conjugate systems. Although higher value of

CRSS or less mobility of ordinary systems, as experimentally observed, is not directly reflected in the final

set of weighted average CRSS values, but they are intrinsically considered in each individual direction.

As mentioned earlier we do not have any experimental data about the difference between the two CRSS

of the two families, nor any idea about CRSSs of individual slip system in a family. Asymmetry and

anisotropy are expected to be a little bit higher with different values of CRSS.
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Figure 6.11: Comparison of four approaches, LMT: longitudinal-mixed-transverse.

6.4 A generalized iterative scheme for CRSS estimation

Instead of considering lamellar morphology and LPS effect separately, operative stress based CRSS

estimation technique considers the combined effect of both the morphology and the superstructures. The

root idea is the individual slip domination based on the operative stress. Once the most dominating system

is known then whether we use constant CRSS for all systems or morphology based three different values

(longitudinal-mixed-transverse based) the overall results will not make a big difference. The technique,

described in Sect. 6.2.6, has been applied for only two sets of anisotropic data. In fact the approach can

be presented as a special case of a generalized iterative scheme. In other words, we can generalize this

technique in an iterative scheme for many set of anisotropic responses. The idea will remain the same, i.e.

operative stress based directional domination of individual slip system. The task is to quantify the degree

of dominance of all slip systems for all possible anisotropic loading responses, then to make a weighted

average. The slip system exerting the most resistance is the most dominant one.

Let us consider that we know the number of active slip systems N , we have M anisotropic experimen-

tal data sets, and we know the necessary material parameters. Now we can represent the idea in five steps

as follows.

• Step-1: Find a constant CRSS for all systems, based on the the simulation of a particular loading

responses. Then do the same for all sets of anisotropic data. Let’s say the identified values are R01,

R02, R03 .... R0M for M anisotropic responses. Considering N slip systems and M data sets, we

can write the initial estimate of CRSS for all slip systems as:

R11 = R01, R12 = R02, ...... R1M = R0M

R21 = R01, R22 = R02, ...... R2M = R0M

... ... ...... ...

... ... ...... ...

RN1 = R01, RN2 = R02, ...... RNM = R0M
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• Step-2: Compute average operative stress for each slip system individually for every experimental

data set. Doing so we will have N ×M average operative stresses. We can write all these values in

an array as:

τ11 τ12 ...... τ1M

τ21 τ22 ...... τ2M

... ... ...... ...

... ... ...... ...

τN1 τN2 ...... τNM

where the first index indicates the slip system number and the second one stands for the number of

anisotropic data sets.

• Step-3: Calculate the CRSS for all slip system using the following formula. For N th slip system, it

will look like:

RN
0 =

RN1 × τN1 +RN2 × τN2 + ......+RNM × τNM

τN1 + τN2 + ......+ τNM
(6.2)

Thus we have the second set of estimated CRSS for all slip systems as R1
0, R2

0 ..... RN
0 . This set of

CRSS would under or overestimate experimental data sets. So we need to adjust the second set of

estimated CRSS for individual data sets.

• Step-4: Let N th slip system is dominant for the first set of experimental data, then put RN1 =

RN
0 + r1, where r1 is a real number, so that the the first set of experimental behavior can be

simulated. In the same way, repeat this procedure for all data sets M . Again, for each set of M ,

compute average operative stresses τ11, τ12, ......τNM .

• Step-5: Go to step-3 and continue the loop until a single set of CRSS can successfully reproduce all

experimental anisotropic data sets.

According to this approach, the most dominant system should take a reasonable estimate of CRSS, other

systems will be assigned with relative to the most dominant system. The whole algorithm is based on

the relative activity of different slip systems or weights of operative stresses with respect to a particular

loading responses. For a particular loading, some slip systems from N might be inactive or nearly inactive.

In that cases, CRSS values can be put a minimum one, as zero CRSS is not meaningful. If fact, using
this approach will severely underestimate the CRSS values of the less or non active systems against a

particular loading responses. The interesting point is that, whether we use a fixed CRSS for all systems or

a set of relative values with respect to the operative stresses, we get almost similar results with very little

deviation, as long as the most dominant system takes the same value. So underestimated CRSS can be

refined by dealing with mechanical responses from many loading directions. If the number of responses

are very few, then the estimation of CRSS in dominating systems is expected to be more reliable than
that of less active or inactive systems. One of the major advantages of this technique is the flexibility

in modeling, i.e. this technique can choose a set of CRSS for which arbitrary plastic anisotropy can be

simulated.
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Figure 6.12: Comparing slip system level three different stresses, two hardening stresses with resolved
shear stress along the most active system (11-1)12 [-110] when φ = 90°.

6.5 The role of different hardening stresses

From the previous discussion, we have seen that only few slip systems control the plastic deformation. We

found that a very few slip systems from each family is dominating. The slip system level contribution of

two hardening, isotropic and kinematic, has been shown in Figs. 6.12-6.13 for the most active slip systems,

(11-1)[-110] and (001)[1-10], at φ = 90° and φ = 0° loading, respectively. For better comparison,

resolved shear stresses of the two slip systems are also included. Two figures indicate that the contribution
of kinematic hardening is quite significant and it might be more or equally important as isotropic hardening.
The internal resistance varies almost linearly throughout the deformation while kinematic part (backstress)

is nonlinear. As we can see from Fig. 6.12, there would be an overestimation of the operative stress

without considering the backstress. The figure also indicates that the overall plastic behavior in the first

stage is more influenced by the kinematic hardening part while the both isotropic and kinematic hardening
govern the next stage. These results for superalloy also suggest that the hardening is much more kinematic

than isotropic [28].

6.6 Comments on the plastic anisotropy

With the set of constitutive equations mentioned earlier along with a fixed set of materials and model

parameters we can successfully simulate the rate-dependent plastic anisotropic behaviors both at φ = 90°

and φ = 0° orientations. Results are illustrated in Figs. 6.9 and 6.10. During plastic deformation,

microstructure evolves at different scales depending on the material, loading path, loading rate and the

boundary conditions. These microstructures manifest themselves as plastic anisotropy upon strain path

changes [42].

For this specific case of partial lamellar morphology, it seems Hall-Patch stress is the dominating
factor of plastic deformation. The overall stress responses are higher at φ = 0° than that of at φ = 90°.
This is because, some dislocations can easily pass across the gap of two discontinuous r-lamellae at
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Figure 6.13: Comparing slip system level three different stresses, two hardening stresses with resolved
shear stress along the most active system (1-11)12 [110] when φ = 0°.

φ = 90° , which is comparatively difficult at φ = 0° loading orientation. From the crystal plasticity
constitutive modeling perspective, we observed that the overall plastic behavior in the first stage is
dominated by the kinematic hardening part while the both isotropic and kinematic hardening governs

the next stage. So on can say the plastic deformation behavior of off-stoichiometric Al-rich TiAl alloys

generally depends strongly on the morphology, size and condition of the superstructures [138,140]. At the

crystal structure length-scale, anisotropy arises from the differences in deformation resistance of different

slip systems within the same phase, while in microscopic length-scale, it is related to large differences in

the deformation resistances within each phase and to the differences in deformation resistances of the two

phases [150]. Hard-modes are influenced by the harder α2 phase, and hard-modes are limited due to one

tenth volume fraction of the harder phase in Ti-rich TiAl alloys [150].
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Chapter 7

Parameter estimation

In this chapter we will try to understand which material and model parameters are playing big role in the

simulation process and whether different flow-rules fitting experimental data lead to the similar values of

the similar material parameters, and at the end, which flow-rule leads to a more meaningful parameter set.

7.1 Components of the elasticity tensor

Generally a small differences in the independent constants of the elasticity tensor cause a negligible

variation in the overall results. The Elastic constants of γ and r-phases, individually or in intermetallic

condition, are not readily available at high-temperature regimes. Tanaka [267] experimentally measured

elastic constants of γ-phase for Ti-56at.%Al alloy up to 300K, while He et al. [268] measured at 750K

and extrapolated till 1273K. These are summarized in Yoo and Fu [269]. Based on these experimental
and approximated calculation, we extrapolated these values at 1050°C. On the other hand, for r-TiAl2
phase we only have these constants at room temperature [270]. Following the similar pattern regarding

temperature dependence, we have approximated values of elastic constants for r-phase at 1050°C. A

small change in these constant does not make a reasonable difference in the results. Both data sets are
summarized in Table 7.1. According to the Voigt notation system, the symmetric fourth-order elasticity

tensor (Lijkl) can be reduced to a 6×6 matrix (Cij). For an orthotropic material there will be only 9
independent components in the elasticity tensor. For our case, C11 = C22, C23 = C13, and C55 = C44.

So there will be only six independent components.

7.2 Rate sensitivity parameter

Rate sensitivity parameter n is generally a function of stress, strain rate, and temperature. The temperature
dependence is proposed as less strongly [212]. In spite of that it can be taken as a constant for engineering

calculations over a range of these three variables. Padmanabhan et al. [215] showed that n is not

Table 7.1: Extrapolated elastic stiffness constants (in GPa) of γ and r phases at 1050°C

Phase C11 C12 C23 C33 C 44 C66

γ-TiAl 150 76 76 153 82 64
r-TiAl2 162 73 60 182 60 80
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Table 7.2: Identified material parameters

Parameters Name Values

Rate-dependence
Rate Sensitivity, n 4.5
Drag Stress, K(MPa) 122

Isotropic Hardening
Initial CRSS, R0(MPa) 14
Recovery Parameter, b 9

Kinematic Hardening
Internal Stress, C(MPa) 3500
Recovery Parameter, d 45
Parameters for Flow Accumulation 0.24
Function, φ0 and δ and 600

independent of temperature as assumed in many cases and generally decreases with temperature. With

increasing homologous temperature, n is expected to be less. Critical dependence of n on temperature has

been repeated in Dyson and McLean [191]. This parameter varies depending on the mechanisms, n is

believed to be 1 for diffusional creep, 2-4 for grain boundary sliding controlled creep, also 1-2 for climb

controlled, more than 5 for glide controlled creep. Based on the stress level, Bower [211] mentioned that

at low stresses n=1 to 2.5; at intermediate stresses n=2.5 to 7, and at high stress n increases rapidly and

can exceed 10-20, depending on the material, type of alloying and processing conditions. Similar view has

been supported in Padmanabhan et al. [215]. In creep deformation of single-phase Ti3Al, n is separated

into two stress exponent regimes. The stress exponent had a value in between 4.3 and 5.0 for stresses above
138 MPa, and between 2.3 and 2.5 for stresses below 138 MPa [222]. For rate-dependent case, Hutchinson
(1976) [212] reported that n usually falls in between 3 to 8 for metals. Recently Chen et al. [16] mentioned

that it can be taken as a constant over a range of temperature, stress, and strain-rate, and falls within the

range of 3 to 7 observed in pure metals and Class M alloys. This range has been conveniently termed five

power. As claimed by Kassner and Perez-Prado [30], if the deformation mechanism is associated with

dislocation climb then the exponent is relatively 5 over a range of temperature and strain rates until the

temperature decreases below roughly 0.5− 0.6Tm.

For our alloy at 1050°C, Sturm [151] has approximated this value nearly 5.5 using log-log graph of

strain rate and stress. So we started our analysis with this value of 5.5, however, simulation results with

this value of n do not agree with the experimental data sets. As a result, keeping minimum contributions

of the two internal variables we identified the value of n as 4.5 and viscous drag constant K as 122 MPa.

Afterwards, we adjusted other seven parameters for slip system level isotropic and kinematic hardening

(Table 7.2). Quantification of two internal variables in a more generalized way is possible with calibrating

experimental data both for monotonic and cyclic loading.

From our results we see that n is in the acceptable range for type-5 flow-rule. As discussed above,

lower value of n from the above range is more meaningful, to be precise, approximately 5 of less. Since

our case is at moderate to lower moderate stress range and the working temperature is well above 0.7Tm,

the identified value of n indicates that the deformation is dislocation climb-controlled as it is widely

believed [271]. It also means that we cannot use the set of identified parameters to predict very high strain

rate controlled tests far beyond our experimental cases. Because n generally increases with the higher

strain rate. Another power-law parameter is K or γ̇0, which influence the experimental behavior together

with n as it is dependent on n [215] and they are fitted against the experimental data.

If the creep processes i.e. glide and climb are sequential then the slower one is expected to be the rate
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controlling. Generally climb velocity is slower. On the other hand, if the processes are in parallel, then the

faster one will be the rate controlling. Depending on the value of n as 4.5, it probably can be assumed

that the processes are parallel, the climb velocity is faster and rate controlling, as indicated by Sturm

et al. [121, 151]. For climb controlled dislocation creep, Weertman model predicts power-law stress
exponent, n = 4.5.

7.3 Latent hardening and interaction matrix

7.3.1 Self and latent based hardening phenomenology

The classical crystal plasticity theories are founded on the ground that the hardening on a particular slip

system and its corresponding work-hardening rate will depend on the slip activity on both this slip system

and all others as well. The exact form of this dependence is defined by the phenomenology of self/latent

hardening description or slip interactions in the form of a hardening matrix or the interaction matrix [234].

This self and latent based hardening interaction is widely used. In a slip driven deformation process, self

hardening is related to slip accumulation due to dislocation pile up, while all other causes of hardening

are explained in the literature as latent hardening (LH). If the latent hardening equals self-hardening,
an isotropic response is expected in that case [272]. The stronger the interaction between primary and

secondary slip systems, the higher the resulting value of the LHR, for very strong interactions, caution

must be exercised in interpreting the results [273]. The interaction matrix could be diagonally dominant

or off-diagonally dominant [228, 274]. The self hardening evolution is considered as a function of the
cumulative slip of the respective slip system or all slip systems. The latent hardening is taken as a
fraction of self hardening, sometimes more than self hardening, sometimes less. If the softening effect

(e.g. dynamic recovery) exists in the deformation mechanisms then that effect is also considered in the

evolution of the self hardening. Cross hardening or hardening interaction, sometimes used instead of latent

hardening, arises when the activity in one slip system suppresses the activities in all other slip systems at

the same point [275]. The most controversial part of this phenomenology of self-latent based hardening

is the latent hardening ratio, p. According to earlier literature, the ratio of latent to self hardening has

a sharp increasing trend from 1 to a value of 1.4 in the earlier stage of primary slip before decreasing

to a saturation value higher than unity [276]. In crystal plasticity modeling, it is often considered an
average value in the range of 1.2 to 1.4 [277] at the beginning of plastic deformation. The earliest review

on this phenomena suggests nearly unity for coplanar systems, and it should be in the range of 1-1.4 for

non-coplanar slip systems [177, 278] especially for materials with a very low stacking fault energy.

7.3.2 On the origin of latent hardening description

Various explanations on the origin of latent hardening evolution can be found in the literature. There are

several dislocation models that are based on different interactions. However, there is not general agreement

on this issue. In a crystalline materials some of the interactions are pile-up model, forest dislocation

model, dislocation tangles model etc. Some other models are dislocation-impurity, dislocation-solute

atoms, primary-primary, and primary-forest, dislocation–substructure interactions etc. [220]. At lower

temperature, LH is believed to be due to lack of mobile dislocations in the latent system to maintain

applied strain rate, while at high-temperature it is due to either interaction between glide and forest
dislocations or the lack of mobile dislocations in the latent system or both. Mobile dislocations increase
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rapidly with temperature, thus lack of mobile dislocation becomes highly important for latent systems at

lower temperature only. The consequence is, this mechanism predicts a rather isotropic LH. However,

there are also a several attempts to understand anisotropic LH based on anisotropic interactions and
densities, when LH is in the increasing trend [279].

Nakada and Keh [229] also interpreted the causes of LH interactions between dislocation-impurity,

primary-primary and primary-forest dislocations) are associated with long-range internal stress (LRIS).

This means latent hardening is associated with long-range internal stresses and with the lack of mobile

dislocations in the latent system at lower temperature [229]. Similar explanation is given by [280], where

it is said that the LH is associated with the long-range elastic interaction of the intersecting dislocations

and the formation of junctions. Both processes generate obstacle structures with long-range stress fields,

which limit the slip path of the gliding dislocations. The overcoming of the obstacle structures results in

an athermal contribution to latent hardening. They concluded that in such case LH must be equal to or less

than self hardening and LH ratio due to LRIS would be half. In some recent works, for example [281], only
marginal contribution form LH is considered motivated from dislocation dynamics. Khadyko et al. [234]

showed a similar trend in his work. At higher temperature, dislocations become more and more mobile

for which recovery process gets stronger. On the other hand, there is often more than one mechanism

active during the deformation of a metal or alloy. If we do not consider any important mechanism in the

constitutive model then the hardening caused by the missing mechanism is inherently attributed to the

latent hardening. Thus a portion of latent hardening is largely responsible for missing mechanisms. In
dislocation density based modeling, some part of LH is related to the evolution of geometrically necessary

dislocations [74], which is adopted by backstress or kinematic hardening variable in phenomenological

modeling. Thus LH is also linked to slip system level backstress evolution.

7.3.3 Latent hardening experiments

Usually latent hardening tests were mostly conducted by single slip deformation measuring flow stress in a

single active system making all other systems latent. Experimental investigations using strain-path changes
was considered at the beginning to estimate the latent hardening contribution. In the early stages of

experiments and modeling, the most practices considered this ratio is more than 1. This result was highly

debated especially when larger dependency of hardening is attributed to the latent hardening [5, 234].

Latent hardening tests on silver, silver-gold alloy, aluminium, iron all have indicated a stronger latent
hardening on the coplanar and/or the intersecting systems, however Franciosi et al. [279] mentioned that

most of the forest systems have higher LH values than coplanar ones. There is further contradiction about

the values of LH ratio being greater than one. If LH is based on the dislocation-impurity interactions

then it should be equal to self hardening considering uniform distribution of impurity, if it is based on
the dislocation-forest interactions then it is expected to be in the range of 1.4-2.2 [229]. Wu et al. [221]

mentioned that the enhanced hardening arising from secondary slips during stage II deformation (forest

hardening) and the activation of secondary slips indicate that the hardening of an active (primary) system

is greater than that of an inactive latent system. For Cadmium and Zinc crystals, LH was found to be less

than unity. They also described that the initial rapid hardening associated with activation of a previously

latent system is caused by slip interaction and, therefore, should be interpreted as active (self) hardening.

Furthermore, experimental procedure for estimating latent hardening was also criticized. Because the

108



estimates of the initial yield stress based on back extrapolation in the secondary test of the latent hardening

experiment ignore the details of initial hardening, and a latent hardening model established on such an

estimate cannot predict the transition from straining stage I to II of a single-crystal stress-strain curve [282].

A short summary of different experimental methods of LH and inconsistencies in results is available

in [234]. Wu et al. [221] concluded that the total hardening on any truly latent/secondary system is lower

than the total active hardening on the primary system, at least before the activation of the secondary slips.

When aluminum crystals tested separately for primary single slip and for primary-conjugate double slip, it

was found that the LH ratio is higher for single slip than double slip condition [226, 228]. That means

high latent hardening will tend to give slip on as few systems as possible [14, 278].

7.3.4 Latent hardening practices

There are more than one practices regarding the consideration of the hardening interaction matrix, Hαβ ,

in the phenomenological modeling of crystal plasticity. If the flow-rule is one internal variable based,

the traditional approach is to consider the total hardening into the evolution of that internal variable. In

such cases, the major contributor in the evolution of yield and drag or CRSS is the hardening interaction

matrix. The second approach of considering this ratio is less than 1, usually in the range of 0.1 to 0.5.
When more than one internal variables are considered in the flow-rule, some additional deformation

mechanisms are expected to be included in the evolution of the later internal variables. Thus only a minor

fraction of latent hardening is important to successfully mimic the mechanical behaviors of a material.
So in the interaction matrix Hαβ , diagonal components are 1 and off-diagonal components depend on
the material. For uniqueness of the solution especially in rate-independent crystal plasticity, a positive
definite hardening matrix is expected, so off-diagonal components should be positive [283]. The third

approach is to excluding the contribution of latent hardening, which is seen in the evolution equations of

physical process based internal variables. Few recent works on this type of practice are [284–288].

The first type of practices is not limited to a single value of this ratio. Instead of using an averaged
value of latent hardening, many researcher attempted to understand this quantity from the physical

processes. Hence more than one components based latent hardening ratio has been proposed. The more

complex is the microstructure, the more independent components in the nonsymmetric LH matrix are
expected. Bertin et al. [289] considered 19 independent values for the interaction matrix in simulating

HCP Mg. It is also proposed that the systems in which dislocations can form sessile and glissile junctions

with the primary ones display the highest and the second highest latent hardening, respectively [282].
The most common and complex latent hardening models utilize the 6 independent components based

interaction matrix corresponding to 6 types of the dislocation interactions [228, 234, 290–292]. First of

them is g0, which is associated with the interaction between the dislocations belonging to the same slip

system, or self-hardening. The second coefficient g1 describes the interactions between the coplanar

dislocations (slip systems with parallel slip planes). The coplanar interaction is assumed to be the weakest

of all. The third one is g2, responsible for Hirth lock, the interaction of the dislocations on the pairs of the

slip systems with normal slip directions. This interaction is also weak compared to the other interaction

types. The next component is g3 which defines the strength of the interaction between the dislocations

gliding on the slip systems with collinear slip directions. In such cases, cross-slip of planes with respect
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Figure 7.1: A possible consideration of the interaction matrix for 18 slip systems

to each other is appeared. The collinear interaction is often assumed to be the strongest of the above three.

The Coefficients g4 and g5 indicated the remaining interactions between the non-coplanar slip systems.

The glissile type lock is represented by g4 and the sessile or Lomer-Cottrell dislocation locks are produced

by g5. The strengths of different interactions are proposed as g5>g4>g3>g2>g1 [228, 282]. These later

dislocation lock types are argued as predominant during stage II hardening [234]. Some authors considered

this matrix with 4 independent components where coplanar, collinear and Hirth types were united under

one value. There are two and three parameter model for latent hardening representation as well, based on

sessile junctions as the primary source and glissile plus Hirth lock as secondary [272]. It is also believed

that the lower the stacking-fault energy of the crystal, the higher is the latent hardening [272, 282]. A

seven value based hardening interaction matrix considering 18 slip systems can be given as shown in Fig.

7.1, where independent components are given by h1 to h7.

Self interactions (e.g. coplanar, collinear) and non-self-interactions (e.g. noncoplanar, non-collinear)

based interaction matrix modeling is sometimes also observed [293]. It is to be noted that different latent

hardening matrices lead to noticeable differences especially in the prediction of the flow stress anisotropy.

In many cases, the most complex interaction matrix does not perform better than the more traditional

simplified models. According to Palm et al. [40] latent hardening cannot effectively describe the hardening
behavior of some solid solution strengthened alloys during multistep strains. Moreover, these conventional

latent hardening effects cannot account for all sources of anisotropy. It is also believed that the latent
hardening is the hardening of inactive slip systems, the effect that an active slip system influences the
hardening of a neighboring inactive slip system [74]. Most latent hardening models have focused only
on dislocation–dislocation interactions; which might be a reason of poor prediction [272]. Two more
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troubling points are: a) strong latent hardening will lead to a nonuniform pattern of slip (patchy slip) which

will complicate the prediction of texture development, and b) higher latent hardening might lead to a loss

of uniqueness in the slip mode [177]. Since the operative physical processes are considered in a dislocation

density based CP modeling, the consideration of the self-latent based hardening phenomenology is not

necessary. Rather some sort of interaction strengths among slip systems have been considered with

different evolution equations for different locks and junctions [3].

7.3.5 Latent hardening consideration in this study

Since we have considered (i) separate internal variable for internal stress, (ii) explicit terms for climb
assisted recovery, and (iii) all possible systems to be active at very high homologous temperature, we
have tried to develop a constitutive model with minimum dependency on latent hardening. At the end,

we see that even without latent hardening consideration a material with highly complex microstructure

can be modeled for high-temperature deformation. Accommodating slip system level backstress makes

latent hardening insignificant [272]. Regarding our phenomenological model, since there is a separate

state variable for internal stress, we can say that the burden of LH thus become far less significant at high

homologous temperature. If we consider recovery term in our evolution equation then the LH contribution

(due to lack of mobile dislocations) would be less or insignificant at high-temperature. In our case, stage

I or primary creep experiences hardening through changes in the dislocation substructure, and in the
next stage, hardening is overturned by the dynamic recovery. Since it is high homologous temperature

deformation and since we have distinctive terms and variables for internal stress and dynamic recovery,

we can consider minimum or marginal contribution from latent hardening. We ignored both level of

hardening interactions i.e. (a) individually in octahedral and/or cubic system and (b) interaction between

octahedral and cubic systems.

Our results also support this finding that marginal or no latent hardening does not make a significant

difference in the overall behavior, except in type-1 where the model was almost ideal. Similar approach

and conclusion about insignificant contribution from LH can also be found in [174, 294–296]. More and

more contribution of latent hardening would be necessary if fewer slip systems are taken to be active,

operating temperature is low with slip only deformation process, and microstructures are highly complex.

Similarly, higher contribution of LH would also be necessary when only one internal variable with

standard evolution equation is introduced neglecting one or more mechanisms like micro-twinning, and

grain boundary effect in polycrystals. Based on the large volume of experimental results and theoretical

analyses so far one can conclude that the actual latent hardening matrix (or interaction matrix) for a given

material and loading condition is still remains controversial and hence an open problem [234].
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Chapter 8

Model prediction:
Tension-compression asymmetry

8.1 Introduction

8.1.1 Preliminary remarks

Tension-compression asymmetry (TCA) of inelastic behavior, or in a more broad sense, the dependence of
inelastic behavior on the kind of loading and the direction, is common for most high-temperature materials.

In the last decades, there has been a huge attention from the research community regarding asymmetric

phenomena including their strain rate and temperature dependencies. TCA or strength differential (SD) has
a wide range of effects in mechanical properties. Strong asymmetric effects in alloys are often detrimental

to mechanical properties like deformation, bending and failure of beams, sheets and tubes [297, 298].

For a particular level of stress, creep strains under tension and compression can vary from 2 to 10 times

for metallic materials and this can be up to 289 times for crystalline ceramics [299]. Due to strength

differential, the mechanical properties obtained from the tensile test cannot reflect the accurate mechanical

behavior under the compressive stress state [300]. TCA of the soft substrate not only affects the critical

strain of buckling but, more importantly, may also influence the wrinkling pattern that occurs in the film

substrate system under specified loading conditions [301]. It is also observed that fracture modes (crack,

kink etc.) can be different in tension and compression [302] and the plastic forming with pronounced
asymmetry might pose tremendous challenges in the industry [298]. Proper understanding of TCA is
useful for many engineering applications including the prediction of critical strain of buckling [301].
To explain and accurately predict the torsional response, it is necessary to account for the combined
effects of anisotropy and tension–compression asymmetry at polycrystalline level [298]. Moreover,
understanding of TCA is crucial for the structural analysis of power plant components under transient
thermo-mechanical loading. Indeed, start-ups and shut-downs of components induce local alternating

tensile and compressive loading [192]. As documented in Yaguchi and Takahashi [303], different inelastic
behaviors under tension and compression lead to anomalous ratcheting phenomena under cyclic loading at

high-temperature. Many results of thermo-mechanical fatigue tests show different stress responses under

direct and reversed cyclic strain with the same strain amplitude [199]. Calibrating a constitutive model for

asymmetry needs experimental data on creep and/or deformation behavior for tension and compression.

In our case experimental data for brittle Al-rich TiAl single crystal are only available for compression as
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tensile test is often difficult and unsuitable for brittle materials [151]. Therefore an important point is to

simulate the macroscopic behavior under tension along with compressive case anisotropy.

8.1.2 Origin of TCA

Microstructure and mechanism dependent various observations can be found when investigating the
origin of asymmetry. Salehinia and Bahr described TCA according to the microstructures whether
FCC or BCC, and reported that normally BCC structures show TCA due to the effect of non-Schmid
stresses on the screw dislocation core [304]. Due to non Schmid effect (e.g. normal stress to the slip

system [304]) and twinning, the material with HCP structure would exhibit higher asymmetry than that

of BCC/FCC materials. However, pronounced asymmetry can be observed if the above two effects

combine in materials with BCC and FCC structures [305]. This asymmetry originates from the differences

in dominant deformation modes associated with tension and compression [302, 306, 307]. Besides,

directional sensitivity of various kinds of microstructural phenomena ( e.g. motion of dislocation, growth

of micro-cavities interface, cracks), phase transformation, and non Schmid effect [308] etc. are some

other sources of asymmetry. For instance, investigation on B2 Nb-15Al-20V alloy shows that the most

active slip plane is different in tension and compression [309]. Due to morphological boundary, grain

boundary, misorientation, etc., if the dislocation movement encounters one or more barriers in any of the

tensile or compressive loading case then the corresponding loading type would result in higher resistance

manifesting TCA. At high-temperature, preferred orientation of dynamic recrystallization might also

be different in tension and compression resulting in pronounced SD. Barros et al. [298] mentioned that

the hexagonal metals deform due to mechanical twinning or non-Schmid effects at single crystal level,
where shear in one direction can produce twin while in the opposite direction cannot, which results in
different CRSS with TCA. So strong asymmetry is mainly associated with twinning. Hence the terms
hard and soft-mode of deformation came into picture [310]. This view is supported by [311] referring

synergistic interplay between slip and twinning, for which CRSS differs based on the loading directions.

Directionality of twinning, as the main factor of asymmetry in twin induced deformation, is also discussed

in [311–314]. At the nanoscale, heterogeneous dislocation nucleation stress asymmetry exists resulting

in SD [315]. In Mg-RE-Zn alloy, strengthened by long-period stacking ordered (LPSO) phase, the
LPSO phase cracks during tensile deformation while it exhibits a kinking characteristic in the process
of compression. It is concluded that the two different deformation modes of the LPSO phase are the
cause of asymmetry [302]. Dominant different non-Schmid behaviors at high-temperature may cause

asymmetry in MN11 Mg-alloy [307]. Normal stresses to the slip system and different Schmid stresses for

compression and tensile loadings causes asymmetry as reported by Salehinia and Bahr [304]. According

to Luo et al. [316], TCA originates from the dislocation-mediated plastic deformation mechanism and

from its nanoscale grain microstructure in nanocrystalline Al93-Fe3-Cr2-Ti2 alloy.

8.1.3 General observations on TCA

There are various asymmetries observed in the literature depending on the material microstructure,

morphology, strain rate and temperature. In general, a better overview of strength differential is expected

when the asymmetry is tested from various loading directions e.g. from various microstructural and
morphological orientations. The overall asymmetric behavior can roughly be divided into three broad

categories. Firstly, one loading case (tensile or compressive) is more resistive in all tested directions for
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the whole range of deformation. For example, tensile cases are found to be stronger than compression in in

high-strength Ti-3Al-2.5V alloys [305]. Some other similar works are Ti and Mg based alloys [297, 317].

The opposite trend (compressive condition is stronger) can be found in Ti-6Al-4V [113], and in various

other Ti, Al, Ni and Cu based alloys [113, 318–325] etc. The later case shows a strong presence in various

Mg-alloys [302, 311, 326–328]. Secondly, tensile case is stronger in some directions while compression

is dominant in other directions. To mention few of such case materials are Nickel-based single-crystal
superalloy [329], Molybdenum nano pillars [330], severely deformed pure copper [331], etc. Finally,
either tension or compression is dominant in some directions, however in other directions, if tension
is stronger up to some amount of strain then compression becomes dominant for the rest part and vice

versa. In some cases only latter behavior is observed in all tested directions especially in Mg-alloys. Few

examples of such cases can be found in this reference list [332–343], etc. For many Mg-alloys, there is a

possibility that the harder prismatic glide becomes more favored relative to basal glide as the dislocation

density rises, which means basal slip has been hardened and prismatic slip softened during the plastic

deformation [248]. Apart from the above categories, some unique strain rate and temperature dependent

anisotropic and asymmetric behaviors are observed in some Mg-alloys. A summary of these peculiar

responses for different Mg-alloys at different strain rates, loading directions and temperatures is presented

in Zachariah et al. [344]. For example, it is observed that responses under tension are rate-dependent, but

under compression, some responses are rate-dependent some are not [306]. Such mixed behavior is also

found in AZ80 Mg-alloy tested at high-temperature [345]. Temperatures dependent asymmetry shows

strength differential responses are similar in all tested temperature [346, 347]. For Ti-6.6Al-3.3Mo-1.8Zr-

0.29Si alloy, Zhang et al. [348] presented that tension is more rate sensitive than compression and TCA

increases with strain rate. A novel tension-compression-tension and compression-tension-compression

experimental data for Mg AZ31B show that the tensile stress is almost higher in both cases for all

temperatures [349]. Different other unexpected responses can also be found in [307, 348, 350–352].

8.1.4 TCA reduction

To reduce TCA, there are various treatments discussed in the literature. Asymmetry is generally reduced

with the grain size refinement by suppressing some twinning activation modes [327, 353, 354], texture
modification [355–357], and with precipitations inside the grains and on the grain boundaries [332].
SD can also be reduced with the dominant nature of recovery [358]. Lv et al. [338] found that aging

treatment was much more effective in reducing asymmetry of extruded AZ80 alloy. For nanocrystalline Cu,

Dongare et al. [320] reported that initially SD decreased with grain size increasing, then again increased.

It is revealed in a hot-rolled Mg-3Al-1Zn alloy that the SD is greatly decreased via multidirectional
pre-compression [337]. To explain and accurately predict the room-temperature torsional response of
a strongly textured material, [298] referred that it is necessary to account for the combined effects of

anisotropy and tension-compression asymmetry at polycrystalline level. Sometimes, the plastic anisotropy

tends to diminish at a higher strain rate [253].

8.1.5 Macroscopic modeling approach

There are various efforts to model anisotropy and asymmetry for different materials in different scales.
In the macroscale, Cazacu et al. [359] proposed a model by developing asymmetric yield function as

a continuous function of plastic strain. The asymmetric yield function accommodates twining induced
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asymmetry as well as in-plane anisotropy through a linear transformation of the deviatoric stress tensor.

Plunkett et al. [360] proposed yield functions describing the anisotropic behavior of textured metals

extending orthotropic yield function proposed by Cazacu et al. [361]. Later, others have adopted several

linear transformations in order to capture in-plane anisotropy more accurately [298, 360]. Similar models

with or without combined isotropic-kinematic hardening can be found in [323, 333, 361]. An evolving

anisotropic/asymmetric continuum-based material model based on a Cazacu-Plunkett-Barlat-type yield

function is proposed to fit the material behavior of AZ31B magnesium-alloy as a continuous function
of plastic strain [333]. Another approach is based on the separation of the deformation modes into
tension and compression and assuming two independent hardening laws for each case [333, 362]. By
defining two or more internal variables e.g. backstress, softening stress, distortional hardening stress
and misfit stress etc. [187, 193, 305, 363], is also a well known approach. Sometimes softening stress

and misfit stress are combined in hardening-recovery based isotropic hardening [363]. Continuum-based

plasticity model with distortional hardening is proposed to model the evolving asymmetric/anisotropic

hardening response of Magnesium alloys for both monotonic and reverse loading paths [328]. Three

potentials (creep, hardening and recovery) based asymmetric creep deformation has been proposed for

initially isotropic materials with different properties in tension and compression within the thermodynamic

formulation [299]. By introducing principal shear stress-based models and stress invariants-based models

to capture the distorted shape of the yielding, Li et al. [305] adopted a subsequent interpolation approach to

smoothly present the nonlinear evolution of the distorted plasticity in the full stress space. An anisotropic

yield criterion to decouple the anisotropy and tension compression asymmetry characteristics has also been

proposed for Ti-6Al-4V alloy in Khan et al. [112], as the coupling of anisotropy and tension compression

asymmetry causes potential problems in the prediction of responses under different strain levels, strain

rates and temperatures. The evolution of the yield surface is largely described using the combinations of

isotropic and kinematic hardening laws [305] by which both anisotropy and asymmetry can be predicted.

Besides, Verma et al. [323] proposed an asymmetric yield function which to be used with a combined

isotropic-kinematic hardening model for ultra low-carbon high-strength steel. Another paper is devoted

to the development of a macroscopic anisotropic yield criterion for a porous material when the matrix

material is incompressible, anisotropic and displays tension–compression asymmetry [314]. The use of an

anisotropic yield criterion that captures strength-differential effects and an anisotropic hardening rule that

accounts for texture evolution associated to twinning is proposed by Nixon et al. [257]. An overview of

phenomenological modeling approaches to consider tension-compression asymmetry can also be found in

Naumenko and Altenbach [223].

8.1.6 Microscopic modeling approach

With a proper physical framework, it is expected that micro-mechanical models can capture a wide range

of experimentally observed macroscopic deformation phenomenon including anisotropy and asymmetry.

Analysing above approaches it can be said that, with a number of proper mechanism-driven slip-system-

level necessary internal variables, crystal plasticity (CP) model is expected to be capable of a wide

range of experimentally observed macroscopic deformation phenomenon including tension/compression

asymmetry as CP is strongly orientation dependent [3]. For highly rate-dependent case, crystal vis-
coplasticity modeling is a good candidate to capture important deformation characteristics of different

alloys including anisotropy as it is strongly orientation dependent [3, 364]. By introducing an isotropic
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degradation function, Leidermark et al. [365] proposed a crystal plasticity model for elastic anisotropy

and tension-compression asymmetry by accounting both Schmid as well as non-Schmid stresses. Us-

ing this model, the constitutive behavior of both virgin and degraded material has been described with

good agreement with the experimental results. A self-consistent model with physical description of

internal stress and internal resistance at different length-scale has been developed by Hu et al. [76] to
capture Bauschinger effect. Kim et al. [362] divided the deformation modes into tension and compression

and assumed two independent hardening laws for each case [333]. An overview of phenomenological

modeling approaches to consider tension-compression asymmetry is also presented in [366]. Three

potentials (creep, hardening and recovery) based creep deformation theory with kinematic hardening
is proposed for initially isotropic materials with different properties in tension and compression within

the thermodynamic formulation [299]. A modified asymmetric yield function is proposed to be used
with a combined isotropic–kinematic hardening model for ultra low-carbon high-strength steel [323].
The evolution of the yield surface is largely described using combinations of isotropic and kinematic

hardening laws [305, 364, 365] by which both anisotropy and asymmetry can be predicted. Asymmetry

occurs because tension and compression represent two different types of strain path changes [331]. One

internal variable based CP model with Voce hardening for anisotropy-asymmetry and Swift effect has

been applied, and it is shown that Swift effects in AZ31 Mg are due to the combined effects of anisotropy

and tension–compression asymmetry [336]. This CP model (with different evolution equation of slip
resistance rate ) is able to capture important deformation characteristics of Ti-based alloys anisotropy

and tension–compression asymmetry [364]. Hardening law implemented in a viscoplastic self-consistent

polycrystal model demonstrate that the tension–compression asymmetry and its anisotropy arise not only

from crystallographic texture but also from the directional substructure induced by the severe prestraining.

Slip activity differs in each grain and in each axial test, depending on its crystallographic orientation,
orientation relationship with the previously generated substructure and prestrain history. Asymmetry

occurs because tension and compression represent two different types of strain path changes [331]. Apart

from microscale, there are models for the plastic anisotropy and tension–compression asymmetry in the

discrete dislocation and atomic scales as well [367], where it is shown that non-Schmid effects on screw

dislocations of both 1/2<110] and <112] slip systems must be implemented in order to predict the strong

plastic anisotropy and tension–compression asymmetry of single crystal Ta.

8.1.7 Modeling of Al-rich TiAl alloys

The generation of TiAl alloy system is well known for high-temperature structural applications. Even
though the anisotropy and the asymmetry in Ti-rich side of this alloy system have been investigated
reasonably for single-crystal and polycrystalline materials, the lamellar orientation dependence of the

plastic anisotropy and the tension/compression asymmetry in Al-rich side, either theoretically or experi-

mentally, is not well documented. In spite of being integral part of modern engineering problems, to the

best of authors’ knowledge, rate-dependent asymmetric phenomena for Al-rich alloy at high homologous

temperature have not been investigated so far. The only work in Al-rich family is Zupan and Hemker [244]

regarding Ti-55.5% Al, where asymmetry is investigated for different loading directions, temperatures

and orientations which displayed anomalous yielding and a pronounced tension/compression asymmetry.

This Al-rich family of alloys is specially important as the overall mechanical responses are resulted

from the combined effect of lamellar morphology and long-period superstructure. We have some set of
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Figure 8.1: Tension-compression asymmetry at 1050°C for different strain rates when φ = 90°

experimental compressive loading responses with no tensile test data. Since the tensile test is often difficult

for brittle materials and expensive for single crystals [151], an important point, with a proper modeling

approach, would be to simulate the macroscopic behavior under tension in order to get a qualitative

understanding of TCA. The main assumption of the model used here is that the critical stresses of all slips

systems are similar for tension and compression. Constitutive model has also been calibrated using two

sets of rate-dependent experimental data in two different lamellar directions.

8.2 TCA prediction in two lamellar directions

Since the material is highly anisotropic, we can expect high asymmetry in tension and compression as

well. We are limiting our asymmetry analysis for two lamellar orientation only as our model is calibrated

for these two orientations i.e. for φ = 90° and φ = 0°. In the flow-rule of the model, asymmetry has been

accommodated in the term |τ −X|. Predicted rate-dependent asymmetry has been summarized in Figs.

8.1 and 8.2. Like anisotropy, tension-compression asymmetry is also highly pronounced for responses at

φ = 90°. For this case, there is no sharp increase or decrease in asymmetry with increasing strain rates i.e.

similar amount of asymmetry is maintained for all strain rates and for the whole range of deformation.

This case partly belongs to the first category as described in the introduction, Sect. 8.1. Tensile state is

stronger than that of compressive one.

On the other hand, we see a mixed asymmetric responses when φ = 0°. Tensile response offers more

resistance at higher strain rate and it decreases with decreasing strain rates with a reverse trend at lower

strain rate. Softening effect is more visible in the tensile case than that in the compressive one. This case

combinedly belongs to the second and the third category as discussed in the introduction. At φ = 90°, it

seems the most dominant slip system offers higher resistance in tension influenced mostly by the lamellar

morphology. On the other hand, at φ = 0°, dominant systems are highly rate sensitive and they are

motivated by the long-period superstructures. Accuracy of prediction is largely dependent on the accuracy

of CRSS both in tension and compression. Instead of directional dependent anisotropic CRSS, we

considered a fixed CRSS for anisotropic responses in order to reduce the number of unknown parameters.

Moreover, since there is no experimental study about the difference of CRSS in tension and compression,
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Figure 8.2: Tension-compression asymmetry at 1050°C for different strain rates when φ = 0°

we used the same set of CRSS both for compression and tension and hence the overall asymmetric results

remain as qualitative. In fact the evolution of CRSS is motivated by different dislocation mechanics like

dislocation accumulation, rearrangement, substructure formation and annihilation etc. For an active slip

system, this quantity is reasonably asymmetric for the whole range of deformation. This asymmetric

effect has been accommodated in the phenomenological model, which can be realized by observing the

asymmetry of operative stresses. To compare this asymmetric effect, one can look at Figs. 8.3-8.6. The

asymmetry in operative stresses along SS12 can be seen from Figs. 8.3-8.4, similar asymmetry along SS8
can be observed from Figs. 8.5-8.6. However, at the onset of plastic deformation, the asymmetry in initial

CRSS is expected to be very small because of lower or no dislocation activities. Since there is no solid

experimental observation about the quantitative assessment of the asymmetric initial CRSS in tension

and compression, we assumed it equal for both loading conditions i.e. compression and tension. At the

end, the overall asymmetric results remain as qualitative. To the best of authors’ knowledge, there is no

recent studies investigating the origin of TCA in Al-rich TiAl alloys at high-temperature with long-period

superstructures. Our results show that the number of contributing slip systems are different in tension and

compression at both orientation of φ = 90° and 0°. More importantly, the dominating system or major
contributing slip systems are different in tension and compression. Three and two major contributing
systems when φ = 90° and φ = 0°, respectively, have been shown both in tension and compression in
Figs. 8.3-8.6. Additionally, the asymmetric operative stresses on SS12 and SS8 have been included in

Figs. 8.4 and 8.6 in order to have an idea about the asymmetry associated with the internal variables. Here

T for tensile and C for compressive loading cases and SS for corresponding slip systems as numbered in

Tables 6.1-6.3.

It is also evident that the compressive deformation is dictated by some ordinary slips, like slip
system 12 and 8 for φ = 90° and φ = 0°. On the other hand, tensile deformation is dominated by

superdislocation slips like slip system 9 and 3. These findings are consistent with Ti-rich lamellar single

crystals, for example, Inui et al. [159] mentioned that the CRSS of some slip systems are dependent on the

direction of dislocation motions. However, in Ti-55.5at%Al single phase single crystal deformed at 700°C,

investigation suggests that the same deformation mode was active in both tension and compression [368].

This is also quite possible considering simplicity of the single phase microstructure. Furthermore, the
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Figure 8.3: Operative stress on the three major contributing systems when φ = 90°, C for compressive
loading

Figure 8.4: Operative stress on the three major contributing systems when φ = 90°, T for tensile loading.
The asymmetry in operative stresses along SS12 can be compared with Fig. 8.3

role of the octahedral slip family is more than that of the cubic systems as evident from the operative

stresses. If the lamellar morphology were the sole cause of the asymmetry then we would have seen
more or less similar slipping activities in tension and compression. Moreover lamellar morphology based

CRSS approach have failed to reproduce experimental anisotropy. So we may conclude that the origin

of asymmetry is associated more with long-period superstructures than lamellar morphology, and the
dominating systems are different in tension and compression. From Nakano et al. [158], it is observed that

the difference in CRSS of ordinary and superslips groups increases with the appearance of superstructures.
Considering the issue we can expect the crystal lattice level or slip level origins of the anisotropy and

asymmetry are also significant as compared to lamellar level origin. Our study also supports the view
showing crystal structure or superstructure level origin. Otherwise, we would have seen a smaller value

of the maximum to minimum CRSS ratio. Nevertheless, the morphological anisotropy is expected to be

significant in all cases irrespective of Ti-rich or Al-rich side. From a number of reports, e.g. [140,157–159]
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Figure 8.5: Operative stress on the two major contributing systems when φ = 0°, C for compressive
loading

Figure 8.6: Operative stress on the two major contributing systems when φ = 0°, T for tensile loading.
The asymmetry in operative stresses along SS8 can be compared with Fig. 8.5

we know that the differences of CRSSs among different slip systems/families at around 1050°C with

62%Al contents are considerably lower as compared to the peak temperature. So the plastic anisotropy and

asymmetry near the peak temperature conditions are expected to be very high. The severity of anisotropy

and asymmetry is strongly influenced by the size and condition of the superstructural phase, morphology

and working temperature. In short, the origin of anisotropy and asymmetry have been rooted in different

length-scales.
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Chapter 9

Summary and outlook

9.1 Summary

The family of Al-rich TiAl alloys has been studied in terms of phases, microstructures, morphology,
deformation mechanisms, etc. With the increase of Al-concentration, Al-rich phases (e.g. Ti3Al5,

h-TiAl2, r-TiAl2, etc.) start to grow. Heat treatment parameters, phase stability and the operating
temperature etc. direct how many and which phases will exist at the end. Comparing with the Ti-rich
side, the formation of one or more stable/metastable long-period superstructures is one of the most
characteristic features of the Al-rich alloys, which considerably changes the deformation mechanisms

and mechanical properties. Controlling hardness and brittleness with the increasing of Al concentration

and annealing temperature is still a challenge for the Al-rich side. Within the mean filed homogenization

approach a crystal viscoplasticity based phenomenological modeling has been applied for an important

alloy from this family in order to analyze the plastic anisotropy and tension-compression asymmetry.
Microstructure sensitivity and the presence of different length-scales that influence the mechanical

properties have also been attempted to be understood. Crystal viscoplasticity based constitutive model

has been implemented for that alloy in Abaqus Standard within its UMAT functionality. Hardening-

recovery based phenomenological crystal viscoplasticity formulation with two internal variables has been

applied to describe the overall plastic anisotropic response of a highly rate-dependent intermetallic alloy

Ti-61.8at.%Al at high homologous temperature for three different strain rates, 10-3 s−1, 10-4 s−1 and
10-5 s−1. The proposed crystal viscoplasticity model can successfully reproduce the plastic anisotropy
of Al-rich TiAl alloys with different complex superstructures when CRSS are chosen carefully. Then
the model with identified parameters has been used to get a qualitative understanding of asymmetry
in tension and compression for two loading directions and at the same temperature, as the model was
a generalized one for the plastic anisotropy and asymmetry. The important feature of this proposed

modeling approach is the rate-dependent anisotropy and asymmetry modeling, and the approach is largely

general as it is expected to be successfully applied with a variety of loading conditions and material
behaviors. The approach can be applied to other alloys especially from this family. The advances and

current understanding about this family and the findings of this work can be summarized by the following

points:
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9.1.1 Regarding microstructural and morphological impact on the mechanical
properties

In contrast to the Ti-rich side, we know from the experimental observation that the superlattice dislocation

slips are more operative below the peak temperature than that of ordinary slips. In the approximate range

of 700-1000°C, anomalous hardening of different slips is a characteristic feature of the Al-rich alloys.

After 1000°C, a variety of slip systems is expected to be operative depending on the loading orientation.

Hence both families of slip systems, octahedral and cubic, are important for the simulation process. A few

experimental observations pointed out that the some slips from the cubic family are dominating even at

that high-temperature range, although it is commonly believed that operative slip systems change from the
{111} octahedral to (001) cubic family. This study also supports the view indicating that the activity of the

cubic family is vital and some systems from the octahedral family are also operative at high-temperature

for some loading/lamellar orientations.

At lower temperature, some ordinary dislocations are suppressed to move, however, they can overcome

the resistance at higher temperature by changing plane due to thermally active mechanisms like climb,
so they become softer. Nevertheless, some ordinary systems would remain hard for certain loading
orientations. All superlattice dislocation slips are harder at high-temperature, some ordinary slips are

softer and the rest ordinary systems are in between hard and soft. This is another finding of the present

study in contrast to the common believe that all ordinary slips are softer at high-temperature. Due to
the presence of one or more superstructures, some ordinary systems are found to be little harder than

others ordinary slips, which is consistent with conventional approaches and some observed experimental

observations. Depending on the orientation and temperature, both microstructural and morphological

features ensures alloy strengthening by suppressing dislocation movement resulting in higher CRSS of

some slip systems.

When the applied load is parallel to the lamellar axis, responses show comparatively higher strength

indicating the probable dominance of the long-period superstructures. Lamellar orientation of 0° with the

loading direction has the highest strength and tensile state is stronger than that of compressive loading

responses. On the other hand, for 90°case, anisotropy and asymmetry are influenced more by the long-

period superstructure than that of lamellar morphology. In overall plastic deformation, the role of the

octahedral family is more pronounced than the cubic one. The compressive deformation is dominated by

ordinary slips while the tensile responses by superdislocation slips. The slip mechanisms and total number

of active slip systems are found to be different in tension and compression. The major contributing slip

systems and the most dominant one, are also different. It is also found that the most active slip system

dictates the overall plastic deformation in reproducing experimental data. Instead of purely morphological

as Ti-rich side, the plastic anisotropy in the Al-rich side is found to be dependent on the lamellar morphol-
ogy and long-period superstructure. The family of Al-rich alloys are expected to be highly anisotropic

and asymmetric. It is found that tension-compression-asymmetry evolution is anisotropic and highly
pronounced throughout the deformation process influenced by the lamellar morphology and long-period

superstructures.

The presence of difference length-scale, specially superstructure level scale is present for these

124



alloy, which is another vital point of our study. So the origins the anisotropy and the asymmetry for

polycrystalline Al-rich alloys can be considered to be associated with at least three different length-scales

e.g. grain scale, lamellar (morphological) scale and superstructural scale. The size of the superstructures

could be an independent scale of understanding, since we do not understand all aspects of long-range

ordering on the behavior of the material.

9.1.2 Regarding CRSS estimation

CRSS estimation is very crucial for the modeling of anisotropy and asymmetry. The more accurate values

of CRSS we can pick, the more reliable material parameters we can expect. A novel iterative scheme for

CRSS estimation and slip system characterization consistent with experimental observations has been
proposed and a simple version of this approach has been applied for two phase lamellar Al-rich TiAl

alloys with long-period superstructures. The proposed approach of CRSS estimation has been compared

with three other conventional approaches. The proposed modeling approach can successfully reproduce

rate-dependent experimental data in both loading directions whereas other methods of slip classification

and CRSS estimation, if successful for one experimental data set, eventually under or overestimate the

other set.

9.1.3 Regarding material parameters

Related material parameters have also been identified. The most important parameter for the proposed

model is the rate sensitivity, which is found to be very reasonable for the analyzed case considering lower

stress and very high homologous temperature. It is revealed that, irrespective of the type of the flow-rules,

two internal variables based flow-rules including slip-system-level kinematic hardening variable makes

significant improvement in simulating high-temperature medium stress viscoplasticity with estimating

reasonable material parameter set. The role of latent hardening decreases with the increase of operating

temperature and with the addition of slip system level backstress variable. The viscous flow parameters in

the power-law can vary not only depending on the material, microstructure and loading conditions but

also on the choice of the flow-rule definition.

9.1.4 Regarding the model and power-law flow-rules

Commonly used power-law flow-rules of crystal plasticity have also been examined for this alloy with

six strain rate controlled experimental data sets. In contrast to the popular approaches, it is revealed
that the consideration of Schmid stress as the driving force, the sole cause for plastic deformation is
not appropriate for highly heterogeneous and anisotropic materials even after with complex evolution
equations, and particularly, such modeling cannot be applied at high-temperature moderate to lower
moderate stress regimes. In other words, flow-rule with one internal variable is not a good choice for

high-temperature recovery driven case. This type flow-rule suits best when the plasticity is glide driven

only, or if the anisotropic behavior is not pronounced. If the stress is moderate to high and the operating

temperature is relatively low, this simpler flow-rule can be used. Including slip system level backstress in

effective stress definition gives significant improvement in these cases. Including internal stress as state

variable in the effective stress definition facilitates to cover a range of heterogeneous material behaviors

like anisotropy and tension-compression asymmetry, hardening-recovery driven softening, cyclic loading
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behavior and possibly some sort of damage as well. If temperature dependent drag K along a slip system

is separated from the microscopic yield or slip resistance quantity, then it can be used more reliably for

above cases with temperature dependent behavior as well up to a temperature range. Rearrangement of

the internal variables or separating yield and drag in the flow-rule increases the prediction power of the
model. According to our results, without considering a separate internal state variable for internal stress,

it is not straightforward to simulate such a high-temperature viscoplasticity with such level of accuracy.

Rate sensitivity exponent, slip activities, lattice rotation etc. might vary with the choice of the flow-rule.

With slip-system-level necessary internal variables and glide-climb driven constitutive equations, we

assume that crystal viscoplasticity model is well capable to capture experimentally observed macroscopic

deformation phenomenon when critical stresses are designed properly.

9.2 Outlook

Generally the single crystals are studied in order to understand the microstructure-properties relationship

of polycrystalline materials. Even though the material parameters and properties of single crystals are ex-

pected to be different than that of polycrystals up to certain degree, nevertheless, the information extracted

from single crystals are of paramount importance for the analysis of polycrystals. Due to the unavailability
of experimental data for polycrystals, this work has been stopped after analyzing single crystals only.

So an important outlook for the future might be the analysis of the polycrystalline alloys belong to the
same class of single crystals. In a lamellar Ti-rich TiAl single crystals, the origin of anisotropy is purely

morphological, whereas in Al-rich side, it is found that the superstructure scale also contributes to the

anisotropy. So for a lamellar polycrystalline Al-rich alloy, the sources of anisotropy are expected to be

associated with three different length-scales, i.e. grain scale, lamellar scale and superstructure scale. An

interesting point would be to understand the relative contributions at different scales for polycrystalline

alloys.

Often a phenomenological model contains a number of fitting parameters that can be measured from

the experimental procedures. A number of such parameters is also present in the proposed model. In the

evolution equation of backstress, an additional coupling function has been considered where two fitting

parameters, φ0 and δ are involved. This coupling function is usually needed for more complex cases e.g.

cyclic loading. So there is an option left for slight modification of the evolution equation and without that

function and hence two fitting parameters can be escaped. Models with small number of fitting parameters

usually ensures a better prediction capability.

In the constitutive modeling, the most well-known physical processes are considered only. How-
ever, there might have been more than one less contributing mechanisms are active. For developing an
efficient model, understanding all underlying mechanisms are necessary to establish a physics based

phenomenology. Such type of physical-phenomenological model is expected to be highly effective. So

an important aspect for the future would be to perform more rigorous experimental investigations for
understanding the detailed deformation mechanisms. Moreover, a dislocation density based modeling

with knows physical processes can be establish to check the predictive power of the model and possibly

comparing with physical-phenomenological one.
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A simpler version of the proposed technique of estimating CRSS for all slip system has been imple-

mented for two sets of anisotropic data. Since the original proposed technique is an iterative scheme for

many sets of anisotropic data, an important point would be to test the algorithm for many data-sets.

There is growing interest in the research community to understand the interface mechanics. Lamellar

boundary effect has not been explored in the presented modeling approach directly, where only the first

order effect has been considered. So another interesting aspect would be to study the detailed interface

effects along with lamellar width and spacing effects, for which gradient based higher order continuum

theory might be necessary.
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