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1 Chapter - Introduction

1.1 Motivation

In the nowadays era of globalization, based especially on the computer media and
applications, organizations of all industrial sectors have to face various problems in order to
be successful on the market. Competitors have to respond to the demands for low prices and
high quality, along with bright service capabilities and short development life-cycle. It is
obvious that these demands are almost impossible to be met and because of this the
requirements against the employees in the software development are continuously growing
up. The employers are demanding more and more but very often they choose the
inappropriate person for a particular job or expect results that are beyond the capabilities of
the particular employee.

The subject-matter guru Capers Jones (Jones 2001) characterizes the sad state of software
production efforts today and summarizes: “’In general, software is a troubled technology
plagued by project failures, cost overruns, schedule overruns and poor quality levels. Even
companies as Microsoft have trouble meeting published commitments or shipping trouble-
free software.”’

So, here raises the question how can we help the software industry? How can we support the
software development process? There exist innumerable variety of methods that are meant to
be used in the process of development, but the main resource for every company - the people
seem to be left aside as a point of optimization.

In the nowadays development the importance is concentrated over the hardware and software.
Money, time and ideas are invested for new software and hardware achievements, but no one
takes care about the third component that is also very important for the successful software
engineering — the people. The employees are left alone, to manage on their own with the new
situation. Methods evaluating the influence of the individuals over the software process do not
exist and in this way everything is left to happen by itself.

Because of this the objective of this thesis is to develop a model that is able to evaluate the
employees’ performance. This method will assist in the process of personnel acquisition and
in this manner will introduce better quality in the software engineering process. The right
people chosen in the right manner and also their motivation are the most important software
resources, crucial for the achieving of better results.

The work quality in the today software companies is extremely important. It is the basis for
everything else and as we have already explained, as the goal is to develop fast and cheap, the
people and the way that they work are becoming an inseparable part of the good software
development process. Practical applications can be seen in the wide accepted methods for
optimization like process maturity (CMMI) and personal processes (PSP/TSP). ¢’ Adopting
PSP and TSP can be a very effective method for accelerating an organization’s progress to
higher CMMI maturity levels.”” This idea, proposed by the SEI shows how important is the
process of personnel elaboration and shows also where our model is meant to be applied.
Another point that motivated our research and that is also very important for the application
of our model is the AGILE development. This new type of software development-
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organization, extremely dependent from communication and personality types shows once
again the importance of the human traits in the software process.

There is one more point that strengthens our motivation: the well-known list with risks from
Peter Neumann (Neumann 1985).

‘ 420 L ﬂ’f% Search RISKS using swish-e
THE RISKS DPGEST

Forum on Risks to the Public in Computers and Related Systems

ACM Committee on Computers and Public Policy, Peter G. Neumann, moderator

Volume 26: Issue 54
Saturday 27 August 2011

Contents

© Air France 447: Smart planes still vulnerable to human error
Matthew Kruk

@ Air France 447, the A330 EFCS, and extreme nose-up
Heather McNeil

@ British Columbia Medicine Mixup, doggedly
Gene Wirchenko

@ Man unable to open car from the inside and dies of dehydration
David Landgren

Figure 1 The Risks Digest

In the 26-th volume from 27.08.2011 (fig.1) we can see shocking news: “’Air France 447:
Smart planes still vulnerable to human error - On flight 447, the handoff from computer to
pilots proved fatal for the 228 aboard.”” (Neumann 1985) Exactly this human mistake
motivates our statement that choosing personnel with a defined psychological profile can be
crucial for the performance in a particular software firma and even life-deciding like in this
accident.

Led by these ideas our research went through many different stages: from looking for existing
similar methods in other fields to adopting engineering solutions in order to find the most
important human characteristics in the software development and to the end — the
development of a method that is able to prognosticate an individual’s performance based on
his/her special traits.

In order to fulfill this complex task we had to go through the following steps:

1. Investigation about the existing Software Risk Assessment Methods in order to find
out if they cover the Human Factors — Chapter 2.

2. Summarizing all different methods for investigation of the Human slips, mistakes and
errors and looking for existing methods that evaluate the human influence in the
Software Process — Chapter 2.



3. Investigating the basics of the software engineering in order to find where the
personnel take critical part — Chapter 3.

4. Summarizing the basic software team roles and examining their responsibilities —
Chapter 3.

5. Adopting the FMEA method for the software engineering needs in order to find the
failure modes conducted from the software personnel and in this way the influencing
human factors — Chapter 4.

6. Finding a method that could be adopted for the evaluation of the specified in Chapters
2, 3 and 4 human factors. By adoption of the Big Five theory for the software
personnel we were able to measure the most important human traits and to observe
their influence over the Software Performance — Chapter 5.

7. Evaluating the human traits and choosing of a specific method for estimation of their
influence over the IT human resources performance. We used them as input factors
for designing of experiment, used to develop a predictive mathematical model for the
Human Productiveness — Chapter 6.

8. Validating the gained method for prediction of the IT human performance based on
the individuals’ characteristics and evaluating its effectiveness and correctness in real
conditions — Chapter 7.

1.2 Structure of the Thesis

While the introductory chapter of the thesis is concerned with the problem’s motivation, the
subsequent chapters will focus on the development steps of the proposed method and its
validation.

The remainder of the thesis is structured in the following way:

Chapter 2 examines and investigates the risk management field in the years and after this
focuses on the analysis of the risk assessment methods, in order to find out their
incompleteness. In the second part of this chapter are discussed the human factors in the
software engineering. There is given an overview of different types of characterizations for
the human errors, mistakes and failures and the influencing factors are brought to light. This
chapter is the basis for the following research as it reveals the problem of ignoring the critical
influence of the IT human factors in the software development. It concludes with the
observation that there does not exist an adequate method or model that can be used for IT
human performance evaluation.

Chapter 3 is concerned with the software engineering background on which the thesis is
build. After explaining the different parts of the software engineering field a deeper look in
the software organizations is taken. In this way we were able to find out the most common
organizational structure in the software field with its roles and the corresponding
responsibilities. The analysis of the IT roles with their competencies and responsibilities is
used as basis for specifying the important human factors in the process of software
engineering, which are input for the next chapter.



Chapter 4 examines a well-known method for failure analysis - the FMEA (Failure Mode and
Effect Analysis) and adopts it for the need of the software engineering. With the adoption of
the method and with the discovered competencies (specified in the previous two chapters) we
were able to analyze the roles in the software development process and to find the failure
modes by every role and the standing behind specific human factors. The discovered IT
human features will take part in the further evaluation process of the human performance.

Chapter 5 deals with the finding and adopting of a special theory that can evaluate the already
found human traits (from chapters 2, 3 and 4) and can also estimate the employee
performance in connection with them. These already specified human factors are estimated,
using the possibilities of the Big Five Theory. It gives us the opportunity to match the already
discovered human factors to the special psychological traits and to visualize the dependence
between them and the individuals’ productiveness.

Chapter 6 reflects the development of the specific model for IT human performance
evaluation. The discovered (in chapter 5) dependence between the personal factors and the
productiveness had to be modeled in an experimental way. For this goal we have chosen a
specific experimental design — Design of Experiments as it gives the possibility to find the
connection between different factors with a limited number of trials. The result from the
chapter is the obtaining of the adequate model that describes the employee performance in a
predictive way.

Chapter 7 is the validation of the developed prognostic models for prediction of the IT
humans’ performance. There are shown real case studies and a specific web-application,
which was developed as implementation of the new model. They all prove once again the
accurateness and adequacy of the developed method and show its extreme importance for
improving the quality in the software engineering process.

Conclusion and Future Work summarizes once again the results and the main contributions of
the thesis and gives proposals for further development and application of the model.
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2 Chapter - Software Risk Management and Human Factors

In the following chapter we are focusing first on the risk management in general and after this
on the special risk assessment methods. We are investigating their mechanisms and the data
that they are using and in this way we were able to find their incompleteness in the sense that
they don’t consider the personnel as a crucial part in the risk management process. Based on
that observation we are continuing with research about existing methods, taxonomies and
types of human factors that play the role of risks in the software development. We end with
summarizing the influencing factors for the employee’s mistakes and failures and we use this
data as foundation for our further research.

2.1 Overview over the Development of the Risk Management

Trying to catch the complete history of risk management in the software engineering we have
to start from the first attempts made in this field by Nolan (Nolan 1973) (Nolan 1979) and
McFarlan (McFarlan 1974), they proposed models for managing the risks in the information
systems. In the late 70’s Alter and Ginzberg (Alter & Ginzberg 1978) prognosed that risk
factor analysis can increase the success rate in the software development. In 1982 Davis
(Davis 1982) announces a new method based on requirements determination for selecting the
most suitable development approach.

Despite these attempts, risks in their real scope were not addressed until the late 80’s, when
the pioneer in the software risk management Barry Boehm published his first and most
fundamental approach “’A Spiral Model of Software Development and Enhancement’’
(Boehm 1988). Later on his work has been complemented by Charette and others (Charette
1989), (Boehm & Ross 1989), (Charette 1990), (Ould 1990), (Boehm 1991). These
fundamental works are used later on from the Software Engineering Institute (SEI) (Van Scoy
1992), (Carr et al. 1993), (Higuera et al. 1994), (Higuera & Haimes 1996), (Sisti & Joseph
1994), (Dorofee et al. 1996) for developing a new methodology for risk management based on
risk taxonomies.

Other approaches for software risk management are invented from Karolak, Michaels,
Pandelios and Hefner (Karolak 1996), (Michaels 1996), (Pandelios, Rumsey & Dorofee
1996), (Hefner 1994). There exist also several risk categories and taxonomies proposed in the
fundamental methods of Boehm and SEI. In our paper (Georgieva, Farooq & Dumke 2009 a)
we make a summary over existing software development risks and propose new risk
taxonomy for the software testing process. Other quantitative approaches appear in the middle
of the 90’s from Bowers, Fairley and Berny (Bowers 1994), (Fairley 1994), (Berny &
Townsend 1993). Kontio proposes a new method for risk management (Kontio 1997), (Kontio
2001) where he proposes risk scenarios that are built over six elements (risk factor, risk event,
risk outcome, reaction, risk effect set and utility loss).

In the late 90’s and after that several approaches for software risk analysis have been
developed separately from the famous ones and they are summarized in our paper (Georgieva,
Farooq & Dumke 2009 b), exactly because they are used for risk analysis, which is a part
from the risk management we will consider them with special attention and they will be the
milestone for our scientific motivation.

A small number of industrial reports have been published, so we will give just few examples:
(Boehm 1991), (Chittister, Kirkpatrick & Van Scoy 1992), (Eslinger et al. 1993), (Meyers &
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Trbovich 1993), (Morin 1993), (Fairley 1994), (Gemmer & Koch 1994), (Hefner 1994),
(Williamson 1994), (Conrow & Shishido 1997).

Many different risk assessment frameworks were proposed in the years. For example
McComb and Smith’ framework that identifies system failure factors, covering 15 key risk
areas - from project planning and execution to technical and human factors (McComb &
Smith 1991). Barki et al., based on a literature survey over 120 projects composed a list of 35
features, connected with the software development risk (Barki, Rivard & Talbot 1993).

Thomsett (Thomsett 1992) invented a risk assessment questionnaire model and proposes a
new project management paradigm that recognizes people-oriented values as very important
in the traditional organization structure and with this he is one of the first that puts accent on
the people in the process of risk management.

SEI risk taxonomy, already mentioned before is an important contribution in the field of risk
management because it gives a very comprehensive questionnaire and software risk
evaluation method (Carr et al. 1993), (Sisti & Joseph 1994). Another risk assessment
framework is proposed by Lyytinen (Lyytinen, Mathiassen & Ropponen 1996) and later on is
enlarged from Keil (Keil et al. 1998).

Applegate (Applegate, McFarlan & McKenney 1996) publishes a book about Information
Systems management, where the project risk assessment questionnaire is the tool to evaluate
the risk-degree in the different IT applications. Another method was developed by Moynihan,
who collected a list of risks and planned their mitigation after interviewing particular project
managers (Moynihan 1997), (Moynihan 2002). Project failure because of unmanaged risk is
widely recognized theme in the project management community. The general process and
principles of project risk management are applicable to all kinds of software projects. There is
quite extensive literature on generic project risk management and we name only the most
comprehensive works such as (Wideman 1998), (Chong & Brown 2000) (Pritchard 2001),
(Chapman & Ward 2002), (Chapman & Ward 2003), (Kendrick 2003), (Mulcahy 2003) and
(Smith & Merritt 2002). The last trends are to extend the risk management over safety,
environmental and business risk (Waring & A.L. 1998), (Cooper et al. 2004) or to addresses
the so called “positive risk’ (Hillson 2004).

If we have to make an observation about the evolution of the software risk lists in the last two
decades than we have to start with McComb’s 50 issues (McComb & Smith 1991), (Barki,
Rivard & Talbot 1993). After that Thomsett created a bigger questionnaire (Thomsett 1992)
and the most famous questionnaire for software project risk originates from the SEI (Carr et
al. 1993). McConell creates another risk identification questionnaire but focused on the
software code and schedule (McConnell 1993), (McConnell 1996). In the well-known book of
Capers Jones can be found a list of 60 software project risks (Jones 1994). Lyytinen creates
also a questionnaire covering the main software development risks (Lyytinen 2000).
Cockburn has summarized some of the current knowledge on effective risk management
strategies into reusable risk resolution patterns (Cockburn 1997).

The Software Engineering Institute stresses their research on the importance of the teamwork
in the risk management and as a result they have united their ideas into a Team Risk
Management method (Higuera et al. 1994). Another work in this direction is from Kontio,
who examines the effectiveness of the group work in his method Riskit.
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In the dynamic world that we are living in, the risk management is recognized to be a major
part of the successful software engineering and because of this it is covered by all the ‘bibles’
of software engineering and project management such as (CMMI 2002), (Thayer & Dorfman
2002) (Pressman 2004), (Sommerville 2004), (McConnell 2004), (Abran & Moore 2004),
(PMBOK 2004).

These important milestones in the software risk management give us a solid basis to motivate
our research work. We have seen the lack of methods for evaluation of the human
productivity in the software development process and in the same time we were able to
recognize the major importance of the human factors as a crucial risk element. So for us the
idea to develop a method for evaluation of the human performance was a logical conclusion.

2.2 The Incompleteness of the Risk Assessment Methods

Risk assessment methods are one of the most important elements in the process of risk
management. These methods consider numerous aspects while assessing and estimating the
risks. Since software development is a human intensive activity, diverse factors related to
human behavior also play a key role in this situation. Software risk assessment methods
should take into account all these factors in combination to each other. Because of this here
we will have a short view over the current applied risk assessment methods and their
consideration of human factors.

Observing the principles of risk management given by the International Organization for
Standardization, described in ISO/FDIS 31000 (ISO 2009) it is clear to see the following
statement:

‘Risk management should take into account human factors. The organization’s risk
management should recognize the capabilities, perceptions and intentions of
external and internal people that may facilitate or hinder attainment of the
organization’s objectives’.

This statement gives a strong motivation to our thesis that the human factors are in the center
of the risk management process and that they should be a part of the risk assessment methods.
Other evidences emphasizing the role of human factors in software engineering and software
development process include the People Capability Maturity Model and the pair programming
development technique.

Based on the Boehm’s classification of risk management we will focus on methods for risk
analysis and the lack of consideration of the human factors in them. The methods for risk
assessment are very important in the process of risk management because they give the
possibility to predict the success of a particular project. Realizing their crucial role in the
process of risk management we have to realize also that the main actors in every process are
the humans, and their actions give rise to different issues or problem situations. We can have
a look over a simple example: in the medicine, the safety of different machines is maintained
by people. So it is clear to see how important the people in this case are. Any mistake can lead
to a death of a patient. It is the same in the software development process, any risk brought by
a human can be crucial for the whole system.

The risk assessment since 1995 has been shortly summarized in the following part of this
chapter in order to see the mechanism of work. The risk assessment methods are very
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different by their nature: they explore different structures in the software development
process, use different techniques, and are applied over different phases in the development
process. So, we are able to see a great variety of techniques. The methods will particularly be
investigated for their consideration of human factors while assessing and estimating risks. Our
goal is to put a stress on the importance of the humans in the development process as the
people stay at the basic level and they should not be underestimated. It is not possible to
achieve a complete risk assessment, or risk management over a system if we do not include in
it also the human factors.

There exist different types of human factors studies: human error analysis, human factors
engineering and human reliability analysis (Baybutt 1996). The errors that people commit can
be seen in different perspectives, for example in the process of work of: people with other
people, people with equipment/with procedures, tasks and others. A basic classification of the
human errors (Baybutt 1996) distinguishes between: slips, mistakes, violations, socio-
technical and coming from the management. We will describe all different types of problems
caused by the employees later on in this chapter.

The following methods for risk assessment are grouped according to the base technique that
they use in the process of assessing the risks. Every method is described shortly and is
analyzed for all types of factors that it considers with a special focus on existence of human
factors among them.

2.2.1 Neural Networks Based Risk Analysis Methods

Artificial Neural Networks (ANN or just Neural Networks (NN)) are modeled after the
biological neurons in brain structures. The individual neuron models may be combined into
various networks made up of many individual nodes, each with its own set of variables. These
networks have an input layer, an output layer, and one or more hidden layers. The hidden
layers provide connectivity between the inputs and outputs. The network may also have
feedback, which will take result variables and use them as input to prior processing nodes.
With the help of NN it is possible to be modeled different possible directions in the process of
software development and in this way to find the potential risks.

Using Influence Diagrams for Software Risk Analysis (Chee, Vij & Ramamoorthy 1995)

Input: software metrics data collected at various stages of software development
Technology: influence diagrams, kinds of NN, used for probabilistic and decision analysis
models

How it works: The method uses the conditional independence implied in the influence
diagrams in order to determine the information needed for solving of a problem. Influence
diagrams are used to provide quantitative advice for software risk management, improving
upon traditional ad-hoc software management techniques.

An Enhanced Neural Network Technique for Software Risk Analysis (Neumann 2002)

Input: software metric data
Technology: principal component analysis and artificial neural networks (PCA-ANN). Uses
pattern recognition, multivariate statistics and NN.
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How it works: This is a technique for risk categorization in which principal component
analysis is used for normalizing and orthogonalizing the input data. A neural network is used
for risk determination/classification. The special feature in the approach, the so called cross-
normalization is used to discriminate data sets, containing disproportionately large numbers of
high-risk software modules.

A Neural Networks approach for Software Risk analysis (Yong et al. 2006)

Input: software risk factors, obtained through interviews/questionnaires

Technology: combination of principal component analysis, genetic algorithms and neural
networks

How it works: Based on the SEI and interviews with professionals in the field, is created
taxonomy and factors for software risk. This data after processing is used as an input for the
NN analysis. The method is divided in the following steps: 1) predict the risks with standard
NN; 2) predict with the combination of NN and PCA; 3) predict with the combination of GA
and NN; and 4) combine the three steps and make an overall prediction.

Analyzing Software System Quality Risk Using Bayesian Belief Network (Young et al. 2007)

Input: project risk factors selected through a Delphi method based on historical project data
Technology: Bayesian Belief Network, Delphi method

How it works: The method is based on BBN and predicts and analyzes the changing risks of
software development based on facts such as project characteristics and two-side (contractors
and clients) cooperation capability at the beginning of the project. BBN are used for the
analysis of uncertain consequences or risks and Delphi method is used for the network
structure needed for the BBN. The method is used to evaluate the software development risks
in organizations.

In the system for risk assessment, proposed in the method are considered problems connected
with lack of experience among the employees. Anyway we cannot say that the method
considers all different human factors, because of the complex nature of the human being.

2.2.2 Qualitative Based Risk Analysis Methods

Qualitative methods are methods that take into consideration different qualities. They collect
information with the help of different questionnaires. In this way they analyze not numerical
but qualitative data and after this based on it give the possibility for risk analysis.

SRE from the SEI Risk Management Paradigm (Williams, Pandelios & Behrens 1999)

Input: software risk information, obtained through interviews/questionnaires

Technology: questionnaires

How it works: The SRE addresses the identification, analysis, planning, and communication
elements of the SEI Risk Paradigm. The method implies the following:

* trains teams to conduct systematic risk identification, analysis, and mitigation planning

» focuses upon risks that can affect the delivery and quality of software and system products

* provides project manager and personnel with multiple perspectives on identified risks

» creates foundation for continuous and team (customer/supplier) risk management

15



2.2.3 Software Metrics Based Risk Analysis Methods

Software metric is a measure of some software property and it is important to know that the
metrics give quantitative information about different characteristics of the software, which
could be used for risk analysis.

Software Risk Assessment and Estimation Model (Gupta & Sadiq 2008)

Input: Measurement error, Model error, Assumption error in function point estimation
Technology: risk exposure and Mission Critical Requirements Stability Risk Metrics

How it works: The risk is estimated using risk exposure and software metrics of risk
management, which are used when there are changes in requirements. Initially the model
estimates the sources of uncertainty using Measurement error, Model error and Assumption
error.

A Risk Assessment Model for Software Prototyping Projects (Nogueira, Luqi & Bhattacharya
2000)

Input: requirement, personnel and complexity metrics

Technology: different software metrics

How it works: The method introduces metrics and a model that can be integrated with
prototyping development processes. It claims to address to some extent the issue of human
dependency in risk assessment but it is not clear how exactly, because there are no mentioned
metrics for that.

Source-Based Software Risk Assessment (Deursen & Kuipers 2003)

Input: source code information

Technology: code metrics, questionnaires

How it works: The method focuses on “primary and secondary facts’’. Primary facts are
obtained through automatically analyzing the source code of a system with code metrics, and
secondary facts are obtained from people through different questionnaires, who are working
with or on the system. The both type of facts are of different type information, so there is
needed a bridging between them and after this the obtained information is used to advise a
minimizing of the potential risk.

2.2.4 Early Risk Estimation Based Risk Analysis Methods

Analyzes in the early stages of the software development is one of the desired perspectives in
the process of risk estimation and mitigation. It is much cheaper if we can encounter and
overcome the problems in the early stages as if we do this at a late stage of the software
development process.

A Methodology for Architecture-Level Reliability Risk Analysis (Yacoub & Ammar 2002)

Input: severity of complexity and coupling metrics derived from software architecture
Technology: dynamic metrics, architecture elements

How it works: That is a heuristic risk assessment methodology for reliability risk assessment,
based on dynamic complexity and dynamic coupling metrics that are used to define
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complexity factors for the architecture elements. Severity analysis is executed with Failure
Mode and Effect Analysis, applied over the architectural models. A combination between
severity and complexity factors is used in order to identify the heuristic risk factors for the
architecture components and connectors.

Software Risk in Early Design Method (Vucovich et al. 2007)

Input: software functionality, Historical Function-Failures, Historical Failure Severities
Technology: Function-Failure Design Method

How it works: This method identifies and analyzes the risk presented by potential software
failures. With the Software Function-Failure Design Method it is demonstrated the
corresponding Risk in Early Design method to the software domain, to provide a software risk
assessment based on functionality, which is often the only available information in the early
stages of design. RED allows the early assessment of risk, which can guide more-detailed risk
assessment, provide a test-case development guide, and help in deciding on whether a
software product has been tested enough.

2.3 Summary over the Risk Management and Motivation of our Further
Research

Let us summarize the risk management methods as Gallery of Software Risks:

Crisis management: Nolan (Nolan 1973) (Nolan 1979) and McFarlan (McFarlan 1974)
proposed models and project portfolio for managing the crisis in the information
technology and the risks in the information systems. Alter and Ginzberg (Alter &
Ginzberg 1978) proposed that risk factor analysis can increase the success rate in the
software development. Davis (Davis 1982) creates a new method based on
requirements determination for selecting the most suitable development approach.

Risk management: The pioneer in the software risk management Barry Boehm published his
first and most fundamental approach A Spiral Model of Software Development and
Enhancement’” (Boehm 1988) about risk management. Later on his work has been
complemented by Charette and others (Charette 1989), (Boehm & Ross 1989),
(Charette 1990), (Ould 1990), (Boehm 1991).

Risks taxonomies: Several risk categories or taxonomies proposed in the fundamental methods
of Boehm and SEI and few others. In the paper (Georgieva, Farooq & Dumke 2009 a)
was made a summary over existing software development risks and propose new risk
taxonomy for the software testing process. Other quantitative approaches are from
Bowers, Fairley and Berny (Bowers 1994), (Fairley 1994), (Berny & Townsend 1993).

Risk scenarios: Kontio proposes a new method for risk management (Kontio 1997), (Kontio
2001) where he proposes risk scenarios that are built over six elements (risk factor, risk
event, risk outcome, reaction, risk effect set and utility loss).

Risks analysis: In the late 90’s and after that several approaches for software risk analysis
have been developed separately from the famous ones, no matter that they are used for
risk analysis they are very specific and cannot be taken as general big methods for risk
management.
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Risks experiences: Risk experience as industrial reports have been published from (Boehm
1991), (Chittister, Kirkpatrick & Van Scoy 1992), (Eslinger et al. 1993), (Meyers &
Trbovich 1993), (Morin 1993), (Fairley 1994), (Gemmer & Koch 1994), (Hefner 1994),
(Williamson 1994), (Conrow & Shishido 1997).

Risk frameworks: Many different risk assessment frameworks were proposed such as the
framework of McComb and Smith to identify system failure factors, which includes 15
key risk areas distributed between project planning and execution in one dimension and
technical and human factors in the other one (McComb & Smith 1991).

Risk-based features: Barki et al., based on a literature survey of 120 projects compiled a list of
35 features that are connected with the software development risk (Barki, Rivard &
Talbot 1993).

Risks assessment: Thomsett (Thomsett 1992) develops his risk assessment questionnaire
model, where all the questions are divided into three areas and each question has a
specific value and is later used in forming the final score of risk. He proposes a new
project management paradigm that recognizes people-oriented values as very important
in the traditional organization structure and with this he is one of the first that puts
accent on the people in the process of risk management.

Risks evaluation: SEI risk taxonomy, already mentioned before is an important contribution in
the field of risk management because it gives a very comprehensive questionnaire and
software risk evaluation method (Carr et al. 1993), (Sisti & Joseph 1994).

Performance-oriented risk management: Risk assessment framework developed by Lyytinen
et al. (Lyytinen, Mathiassen & Ropponen 1996) and later on supplemented from Keil
(Keil et al. 1998) presents three-level-structure of management, project and system
environment, that gives a performance based on how actors, structure and technology
are assembled.

Risks degrees and experience: Applegate (Applegate, McFarlan & McKenney 1996)
publishes a book about IS (Information Systems) management, where the project risk
assessment questionnaire is the tool to evaluate the risk-degree in the different IT
applications. Further approaches have been developed by Moynihan, who collected a
list of risks and planned their mitigation after interviewing experienced project
managers (Moynihan 1997), (Moynihan 2002).

Risks assessment questionnaires: Questionnaires-Based frameworks are developed, for
example the One-minute Risk Assessment Tool from Tiwana and Keil (Tiwana & Keil
2004-2005). A comparison of selected risk management approaches can be found in
(Lyytinen, Mathiassen & Ropponen 1998). Questionnaires and risk lists as a form of
risk identification appear from the very beginning and are still the most relevant and
used techniques. The first lists comprised less than 50 issues (McComb & Smith 1991),
(Barki, Rivard & Talbot 1993).

Risks factors: A list of 60 software project risk factors can be found in (Jones 1994), where
each factor is analyzed for its frequency, impact, root causes, mitigation strategies and
others.

Risks management teamwork: The Software Engineering Institute stresses their research on
the importance of the teamwork in risk management as Team Risk Management
method (Higuera et al. 1994). The effectiveness of the group work (including the
brainstorming) has been detailed investigated by Kontio. He developed the Riskit
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method using communicative and easily distinguishable elements of risk scenarios,
which were visualized in a risk analysis diagram (Kontio 1997), (Kontio 2001).

Quantitative vs. qualitative risks analysis: Distinguishing between qualitative and quantitative
methods, the qualitative techniques estimate the risk in terms of likelihood and impact
and apply ordinal scales and risk matrices as well as some means of weighting and
averaging of the obtained score (Charette 1990) (Sisti & Joseph 1994) and quantitative
risk analysis calculates the risk based on the theories of the probability calculus such as
Monte Carlo analysis or Bayesian Belief Networks (Grey 1995) (Vose 2008) (Schuyler
2001). The well-known in the engineering field Failure Mode and Effect Analysis
method (FMEA) was applied to the analysis of project risk in (Deept & Ramanamurthy
2004).

Generic project risk management: The general process and principles of project risk
management are applicable to all kinds of software projects. Examples of generic
project risk management are described in (Wideman 1998) (Chong & Brown 2000)
(Pritchard 2001), (Chapman & Ward 2002) (Chapman & Ward 2003) (Kendrick 2003)
(Mulcahy 2003) and (Smith & Merritt 2002).

Project risk management. Well-known risk management solutions for software projects are
created from Boehm, Karolak and Hall (Boehm 1991), (Karolak 1996), (Hall 1998). On
later stage Boehm (Boehm et al. 2003) proposes a risk approach of COTS-intensive
projects.

Risks perception: Adams gives very important observations on the everyday risk perception
and management in (Adams 1995). A practitioner’s view on project risk management
can be found in (Conrow 2003). Several works are admitted to be actually used and
accepted in the software development industry (Ropponen & Lyytinen 2000)
(Moynihan 2002).

Business risks: Risk management over safety, environmental or business risks are described in
(Waring & A.L. 1998) and (Cooper et al. 2004) or to addresses the issue of ‘positive
risk’ of a business opportunity (Hillson 2004). Case studies of business risk
management are described in (Schmietendorf 2009).

Risks management strategies: Cockburn has summarized some of the current knowledge on
effective risk management strategies into reusable risk resolution patterns (Cockburn
1997).

Risks management database: Kontio presented a detailed design of a risk management
database (Kontio & Basili 1996) (Kontio 2001) but its scope is limited to capturing the
information on risk in actual projects and lacks the capabilities to develop generalized
knowledge.

Risk management in software engineering: Risk management is a main essential part of the
management of a successful software project and because of this it is covered by all the
‘bibles’ of software engineering and project management such as (Chrissis, Konrad &
Shrum 2003) (Thayer & Dorfman 2002) (Pressman 2004) (Sommerville 2008)
(McConnell 2004) (Abran & Moore 2004) (PMBOK 2004).

Risks management standards: The area of risk management is intensely standardized and the
most widely recognized risk management standard is ISO 14971 (14971 2001)
complemented by IEC 62304 (62304 2004). Although that ISO 14971 covers the risk of
medical devices, it is generally accepted as a mature standard on general-purpose risk
management. Based on ISO 14971, Standards Australia has proposed a new extended
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standard AS/NZS 4360 (4360 2004), which is expected to replace the ISO 14971. ISO
has also published a risk management standard ISO 16085 dedicated to software
engineering (16085 2006), which is based on the earlier work from IEEE - the IEEE
1540 (1540 2001).

Risks and human factors: There exist different types of human factors studies: human error
analysis, human factors engineering and human reliability analysis (Baybutt 1996).
Because of this a basic classification of the human errors (Baybutt 1996) can look in the
following way: slips, mistakes, violations, socio-technical and coming from the
management.

Observing the described risk assessment methods we can make the following statement: all of
them take as input different type of data, that could be generalised like: architecture, design
and code metrics data as visualized in Figure 2. Only few of these methods - (Young et al.
2007), (Nogueira, Luqi & Bhattacharya 2000) consider some types of human factors.
Although that this attempt does not seem to be comprehensive, it is a good example which
gives as much importance to human factors as to the others in the process of assessing
software risks.

INPUT

1

Architecture
Design
Code metrics

Risk Assessment
Methods

Human Factors

Figure 2 Input for the Risk Assessment Methods

As it can be seen in Figure 3 the risk sources in the software production process are: people P,
development process D, software S and hardware resources H. These four elements give us
the complete software development or software production process SPP and software system
SS (as IT area), which should be analyzed in its full complexity in order to achieve an
adequate risk management process RM including the risk assessment R4 and the risk
controlling RC.
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This can be expressed with the following equations according to (Boehm 1991) and figure 3:

IT = {SPP,SS} 2.1)
SPP riskSources — {P devs Ddev; Sdev; Hdev}a
SSriskSources = {P SYSs Ssys; Hsys}

Furthermore, the risk assessment could be considered for both — software development or
production and software system as

RAspp: personnely., x development ., x softwarege, x hardware g, (2.2)
— riskAssessment g,

RAss: personnels,s x softwareg,s x hardwaresy,, — riskAssessmentsy

And finally, the general components of the risk management as risk assessments and risk
controlling as RM = {RA, RC} are

RA = { riskldentification, riskAnalysis, riskPrioritization }, (2.3)
RC = { riskMgmtPlanning, riskResolution, riskMonitoring }.

> =
’\ooe' \02’% O@Q)
L N 2
S 2 &
s g @ @
& S & Sl
& N S &
o A}
Risk sources
Asst-:*ssme_nt of Software Production Process
Project Risks
Assessment of .| System
System Risks
Risk sources
g =3
&F &© &
<° @@o &
& e
,{@\ @
P &
¥

Figure 3 Risk in the different stages of the development process

Taking into consideration the information obtained from the analyzed risk assessment
methods, which is that they do not consider the people like a major source of risk and
analyzing the software system in its complete form and knowing how crucial can be the role
of the human being in every activity (Georgieva, 2009 c), we can conclude that there exist an
incompleteness of the existing methods for risk assessment and new methods should be
developed which cover the human factors.
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2.4 Human Factors in the Software Engineering

The humanity is what makes the world move forward in a technical, experimental and
achieving way. Human skills, ideas and imagination are the inspirations for all surrounding
inventions and technologies, cultural, tradition and intellectual progress. Humans develop the
technology to a newer level, always higher, always faster and hopefully always better. The
trace of human touch and sense is in every emerging technology, theory, business solution
and machine and of course when there is a human act — there might be a human error too.

In order to understand the complexity of the human being we will start with a small example
from our biological nature. Let us observe the human retina (figure 4). This transparent,
paper-thin layer of nerve tissue on which is projected an image of the world, that is less than 1
cm square and a 2 mm thick has about 100 million neurons. The retina processes about ten
one-million-point images per second. If we want to simulate this activity with a computer,
than it will take him 100 MIPS to do a million detections, and 1,000 MIPS to repeat them ten
times per second in order to match the retina. (Moravec 1997)

Vitreous gel

Optic nerve

Figure 4 The human eye, (Human Eye 2011)

Having this information in mind let us see what is happening in our brain (figure 5). The
1,500 cubic centimeter human brain is about 100,000 times larger than the retina; this means
that matching the brain activity will take about 100 million MIPS (million instructions per
second) of computer power. (Moravec 1997)

Frontal lobe ; Parietal lobe
\ y- :' j_-.%._ . /

<« Occipital lobe

Temporal lobe I x| Cerebellum

Figure 5 The human brain, (Human Brain 2011)
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This small observation shows the complexity of the human brain, that we have to take into
consideration when speaking about human factors. Here we are just observing the technical
parameters of the brain, but when we take also the influencing factors like health, emotions,
motivations, ambitions and qualification the overall picture becomes much more complex.
This is what motivated us to analyze the connection between the personal characteristics and
the human productiveness in the software development process.

2.4.1 Human Errors, Mistakes and Failures

Human errors examples might be found everywhere: small quarrels with relatives affected by
a complicated character; design problems in a usability form; machine construction and
usage; people to people and human to machine interaction. Consequences are also numerous
from small frowns and bad attitude to catastrophic life threatening events.

Human error is the difference that occurs from what a human is supposed to make (planed,
proposed, intended) and what the result (or lack of it) is. In some cases the difference is so
unnoticeable that it stays hidden, sometimes it is discovered and mitigated or remains hidden
bringing along unpredictable results when emerging. The factors affecting the result and
production of an error are also classified of a human kind. In the following part we have
summarized the leading classifications about human factors.

The pioneer in the field of human factors is Rasmussen, he publishes his classification in 1982
and distinguishes between three types of problems that could be divided into: skill-based,
rule-based and knowledge-based level (Rasmussen 1982). Skill-based performance is
explained with automatic, unconscious and parallel actions. Rule-based is associated with
recognizing situations and following associated procedures. Finally, “knowledge-based”
refers to conscious problem solving. Rasmussen also proposes a list of factors that influence
the human behavior and actions: social and management climate, type of the overworked
information, emotional condition, physiological stressors and physical workload. He
pioneered a multi-facet taxonomy for the description and analysis of events involving human
malfunction. In this taxonomy, he defines the causes of human malfunctions as: “external”
(distraction, etc.), “excessive task demand” (force, time, knowledge, etc.), “operator
incapacitated” (sickness, etc.), and “intrinsic human variability”. As we will see in the next
paragraphs his ideas are completely adopted and slightly modified and extended by Reason
and Shappell.

Reason (Reason 1990) has defined the human error as a planned sequence of mental or
physical activities to achieve its intended outcome. He distinguishes between mistakes and
slips and in his view slips are actions that proceed as planned but end with undesired actions
and mistakes are desired actions, which go as they are supposed to, but are not fulfilling the
planned goal, so they are classified as planning failures or latent failures. Latent failures
unlike their active counterparts may remain unnoticed for a long period before emerging in an
unsuspecting situation.

From Reason (Reason 1990) descriptions’ of latent and active failures, Shappell (Shappell
2000) distinguishes four levels of failures: unsafe acts, predictions for unsafe acts, unsafe
supervision and organizational influences. Although that the ‘The “Swiss cheese” model of
accident causation’ of Shappell is meant to be used for the aviation it could be applied in the
field of software engineering with great success. Anyway almost all of the definitions and
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research work about human factors is not originating from the software field because the
software industry has emerged in the last decades and it was not as popular as the other
already developed industries.

Reason separates two types of unsafe acts: errors and violations. Errors are described as
mental or physical actions of an individual that do not accomplish desired outcomes. And
violations are specified as determination not to obey the rules and recommendations that
impose safety.

To determine more correctly a specific failure investigation these two categories are expanded
as shown here (Figure 6) into three types of errors (skill-based, decision, and perceptual) and
two violation forms.

Unsafe Acts

| Violations
Decision Skill-Based _I_ Exceptional
errors errors ¢
Perceptual
errors

Figure 6 Unsafe Acts categories (Shappell 2000)

Examples of these errors and violations we can see in the next Table 1.

Table 1 Selected examples of Unsafe Acts (Shappell 2000)

Errors Violations
Skill Based Errors
e Failed to prioritize attention Failed to adhere brief

e Omitted step in procedure Violated training rules

® Omitted checklist item Not currently qualified for work

e Poor technique

Decision Errors
e Improper procedure

e Misdiagnosed emergency
e  Wrong response to emergency
e Exceeded ability

e Poor decision

Perceptual Errors
e Visual illusion

e Disorientation
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We see that all these different errors are based on the individual’s skills, decision or
knowledge in the special moment, so no matter why these errors occur they are based on the
individual perception of the world. This will give us motivation to develop our performance
prediction model based exactly on these individual features that make from people with the
same knowledge and experience absolutely different employees from the point of view of
their performance.

Technical failures (Shappell 2000) also specified as skill based errors are based on the
individual experience and education. Decision errors describe intentional behavior that ends
with inappropriate or inadequate action for the situation. Knowledge based errors (Perceptual
errors) occur when one’s perception of the surrounding is different from the reality.
Rasmussen defines also the so called ruled based mistakes (Rasmussen 1982) or procedural
errors (Orasanu 1993), they occur when a structured task is faced but the wrong procedures
are performed.

Violations - are produced during intentional disregard of laws and orders. We can have
routine and exceptional violations — that occur as a rare withdraws from standard regulations,
not demonstrating an individual typical behavior (Shappell 2000).

Observing all these different unsafe acts it is important to understand why they happen and
Shappell gives the explanation with different preconditions. They can be for example
substandard conditions which represent the different mental and physiological state that the
people can be in and the resulting from that behavior. There is one more level of failures:
unsafe supervision and organizational influences, it is extremely important to understand that
although the people and their mental state and cooperation are very important, it is also
important the way that the company or team is leaded and what kind of atmosphere we have

during the working process, we can see an example in (Georgieva et al, 2010 a) (Georgieva,
2009 d).

2.4.2 Influencing Factors

We cannot describe the human factors in the software process only as errors, mistakes and
failures but we have to describe also the many different factors that influence the people in
their everyday work and that lead them to successful or not fulfillment of their work. The
problems that the people cause are only one facet of the problem that we want to solve. We
look actually for the special human features that lead to a bigger or smaller number of
problems. Because of this now we will have a look over the rest of the human factors. We
have listed some of these factors stated by Shappell, Reason and Rasmussen in the previous
section so now we will continue with the following authors:

Fisher (Fisher 2001) tries to summarize what are the important points when we want to create
a successful user software system. He identified the following necessary human and technical
skills: graphic design, communication, organization of information, illustration, interface
design and usability testing.

Wang (Wang 2005) proposes taxonomy of human factors in software engineering and builds
a behavioral model of human errors, which is expressed in an evaluation of the performed
task. This model concentrates on the conducted by humans actions in the process of
performing a certain task. In 2008 (Wang 2008) Wang broads his taxonomy and categorizes
the personality traits into eight groups. These can be seen in the following Table 2.
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Table 2 Taxonomy of personal traits and attributes (Wang 2008)

II\E/ITEUSEO(% Attitude Cognitive Ability Interpersonal Ability
Comfort/fear Proud of job Knowledge Pleasant
Joy/sadness Responsible Skills Tolerant
Pleasure/anger Disciplined Experience Tactful
Love/hate Thorough Instructiveness Helpful
Ambition Careful Learning ability Scope of contact
Impulsiveness Assertive Expressiveness Variety of contact
Trying in uncertainity Energetic E:I?S\gfsl;gi% ty Consultative
Following rules Enthusiastic Reaction to events Responsible
Self-expectation Tolerant Efficiency Respectful
Tactful Attention Trustworthy
Confident Abstraction Sympathetic
Individual Searching Modest
Team Oriented Categorization Loyal
Productive Comprehension Flexible
Persistent Planning Independent
Decision making
Problem solving
Analysis
Synthesis
Sociability Rigorousness Creativity Custom
Collaboration capability =~ Contingent error rate Abstraction capability =~ Exterior hobby
Saop?liril llilglication Repeatable error rate Imagination Interior hobby
Extroversion ](::;*Ir)(;;iclﬁ;rection Analogy capability Quietness
Introversion Pinpoint capability Curiousness Activeness
Culture factor Sa(;r;cbeirllittr;ltion Design ability Literature
Leadership ga?pga:lifllll ti;,lference Hands-on capability Vision
Group orientation Reliability Broad mind
Organization capability ~ Precision
Concern of others Perception
Dependability Consistency
Compatibility System
Talent
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In their paper, Hillson and Webster (Hillson & Webster 2006) speak about the connection
between emotions and risk behavior and try to show the relation between emotional literacy
and work attitude.

Dhillon (Dhillon 2007) summarizes the important factors affecting the productivity of the
individual work and names them “stressors”. He categorized stressors into four types:

e Occupational change-related stressors
e Occupational frustration-related stressors
e Workload related stressors

e Miscellaneous stressors

He defines also different reasons for the occurrence of human errors: (Dhillon 2007)

“Poor training or skill, poor equipment design, complex task, poor work layout,
high temperature or noise level in the work area, distraction in the work area, poor
lighting in the work area, poorly written equipment operating and maintenance
procedure,; improper work tools, poor verbal communication, poor motivation,
crowded work space and poor management’’.

Although the book concerns transportation systems, to our opinion all these factors can be
applied also to the software development process.

Dayer (Dayer 2007) summarizes the factors that influence the human reliability into two
groups: internal and external. The internal is formed by the company working atmosphere and
the external by the individual personal life. Internal factors are, for example, trust and
working climate while external factors refer to family, health and the Maslow’s pyramid of
needs (Maslow 1987).

Islam and Dong (Islam & Dong 2008) summarize the human risk factors as follows:
“’personal competency, experience and leadership, team performance, availability of skilled
personnel, commitment, personnel loyalty and different specific working skills.””

Yanyan and Renzuo (Yanyan & Renzuo 2008) explain the psychological background of
human behavior as a mixture of human knowledge, emotion and intention. They try to find
the relationship between software engineering and knowledge and at the same time to include
the human factors that influence this knowledge.

Analogically to Dayer, Flouris and Yilmaz (Flouris & Yilmaz 2010) build a framework for
human resource management where they divide the human characteristics into internal and
external influenced ones. We can see below the list with the internal and external performance
influencing factors.

Internal Performance Influencing Factors (Flouris & Yilmaz 2010)

*Emotional state » Skill level

* Intelligence * Social factors

* Motivation/attitude » Strength / endurance
* Perceptual abilities * Stress level

* Physical condition * Task knowledge

* Sex differences * Training/experience
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External Performance Influencing Factors (Flouris & Yilmaz 2010)

* Inadequate workspace and layout
* Poor environmental conditions

* Inadequate design

* Inadequate training and job aids
* Poor supervision

Another taxonomy that we will consider is that from Kim and Jung (Kim & Jung 2003). They
performed a study over 18 performance shaping factor taxonomies and summarized the
human factors into the Table 3 that we can see below.

Table 3 Kim and Jung’s Human Factor Taxonomy (Kim & Jung 2003)

Subgroup Detailed items

Cognitive characteristics Cognitjve states Temporal cognitive st'ates
- attention - memory of recent actions
- intelligence - operator diagnosis
- skill level - perceived importance
- knowledge - perceived consequences
- experience - operator expectations
- training - confidence in diagnosis

- memory of previous actions

Physical and Physical states Psychological States
psychological - gender/age - emotion/feeling
characteristics - motor skills - confusion

- physical disabilities - task burden

- impediment - fear of failure/consequences

- clarity in speaking - high jeopardy risk

- fatigue/pain

- discomfort

- hunger, thirst

Personal and Social Personal Social
Characteristics - attitude - status
- motivation - role/responsibility
- risk taking - norms
- self-esteem -attitudes, influenced by other
- self-confidence people

- sense of responsibility
- sensation seeking

- leadership ability

- sociability

- personality

- anticipation
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2.5 Summary over the Human Factors

The conducted overview of the scientific work over human factors in the software process as
HFr has few different perspectives:

- We have slips and mistakes occurring in everyday human work including their base
(e.g. skill, rule or knowledge-based).

- Then we have malfunctions and their relation to the behavioral model of the human
being with regards to performing or not a certain task.

- The connection between emotions and risk behavior is clearly recognized and different
stressors that influence the people are categorized.

- We have different levels of failures and different factors that influence the human
actions.

- We have observed different types of frameworks and taxonomies that list all different
personal characteristics that influence the working process.

Having all this in mind we can say that there exist a lot of scientific attempts to connect the
human behavior with the conducted mistakes in the work process, but nobody has tried so far
to observe the personal traits and their influence over the individual’s work performance. By
personal traits, we understand the individual’s characteristics that are important for every
employee and that influence the working process as well as the occurrence of mistakes or
different problems. Based on this, we will try to find the most important human features that
affect the work quality in the software development process, to evaluate the most critical of
them and to build a prediction model of the human performance.

We can say that all these different types of human factors are actually the human risks in the
software development process which we have to cope up with (Neumann et al, 2010 a)
(Georgieva et al, 2010 b). In order to be able to manage with the different types of slips,
mistakes and errors we have to manage first the factors that cause them. We will visualize this
in the following way.

From our research we can say that the human risk factors HRF can be divided in the following
groups:

e Cognitive human risk factors HRF g,
e Physical human risk factors HRF ),
e Personal human risk factors HRF s,
e Social human risk factors HRFpciui -
When we try to evaluate them in the software development process we have to take them as a

whole but we can say that the different factors are connected with the variety of roles and
their responsibilities or the involvement in the IT process.
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Because of this we can establish the following relations:

personnelir = {Pgey, Py} (2.4)

HFr: personnelr x processlnvolvement x role;r — HFp

processlnvolvement = { f(Pye) U f(Pyys) }

HF;p = {attention, communication, competence, concentration,
cooperation, hardworking, intelligence, self-management,
talkativeness, understanding, creativity, tolerance, positive,
knowledge, motivation}

where f denotes any team and/or business aspects in concrete industrial environments. Note,
that the different roles as so-called role;r we will consider later. Addressing risk implications,
we can characterize:

HRFr: HF 7 x processinvolvement x humanRisks;r — personnelRisks (2.5)

humanRisks;r= { errorsy, violationsr, failuresr }

errors;r= {skillBasedErrors, decisionErrors,
perceptualErrors, knowledgeBasedErrors}

violations;r= {trainingRules, qualifications, socialFactors}
failures;p= {unsafenessTasks, performanceSlips, organziationalMistakes}

and furthermore

HRFr= { HRF{, HRF ", HRF 5", HRF {5 }
HRF'# = { attention, intelligence, skillLevel, knowledge , experience } ~ (2.6)

HRF P = { gender, age, motorSkills, physicalDisabilities,

fatigue, discomfort, impediment }

HRF 7" = { attitude, motivation, selfEsteem, selfConfidence, riskTaking,
sensationSeeking, leadershipAbility, socialibility, anticipation }

HR F;OTcial = { status, role, responsibility, norms, attitudes }

In following we will consider the HF;r in general including their exploration for risk
situations (as HRFr ) or in a positive manner as reasonable characteristics for IT processes.
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3 Chapter - Software engineering, team and
responsibilities

Our research is enclosed in the world of the software engineering and because of this we will
give a short explanation of its’ main parts in the following chapter. We will have a look over
the software process, product and resources and will try to distinguish the importance of the
human performance inside. Later on we focus on the software team roles and their
responsibilities and describe them in order to understand the importance and the complexity
of the human being in the software engineering process. This part ends with summarizing the
personal characteristics for the different roles, which is the input for the further research in the
next chapter.

3.1 The Software Engineering Background

3.1.1 Software Engineering characterization

Basically, the software engineering can be defined with the following classical IEEE
description (IEEE 1990) that is:

,,Software engineering is the application of a systematic, disciplined, quantifiable
approach to the development, operation, and maintenance of software; that is, the
application of engineering to software. “

This definition leads us to the simple visualization of the software engineering components in
the following manner (Dumke 2003) (Marciniak 1994) (Pfleeger 1998) (Dumke et al, 2010 )
(Georgieva et al, 2010 c).

standards

(development)
methods

system of
measures

disciplined

quantifiable

Software Engineering
Definition

systematic experience

engineering
engineer tools

engineering
area

software CASE

community

Figure 7 Basic characteristics of software engineering
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Considering this characterization, we can formulate in the following simple structure of the
software engineering SE area as a system in general: (Skyttner 2005)

SE = (Mg, Rsg) = ({SE-Methods, CASE, SE-SystemOfMeasures’, SE-Standards,
SE-SoftwareSystems, SE-Experience, SE-Communities}, Rsg)
(3.1
where Rsz represents the set of all relations between the elements of the set Mgz where the
elements of M; mean in detail:

SE-Methods: “Structured approaches to software development, which include system
models, notations, rules, design advice and process guidance.” (Sommerville 2008)

CASE: (Computer-Aided Software Engineering) “Software systems which are intended
to provide automated support for software process activities.” (Sommerville 2008)

SE-SystemOfMeasures: A set of metrics and measures in order to measure and evaluate
all aspects, components and methodologies of the software engineering areas. (Zuse
1998) (Dumke et al, 2009 a) (Georgieva et al, 2009 e) (Dumke et al, 2009 b) (Dumke et
al, 2008)

SE-Standards: The software engineering standards are a set of rules and principles as a
foundation of control and examination of components achieving special defined
characteristics certified by a consortium like IEEE or ISO. (Dumke 2003) (Georgieva et
al, 2008)

SE-SoftwareSystems: A software system respectively a software product “is a
purposeful collection of interrelated components that work together to achieve some
objectives” and requirements. It includes the computer programs and the associated
documentation. (Sommerville 2008)

SE-Experience: The experience summarizes the general aspects of laws, principles,
criterions, methodologies and theories in software engineering in the different forms of
aggregation, correlation, interpretation and conclusion based on a context-depended
interpretation. (derived from (Davis 1995))

SE-Communities: The software engineering community involves people, organisations,
events and initiatives in which interpersonal relationships are an integral part,
considering aspects or paradigms in software engineering. (Figallo 1998)

Based on (3.1) we can formulate the following examples, components and elements of Rsg:

e The process of producing new or extended experience in software engineering:

p (SE-bwerience) e Rop: SE-Methods x CASE x SE-SoftwareSystems — SE-Experience
(3.2)

' We use this kind of notification adapted from the OO area for more mnemonics.
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e The general activities in order to define new standards in the SE:

pESundads) e Rep: SE-Methods x SE-SoftwareSystems x SE-Communities — SE-
Standards (3.3)

e The process of extension the set of measures during the software development,
maintenance or application :

p(SysemOMeaswres) & Rop: SE-Methods x SE-SoftwareSystems x systemOfMeasures —
systemOfMeasures

e The process of risk management:

(3.4)

pRiskManagement) o Rop: SE-RiskAssessment x SE-RiskControl — RiskManagement — (3.5)

e The characterization of the software quality personnel:

(RiskCommunity)

o € Rsg: SE-Communities x systemOfRiskMeasures x RiskManagement

— RiskMeasurementStaff

3.1.2 The Software Product

(3.6)

The main intention of software engineering is to create/produce software products with a high
quality for the customers. A software systems or software product SP was developed by the
software process/development SD and is based of the supporting resources SR.

processindicators
systemOfMeasures
standards
experience
-7 RN
/  applicationDomain "\
/ \
softwareProcess / softwareProduct
systemRequirements N I N
for software rlri}zt:h(c);(lj: \ programs /
Y documentations
management \ /
N /
7 ) ~N e
/ \ =~ - —_ —
personnelResources softwareResources platformResources
develoupSZEntStaff CcOTS systemSoftware
ICASE hardwarelnfrastructures
customers

Figure 8 The general software development process
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At first, we will define the software product as a (software) system as:
SP = (Msp, Rsp) = ({programs, documentations, data}, Rsp) 3.7

where the three sets are divided in the following elements or components (without achieving
the completeness)

programs < {sourceCode, objectCode, template, macro, library, (3.9)
script, plugln, setup, demo}

documentations = {userManual, referenceManual, developmentDocumentation}

data = {singleData, eventData, sensorData, dataBases,
dataWarehouses, datalnfrastructures, knowledge}

dataRisks = {missing, incorrect, incomplete, not synchronized, misleading}
and Rsp describes the set of the relations over the SP elements.
The given subsets could be described in the following:

developmentDocumentation = {documentationElements} = { productRequirements,
productSpecification, productDesign, implementationDescription} (3.9

documentationElements S {model, chart, architecture, diagram, estimation,
review, audit, verificationScript, testCase, testScript, pseudoCode,
extensionDescription, qualityReport }

productRequirements = systemRequirement < {functionalRequirements,
qualityRequirements, platformRequirements, processRequirements}

functionalRequirements < {execution, mapping, information, construction,
controlling, communication, learning, resolution, cooperation, coordination}

qualityRequirements < {functionality, reliability, efficiency, usability,
maintainability, portability}’

platformRequirements < {systemSoftware, hardwareComponent,
hardwarelnfrastructure, peripheralDevice, host}

processRequirements S {developmentMethod, resources, cost, timeline, milestone,
criticalPath, developmentManagement, lifecycleModel}

A simplified view of the software product aspects during the development and application that
must be defined through the product requirements can be seen on the following figure.

? The kind of the functional requirements depends on the kind of the software system which we characterize.
? This set of quality characteristics is related to the ISO 9126 product quality standard.
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Figure 9 Simplified visualization of the product characteristics and risks involvements

This visualization could help us for further investigations of the detailed component and
aspects of the software product. Here, we can define a software product as a software system
as following (Chung et al. 2000) (Dumke 2003) (Horn & Reinke 2002) (Marciniak 1994)
(Maciaszek 2001) (Mikkelsen & Phirego 1997).

SE-SoftwareSystems < {informationSystem, constructionSystem, embeddedSystem,
communicationSystem, distributedSystem, knowledgeBasedSystem} (3.10)

Some of the examples of the relations in Rsp could be derived as following:
e The process of the software testing on some software product components, examples -
(Farooq et al, 2008 a) (Farooq et al, 2008 b):

r=" e Rgp: sourceCode x verificationScript x testScript — testDescription

(Farooq et al, 2010) (3.11)

e The elements of the product design considering the necessary components:

rde&n) e Rep: architecture x review x template x library (3.12)

x pseudoCode — productDesign
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e A special kind of a programming technique could be defined as following:

p(programminglechnique) e Rop: template x macro — sourceCode (3.13)

e The process of the software testing on some software product components:

p(mplementaion) e Rep: coding x unitTest x integrationTest — implementation

(3.14)

e The process of risk identification:

(riskldentification)

o € Rgp: dataRisks x applicationAnalysis — riskldentification (3.15)

The following figure summarizes the components and elements of the software product
described in the text above.
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Figure 10 Components of the software product
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3.1.3 The Software Development Process

Now, we will define the software development process SD itself (note, that the concrete
software process is known as software project). Some special software enterprise applications
can be seen in (Neumann et al, 2010 b) (Asfoura et al, 2011). At the beginning we will show
the general process aspects in the following Figure 11.

saftware lifecycle saftware management saftware methodoelogy
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risks from
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Figure 11 Simplified visualization of the process characteristics and the risks involvements

So, we can define the software process SD as following (including the essential details of
every development component)

SD = (Msp, Rsp) = ({developmentMethods, lifecycle, softwareManagement}  (3.16)
U Msg, Rsp)

developmentMethods — {formalMethods, informalMethods} = SE-Methods
formalMethods € {CSP, LOTOS, SDL, VDM, Z}
We can see a plenty of “classical” informal development methods (Glinther et al, 2011) as
structured/procedural methods SAM. Actually, the informal methods are based on the objects
OOSE, the components CBSE, the agents AOSE or the services SOSE (Neumann et al, 2011

a) (Neumann et al, 2011 b). Therefore, we can define:

informalMethods € {SAM, OOSE, CBSE, AOSE, SOSE} (3.17)

and especially
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SAM e {SA/SD, Jackson, Warnier, HIPO}
OOSE € {UML, OMT, OOD, RDD, Fusion, HOOD, OOSA}
CBSE € {DCOM, EJB, CURE, B-COTS, SanFrancisco}
AOSE € {AAIl, AUML, DESIRE, IMPACT, MAS, MaSE, MASSIVE, SODA}
SOSE € {SOA, GRID, WebServices, Cloud }
The life-cycle aspects could be explained by the following descriptions:
lifecycle = {lifecyclePhase, lifecycleModel} (3.18)

lifecyclePhase € {problemDefinition”, requirementAnalysis, specification,
design, implementation, acceptanceTest, delivering}

lifecycleModel € {waterfallModel, Vmodel, evolutionaryDevelopment,
prototyping, incrementalDevelopment, spiralModel, ..., winWinModel}

requirementsRisks = {incomplete, unrealistic, subjective, dependability,
dynamic, incompatible, not measurable }

Finally, the software management component of the Msp could be described in the following
manner:

softwareManagement = developmentManagement < {projectManagement,
qualityManagement, configurationManagement, riskManagement}

(3.19)

Note that the software development process (Dumke et al, 2009 c) could be depended or
addressed to a special kind of a software system. Hence, we can make the following
characterization:

SDinformationSystem F SDembeddedSystem F SDdistributedSystem F SDknowledgeBased System (320)

e The process of risk management on a particular product: (Boehm 1991)

(riskManagement)

P € Rsp: riskldentification x riskAnalysis x riskPrioritization (3.21)

x riskMgmtPlanning x riskResolution x riskMonitoring — riskManagement

Further, some of the examples of the relations in Rgp could be derived in the following way:

e The process of building an appropriate life-cycle model:

(lifecycle )

r's € Rsp: lifecyclePhase, x ... x lifecyclePhase, — lifecycleModel
(3.22)

* Problem definition is a verbal form of the defined system or product requirements.
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e The defining of software development based on the waterfall-model:

7 (waterfallRisks)

s € Rsp: problemDefinition x specification x design x

implementation x acceptanceTest x riskManagement — waterfallModel

(3.23)
e The defining of software development based on the V-modell:

rgl/j’”o‘lem’m) € Rsp: (problemDefinition, softwareApplication,

riskManagement) x (specification, acceptanceTest, riskManagement) x

(design, integrationTest, riskManagement) x (coding, unitTest,

riskManagement) — Vmodel (3.24)

The characterization of the tool-based software development based on UML.:

UMLd. .
p(OVMe) e Rep: UML x developmentEnvironmentyyy % systemOfMeasuresym
X experienceyyy, x standardyy — developmentInfrastructureyy,

(3.25)

Finally, the components and aspects of the software engineering process are shown in the
following figure.
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Figure 12 Components of the software engineering process

The components of the Risk Management that are an unavoidable part of the software process
We will go into some more details about the project risk management,
because as we have already said: the concrete software process is known as software project.

are shown here.
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Figure 13 Components of the risk management

The software project risks as a part of the development process can be divided into different
groups of risks, as follows: (Gaulke 2002)

Business Focus Group Risks:

Here are grouped the risks connected with the weak points in the matching between the
project and the business goals and requirements of the company and also the external risks.
The risk in the unsupported from the Business IT-project is the problem that some specific
parts of the project may not have enough resources and then they won’t have the possibility to
be correctly developed.

Stability of the Organization Risks:

Changes in the company organization can be critical for the project. This could mean a
change in the resources or even closure of the project. The restructuring of an organization
because of extern circumstances or intern for example: new business field or efficient control,
means extreme danger for the IT-project. The instability and the changes can have critical
influence on the employees’ motivation and this can be the point that brings a project to the
end or not.

Dynamic of the market-place Risks:

The risk in the dynamic market-place is that in a case of change it could be that the project is
not relevant any more or should be entirely changed. This leads to extreme lost of money and
time and because of this it is very important to start with rich analysis of the market-place in
order to be sure that the IT-project will be successful.

Criticality of the IT-System Risks:

The risk of implementing systems with high-criticality is that the expected security,
performance or some feature could fail. The criticality of a system can be connected with the
special function that should be fulfilled, for ex. bank-transfer or military communication or
also with the business-risk.
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Special Risks:

These are external and unexpected for the project factors that have negative influence over it.
For example financial risks, even liquidity, crises on the market-place, or reputation loss (loss

of personnel) can lead to extremely heavy problems for a project.

The software project/process risk can be expressed in the following way:

Risk . . . o7
pProcestil e Ren= businessFocus x organizationStability x

marketDynamic x systemCriticality x specialRisk — processRisks

3.1.4 The Software Development Resources

(3.26)

In order to develop a software product we need resources such as developer (software team),
CASE tools and variants of hardware. Therefore, we define the software development

resources SR as following

SR = (Msg, Rsr) = ({personnelResources, softwareResources,
platformResources},Rsr)

(3.27)

where the software resources play a dual role in the software development: as a part of the
final system (as COTS or software components) and as the support for the development (as
CASE or integrated CASE as ICASE). The following figure shows a possible distribution of
the different characteristics addressed to the main parts of the software development

resources.
personnel resources software resources platform resources
characteristics: aspecis: characteristics:
skills communication  compatibility  paradigm raliability availability
A % b il 1
\i ‘x\ /(mobile)|
user I cusfomer COTs ICASE computers
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Figure 14 Simplified visualization of the resources characteristics and the risks involvements
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We continue our definition as following:
softwareResources = {COTS} U {ICASE} (3.28)

ICASE = CASE U CARE U CAME
where CARE stands for computer-aided reengineering and CAME means computer-assisted
measurement and evaluation tools . Considering the WWW aspects and possibilities for

software development infrastructures based on CASE environments, the set of CASE tools
could be divided as following

CASEinfrastructure = { ( {UPP€VCASE} U {LOW@VCASE} )environment } (329)

Further, we can define
UpperCASE = {modellingTool, searchTool, documentationTool, diagramTool,

simulationTool, benchmarkingTool, communicationTool}

LowerCASE = {assetLibrary, programmingEnvironment, programGenerator,
compiler, debugger, analysisTool, configurationTool}
Especially, we can describe the following types of software development resources as:
personnelResources = personyr \J personcusomer \J PerSONappiicatiuon (3.30)
person;r = {analyst, designer, developer, acquisitor, reviewer, programmer,
tester, administrator, qualityEngineer, project leader,
systemProgrammer, chiefProgrammer}

Dperson usiomer = { Stakeholder, manager, acquisitor }

DPersongppiication = 1 User, operator, client, consumer }

personnelRisks = HRFp

softwareResourcesRisks = {notAvailability, highCosts, incomplete, incompatible,
veryComplex, difficultyByChanges}

hardwareResourcesRisks = {lowPerformance, deadlocks, highCosts, incompatibility}
and
SE-Communities = {personnelResources, I[Tadministration, (3.31)

softwareUser, computerSociety}

Accordingly, some of the examples of the relations in Rsz could be derived in the following
manner:
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The process of building an appropriate development environment:

(devEnv)

re € Rgp: ICASE x platformResources — developmentEnvironment
(3.32)
The defining of software developer teams for the agile (for ex.) development:
riisle) e Rep: programmer x programmer x customer
— agileDevelopmentTeam (3.33)

The assessment of potential risks based on the personnel resources (see (2.4)):

( personnelR isks)

o € Rsg: HF;p x processInvolvement x role;r — personnelRisks

The assessment of the human performance:

We have adopted the definition for Productivity (in our case synonym of Performance)
“’Productivity is defined as output over input.”” (Ebert & Dumke, 2007)

Where ‘’Output can be:

1. delivered source statements, function points, components, documents or
artefacts.

2. with a certain quality or complexity.

3. 1in a certain environmental setting such as skills, pressure, tool support,
computing platform, frequency of requirements changes,...

4. having created application-domain and technical knowledge.”” (Ebert &
Dumke, 2007)

And “’input is the way you create this output. It relates how well you are working.”’
Examples are:

1. “’Productivity = adjusted size/effort. Adjusted size is the estimated effort based
on history and constraints. Productivity is a normalization comparing estimated
to actual effort.

2. Productivity can be measured as a dimensionless indicator generated by an
estimation method and tool, such as QSM SLIM, COCOMO or SPR
Knowledge-Plan.

3. Productivity can also be measured by comparing earned value with actual effort
spent.”” (Ebert & Dumke, 2007)

Having these explanations we have decided to use in our Performance Evaluation,
three different components based on the Personal, Supervisor and Colleague
Assessment based over the observed input-output dependence.

humanPerformance = {HF 1, softwareDevelopmentProcess } (3.34)
humanPerformanceEvaluation = {personalAssessment, supervisorAssessment,

colleagueAssessment}

( personalAs sessment )

S € Rsp: person;r x assessment x workingProcess

— personalAssessment
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(supervisorAssessment)

SR € Rsp:personr x supervisor x assessment x workingProcess

— supervisorAssessment

p(colleaguedssessment) - Rer: personyr x colleague x assessment x workingProcess

— colleagueAssessment

Now, we will summarize the different elements and components of the resources as the basics
of the software development and maintenance in the following figure.

Software Development Resources
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Figure 15 Components of the software development resources

3.1.5 The Use of the Software Product

After the software development, the software product goes in two directions: at first (the
original sense of a software product) to the software application S4, second in the software
maintenance SM. We will define here the different aspects:

SA = (Msy, Rs4) = ({applicationTasks, applicationResources, (3.35)

applicationDomain} U Msp, Rs4)
where
applicationTask € {delivering, operation, migration, conversion, replacement}

applicationResources = {applicationPlatform, applicationPersonnel,
applicationDocuments }
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applicationPersonnel S {customer, user, operator, administrator, consultant, trainer}

applicationDomain < {organisationalDocument, law, contract, directive,
rightDocument}

applicationDocument S {userManual, trainingGuideline, acquisitionPlan, setup,
damageDocument, troubleReport}

The risks connected with the application Personnel in the process of use of the software
product, can be summarized like the following:

risksInUse < {lackOfExperience, lackOfResources, strongDependencies, (3.36)
lackOfUnderstanding, notFlexibleOrganization, lackOfGoalValidation,
highSystemComplexity, badInformationStructure, lackOfData}

Based on these definitions, some of the examples of the relations in Rg4 could be derived in
the following manner:

e The process of the first introduction of the software product as delivery:

pidvem e Rey: SP x trainer x applicationPersonnel x applicationPlatform

— delivery (3.37)

e The defining of software migration based on essential requirements:

(' migration)

oy € Rsy: productExtension x SP x migrationPersonnel— migration

(3.38)

e The characterization of software operation:

(operation )

r' € Rsy: applicationPersonnel x applicationPlatform x SP x user
— operation (3.39)

e The defining of the outsourcing of the software operation by extern IT contractors:

(outsourcing )

r' € Rgy: systemlnputs x contractors x systemFeedback
— outsourcing (3.40)

From all these relations can be summarized the source of risks for the software application
(Georgieva et al, 2009 f) in the following manner:

popplicationfst) e R, deliveryRisk x migrationRisk x operationRisk x

outsourcingRisk — applicationRisk (3.41)

We can see all parts of the software product application in the following figure.
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Figure 16 Components of the software product application

3.1.6 The Software Maintenance

The different aspects and characteristics of the software maintenance are summarized by the
following formulas:

SM = (Msyy, Rsy) = ({maintenanceTasks, maintenanceResources} U SP) (3.42)
where

maintenanceTasks = {extension, adaptation, correction, improvement,
prevention}

maintenanceResources = ICASE U {maintenancePersonnel,
maintenancePlatform}

maintenancePersonnel = {maintainer, analyst, developer, customer, user}
Accordingly, some of the examples of the relations in Rgy, could be derived like follows:

e The process of building the extension activity of the maintenance:

pleenion) e Rag: SP x functionalRequirements — SP"%% (3.43)

e The defining of software correction:

ricomeion) e Roy: SP x qualityRequirements — SP“*"Y
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e The defining of software adaptation:

padapation) < Rerr - SP x platformRequirements — SP“%"*?

e The defining of software improvement:

rirerm) e Ray - SP x performanceRequirements — splimproved)

e The defining of software prevention:
(modified)

( prevention)

r'd € Rgyr: SP x preventionRequirements — SP

e The characterization of a special kind of software maintenance as remote maintenance:

pemoeMan) e Rov: ICASE remore X maintenanceTasks x maintenancePersonnel

— remoteMaintenanc (3.44)

e The risk in the software maintenance can be summarized like:

intenaneRisk S N S
pimaintenaneRisk) o pevr: extensionRisk x correctionRisk x adaptationRisk x

improvementRisk x preventionRisk x remoteMaintRisk
— maintenanceRisk (3.45)

We can see the components of the software maintenance on the next figure.

Software Maintenance
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Figure 17 Components of the software maintenance
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3.2 The Software Team

At the core of every software development process are the people. If the software
development is considered as a project, then the people build the project successful or not.
Independent of the methodology chosen for a particular project, a group of people called the
project team is involved in it. The generalized roles involved in the software development
process are provided in the following table.

Table 4 General Roles in the Software Development (Kurble 2008), (Laporte et al. 2007), (Bogue 2005)

General Roles

Project Manager
Business Analyst
Software Architect
Team Leader
Software Developer
Quality Engineer
Software Tester

In order to achieve the project goals, the project team has to be organized in a specific
manner, called the project team structure. This structure is primarily a function of project
resource ownership and project manager authority. Project manager’s responsibility for
achieving the project performance objectives must be supported by an appropriate level of
authority to control project resource utilization, assign and manage project task performance,
and enforce accountability of the project team members. Otherwise, the designated project
leader is merely serving as a project coordinator or project report administrator and cannot
reasonably be held responsible for project outcomes.

The software development process is executed with in the organizations. Each organization
has its own organizational structure. So the project team structure depends on the
organizational structure of the company in which the software is developed. Availability of
resources, manager's authority, budget control and many more factors depend on the
organization of the company. Therefore, the possible organizational structures are discussed
in detail and the most appropriate organizational structure is specified for the software
development.

3.2.1 Organizational Structures in the IT

An organizational structure is the “formal system of task and reporting relationships that
controls, coordinates, and motivates employees so that they cooperate to achieve an
organization's goals” (Kurble 2008). There are three basic types of organizational structures:
(Heldman 2009) (PMI 2008)

¢ Functional Organization
e Projectized Organization
e Matrix Organization
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3.2.1.1 Functional Organization

The functional organization, shown in the Figure 18, is an organization which is structured
according to the functions such as analysis, design, implementation, testing and quality etc.
Here software personnel are grouped by specialty, i.e. people with similar skills are placed in
the same group. Each group has one head called the Functional Manager. Each employee has
one clear superior. (Heldman 2009) Each group is managed independently and has a limited
span of control. (Kerzner 2009)

Functional manager General Manager
project coordination

\

Analysis Head Design Implementation Testing -
Head Head Head Quality Head
| Business | Architect | [ | Developer H Tester | || nglity
Analyst engineer
| Business | Achitect — Developer — Tester | || Qua}lity
Analyst Engineer
L1 Business | Architect — Developer 1 Tester | | | Quality
Analyst Engineer

Figure 18 Functional Organization. Gray boxes represent the people engaged in the same project (PMI
2008)

Whenever a project has to be carried out in a functional organization, personnel from several
functional areas work together. In this type of organization, a project manager is optional.
Even if a project manager is assigned to a project, the project manager has little or no
authority over project resources. Instead, the functional manager has complete authority over
the project resources in a business unit.

The projects are typically undertaken in a divided approach (Heldman 2009) i.e. for a project
in design phase includes the design department, will work on its portion of the project and
then hand it off to the implementation department to complete its part and so on. Here a chain
of command is followed. For example when questions about design arise in implementation
phase then they are passed up the organizational hierarchy to the department head, who
consults with the head of the design department. The design department head then passes the
answer back down the hierarchy to the implementation functional manager. In a real
organization — in a multi-level hierarchy — the path upwards and downwards the
organizational tree can be long and time-consuming.

Even though, the functional organizations have the advantage of being simple to understand
with clear lines of command, it also has some disadvantages. The following are the
advantages and disadvantages of a functional structure.
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Advantages: (Kerzner 2009)

“’Development and maintenance of technical competency in specialized fields
Synergy among specialists

Concentration on the objectives of the function
Pursuing long-term development objectives
Easy reconciliation of internal objectives
Horizontal relations are clear

Clear definitions of roles and responsibilities
Efficiency improved by standardization
Stability in interpersonal relations
Well-defined career paths

The possibility for organizational learning
Easier control of quality and performance
Flexibility and economy in the use of labor™’

Disadvantages: (Kerzner 2009)

“’Filtered perception; lack of an overall view

Difficulty in integrating several specialties; possible conflicts

Difficulty in creating motivation for the project

Risk of neglecting the aspects not related to the specialty

Difficulty in making effective compromises between the variables quality-time-cost
Nobody is exclusively responsible for project objectives

Subordination of the managerial to the technical points

Difficulty in adapting

Difficulties in the internal circulation of information

Lack of visibility for the client
Limited development of management capabilities among the personnel”’

3.2.1.2 Projectized organization

Projectized organizations (Heldman 2009) are almost the opposite of the functional ones. The

idea behind them is to be loyal to the project manager and to organize the working process in
the form of projects where all people are in project teams headed by a project manager to
whom they report. Organizational resources are dedicated to projects and project-work. Figure
19 depicts a typical projectized organization.
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Figure 19 Projectized Organization. Gray boxes represent staff engaged in project activities (PMI 2008)

Project managers have the absolute power over the project in this structure and report directly
to the General Manager. They are responsible for making decisions regarding the project
acquiring and assigning resources and have the authority to choose and assign resources from
other areas in the organization or from outside. (Heldman 2009) Project managers in all

organizational structures are limited by triple constraints: project-scope, schedule and cost.

Project teams are formed from various specialists and are often co-located, which assures
good communication. Motivation for project activities is high since the project is the main

focus of the team.

Even though, it is a better organizational structure than the functional structure, it has some
drawbacks. The following are the advantages and disadvantages of a projectized organization:

Advantages: (Kerzner 2009)

e “’Project managers have ultimate authority over the project

e Direct work for the project manager

e Strong communication

e Personnel demonstrate loyalty to the project

e Very rapid reaction time is provided

e Interface management becomes easier as unit size is decreased

e Team members are co-located”’

Disadvantages: (Kerzner 2009)

e “’Duplication of effort and resources

e A tendency to retain personnel on a project long after they are needed

e Technology suffers because without the functional groups, outlook of the future to
improve company’s capabilities for new programs would be reduced
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e Control of functional specialists requires top-level coordination
e Lack of opportunities for technical interchange between projects
e Lack of career continuity for project personnel’’

3.2.1.3 Matrix Organization

The matrix organizational form is an attempt to combine the advantages of the previous two
structures. Here the project team members continue within their own functional groups,
reporting to their usual managers for the purposes of career development and performance
evaluation. (Heldman 2009) (Dinsmore 2010) By the matrix organizations the project
managers can focus on the project work and the project team can focus on the project
objectives without being distracted by the functional department. The project manager
manages the project and the employees report to one functional manager and to at least one
project manager.

Functional managers are concerned with the administrative duties and assign employees to the
different projects and in the same time they maintain the projects’ quality. (Kerzner 2009) The
functional managers have to assure a unified technical base that allows an exchange of
information in every project and an awareness of the latest technical accomplishments in the
industry. On the other hand, the project manager has total responsibility and accountability for
the project success. The project managers are responsible for executing the project and
assigning the tasks to the team members according to the project activities. The Figure 20
depicts the matrix organizational structure.

General Manager

Analysis Design Implementation Testing Quality Manager of
Head Head Head Head Head Project managers
Business | H Architect | | Developer L Tester | | Quality Project manager
Analyst engineer

[
Business | Architect | H Developer L Tester | 1 nglity Project manager
Analyst Engineer |
L{ Architect | L4 Developer || Tester Quality Project manager
| Engineer

Figure 20 Matrix Organizational Structure (PMI 2008)

The gray color indicates the staff associated to a particular project manager.

Although matrix organizational structure is more beneficial than the other two structures, it
has the following pros and cons.
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Advantages: (Kerzner 2009)

“The project manager maintains maximum project control over all resources,
including cost and personnel

The project manager has the authority to commit the company resources mitigating
conflicts with other projects

Rapid responses are possible to changes, conflict resolution, and project needs

The functional organization exist only as a support for the project

Each person has a “home” after project completion.

Because key people can be shared, the project cost is minimized. People can work on a
variety of projects

Conflicts are minimal, and those requiring hierarchical referrals are more easily
resolved

There is a better balance among time, cost and performance

Authority and responsibility are shared

A strong technical base can be developed, and much more time can be devoted to
complex problem solving”’

Disadvantages: (Kerzner 2009)

“’Multidimensional work flow

Multidimensional information flow

Dual reporting i.e. reporting to the functional and project manager

Continuously changing priorities

Management goals different from project goals

Potential for continuous conflict and conflict resolution

Each project organization operates independently. Care must be taken that duplication
of efforts does not occur

More effort and time are needed initially to define policies and procedures, compared
to traditional form

Functional managers may be biased according to their own set of priorities

Balance of power between functional and project organizations must be watched
Employees and managers are more susceptible to role ambiguity than in traditional
form”’

In matrix organizations there exist different possibilities for the range of the organizational

structure: we have weak, balanced and strong matrix.

In a strong matrix organization, the power is by the project managers, who take the most

important decisions. Of course on the other end of the organizational structure spectrum is the
weak matrix, where the functional managers have all the power and the project managers are
just coordinators or expeditors.

In the middle is the so called balanced matrix organizational structure and it differentiates
with the advantage of balancing between project managers and functional managers.”” Each
manager has responsibility for their parts of the project or organization, and employees get
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assigned to projects based on the needs of the project, not the strength or weakness of the
manager’s position.”” (Heldman 2009) Balanced matrix organization is shown in the Figure

21.

General Manager

Analysis Head Design Head Implementation Head Testing Quality Head
Head

Business — Architect Developer H Tester | || nglity
Analyst engineer
Project —— Architect Developer H  Tester Quality
Manager Engineer

L Architect Developer L Tester Quality
| Engineer

Figure 21 Balanced Matrix Organization. Gray boxes represent staff engaged in project activities (PMI
2008)

3.2.1.4 Organizational structure of a software company

Having discussed the possibilities for organizational structures and their pros and cons we will
now observe the most suitable structure for a software company proposed in (Kurble 2008) -
the strong matrix organization.

The functional areas of a software company are analysis, design, coding, testing etc. These
functional areas can be arranged in a hierarchical manner and strong matrix organization is
used in executing the software projects. The Figure 22 shows the typical organizational
structure of a software company. We have the following departments: (Kurble 2008)

— Project management — project manager, assistant project manager and administrative
personnel

— Sales and marketing — not visualized in our case, but usually a part of a software firma

— Analysis — requirements engineers or systems analysts performing requirements
engineering

— Design — software architects developing the architecture of the system; class, database
and GUI designers

— Implementation — java; database and GUI programmers

— Testing — staff performing module, integration and system testing

— Standards — a quality officer or assistant to ensure that software engineering standards
are met.

These roles are the basic ones in the outcome of a software project. They are responsible for
the success or failure of a project. Each role appears in some step of the software development
life cycle and is assigned with particular responsibilities. In the next section, we will discuss
the responsibilities of each role.
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Figure 22 Software Development Organizational Structure. The people in the dotted line indicate staff
engaged for a project, Dev is the developer (PMI 2008)

3.2.2 Software Roles and Responsibilities
3.2.2.1 Project Manager

The purpose of the project manager’s role is to undertake the phases, activities and tasks
within the specified time, cost and quality constraints to deliver the required software project
outcome and achieve total customer satisfaction. ’A project manager's task is threefold: to
supervise the team members, understand state of the art techniques, and make the software
project successful.”” (Sodhi & Sodhi 2001)

The project manager is responsible for the controlling of the software development work from
the initial beginning through to the end. This includes all software phases: planning, product
design and development, implementation, administration, and setting and meeting of
deadlines. (Desmond 2004) The project manager must have the following personal
competencies and meet the following technical responsibilities for the successful outcome of
the software project.
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Personal Competencies: (Desmond 2004) (Sodhi & Sodhi 2001)

“’Has good communication and managerial skills

Able to lead, motivate and delegate proper responsibilities to team members
Respects team members and has their respect

Shares success with the team members

Creates structured discipline

Recognizes individual differences and takes advantage of them
Understands the team members and creates effective communication
Resolves conflicts and interpersonal issues promptly

Open for new ideas

Achieves the project goals within the established schedule and budget
Establishes and meets real priorities and deadlines

Is constantly in learning mode

Has a structured roadmap for implementing change initiatives

Has a habit of seeking improvements in all aspects of one’s work”’

Technical Responsibilities: (Desmond 2004) (Sodhi & Sodhi 2001)

“’Detailed understanding of project planning and control techniques

Ability to produce a detailed project plan, including a work breakdown structures,
dependencies, resources and costs

Optimizes the use of people and resources

Knowledge of effective change management processes and procedures

Constantly challenges established practices in order to improve them

Has a complete understanding of the business and creates effective business plans
Has knowledge of software development life cycle

Knowledge of quality assurance and control techniques to ensure that quality targets
and standards are met

Identifies problems at an early stage and takes corrective actions

Review or establish a hierarchy of objectives and identify higher-level project
objectives

Review the project documentation and project description that defines the authority,
responsibility and relationships of the project manager, project staff, and functional
departments

Evaluate the probability of successful implementation and determine if some changes
are needed

Develop a plan to cope with potential problems caused by actors and factors
especially those characterized by medium or high dependency, risk and control

Lead the project team in reviewing the project documentation in order to reach a
common understanding of objectives, deliverables, organizational structure etc,
Review the proposed project implementation plan
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e Verify resource commitment with the heads of the project related departments
e Prepare a presentation to management (project review) and negotiate it

e Plan inspection and acceptance procedures for the final deliverables

e Conduct final project review or audit

e Close out contracts and settle any outstanding disputes

e Close out all work orders and project accounts’’

3.2.2.2 Team Leader

The team leader acts as a middle-point between the software architect and the developers.
Depending on the project size, the team leader is responsible for extracting out details for a
part of the architecture or the complete architecture and creating program specifications from
which the developers work. Usually the team leaders were developers and have grown up in
the hierarchy in the role of supervisors and guide the rest of the team during the software
development process.

The team leader glues together the programs developed by the developers which forms a part
or the whole architecture created by the software architect. In order to successfully lead a
group of developers, a team leader should possess the following personal competencies and
fulfill the following technical responsibilities.

Personal Competencies: (Humphrey 2005) (Palmer 1998)

“’Helps in clarifying the responsibilities of the team members

e Is able to plan and prioritize work and accomplish planned targets
e Translates requirements into actionable outputs with timelines
e Sets realistic objectives and timeframes

e Reviews team progress against goals

e Ability to be flexible and adaptable in an evolving environment
e Understands human needs, psychology and fears

e Keeps updated on new techniques, theories, methods etc.

e Good communication skills

e Ability to be an effective advocate for the team

e Advocate for needs of internal and external customers

e Ability to lead and to impress the team members’’

Technical Responsibilities: (Humphrey 2005) (Palmer 1998)

e “’Plans the team’s work and coordinate it with the Project Manager
e Converts business objectives into actions

e Monitor and motivate the team’s work, builds healthy team climate
e Raise important issues and discuss them with the Project Manager
e Carry out quality control over the team’s work
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¢ Ensure that all identified risks are mitigated

e Ensure that the appropriate resources are assigned to the tasks and monitor the
effectiveness of the team

e Assure that all team members have the required knowledge and training

e Supports the team in the phase of finding out the: customer needs, specifications,
design standards, techniques and tools to support the task performance

e Establish meeting times, places and agendas

e Organizes meetings for coordinating the work progress with the project manager and
functional management

e Provide status reports over the team activities against the program schedule’’

3.2.2.3 Business Analyst

Requirements play a vital role in the software development process and improper
requirements gathering may end with a software development process failure. It is the role of
the business analyst that assures that the requirements are captured and fully understood by
the technical team before moving to implementing them into solutions. The business analyst
is the connection between the business part and the technical providers throughout the
software development process. He defines and documents the requirements and this textual
representation of the future system is an intermediate step between the software need and the
solution design. This design process is divided into business need identification, scope
definition and elicitation. (Hass 2005) (Paul, Yeates & Hindle 2006)

The first step is a pre-analysis, which is concerned with detailed research over the business
needs; feasibility studies; solution trade-off analysis and development of high level business
requirements. Then follows the scope definition, where are included all documents about the
description of the initial requirements: the Business Case, Project Charter, or Statement of
work. (Hass 2005) And the last step — the requirements elicitation is expressed in the clear
description of all stakeholders’, customers’ and users’ needs.

In order to capture the complete and accurate list of requirements the Business analyst must
possess a special skill set in the form of the following personal competencies and technical
responsibilities.

Personal Competencies: (Hass 2005)

“’Proper communication of technical concepts to non-technical audiences (customers)
Ability to conceptualize and think creatively

Time management and personal organization

Is able to diagnose problems effectively

Asks appropriate questions to resolve issues and elicit requirements

Strategic and business thinking

Effective communication of business concepts to technical audiences

Understands information quickly and accurately
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Demonstrates clarity in written and verbal communication
Creates effective presentations to get one’s ideas across
Problem solving, negotiation and decision making
Customer relationship management

Encourages fellow team members to make innovative contributions and embrace new
ideas®’

Technical Responsibilities: (Hass 2005) (Hass 2007)

“’Knowledge of system engineering concepts and principles
Knowledge and efficient application of complex modeling techniques
Technical domain knowledge

Fundamentals of project management

Techniques to plan and document requirements

Requirements risk assessment and management
Cost / benefit analysis

Documents analysis in agreed artifacts and models using standard notation and
language understood by business users and other stakeholders

Business improvement and Reengineering
Business writing; Business case development and Business domain knowledge

Proactively tries to understand customers needs and displays commitment towards
meeting them

Elicits and documents business, organizational and operational requirements

Evaluate customer business needs, thus contributing to the strategic planning of
information systems and technology directions

Identify and understand the business problem and the impact of the proposed solution
on the organizational operations

Document the complex areas of project scope, objectives, added value or benefit
expectations, using an integrated set of analysis and modeling techniques

Liaise with major customers during preliminary installation and testing of new
products and services

Analyze and manage requirements risks
Conduct root-cause analysis of the problems

Performs specified data analyses and studies as directed (including research, surveys
and feasibility) supporting potential projects

Measure the value of new business solutions and compare to the estimated benefit*’
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3.2.2.4 Software Architect

The software architect builds the software architecture. He transforms the requirements for the
software into an architecture that describes the top-level structure and identifies the software
components. His responsibilities are emerging from the conceptualization and experimenting
with alternative architectural approaches through developing models and documents to
validating everything against the software requirements. (Laporte et al. 2007)

Software Architect should possess the following personal competencies and technical

responsibilities:

Personal Competencies: (Rozanski & Woods 2005)

“’Makes quick and effective decisions

Makes decisions from a basis of a holistic understanding
Identifies problems at an early stage and takes corrective action
Empowers team members

Resolves conflicts and interpersonal issues swiftly

Values continuous development of people

Leads own team effectively

Is able to guide or resolve performance related issues
Negotiates and asserts oneself

Is able to persuade others to one’s point of view

Makes effective presentations

Can synthesize technical and other information to add clarity for others
Maintains and develops relationships with potential as well as existing customers
Sets clear checkpoints and targets

Involves team members when planning and scheduling

Knows human strengths and limitations and uses this knowledge in planning
Sets the right priorities when conflicts arise

Optimizes the use of people and resources

Is constantly in learning mode

Facilitates change across own function or team

Has a habit of seeking improvements in all aspects of one’s work

Has good listening skills

Can turn a hostile interaction into a positive outcome’’

Technical Responsibilities: (SEI 2011) (Laporte et al. 2007)

“’Is able to analyze the consequences of action

Represents internally and externally the best interests of the organization

Produces a very high level of written communication suitable for organization-wide or
external consumption

Has a wide knowledge of industry
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e Sees all actions from a dual view-point — of both the organization and the customer

e Continuously reviews status of plans

e (Constantly benchmarks own area of operations

e Has a complete understanding of the business domain

e Has knowledge of software life cycle

e Assesses potential projects in relation to current strengths and weaknesses’’ (SEI
2011)

e  “’Defining the architecture of the software

e Derive the requirements for the software architecture

e Identify the key design issues that must be resolved to support successful
development of the software

e Generate one or more alternatives and constraints for the architecture

e Allocate the software and derived requirements to the chosen architecture components
and interfaces

e Maintain requirements traceability

e Describe the software architecture by capturing the design results

e Identify appropriate derived requirements that address the effectiveness and cost of the
life-cycle phases

e Document, approve, and track the technological changes

e Preparing risk mitigation strategies’’ (Laporte et al. 2007)

3.2.2.5 Software Developer

From a technical point of view the developer is at the most basic level in the software
hierarchy expected to be able to translate algorithms and technical specifications into
functioning software code. He has to have good programming language skills and logical way
of thinking in order to transform the specification into particular functions. Of course this
knowledge is only the basis for the rest competencies that a good programmer must possess.

Personal Competencies: (Klipp 2009)

e “’Brings in fresh perspective (an unbiased point of view)

e Generates new and imaginative ideas/ approaches

e [s flexible in aligning personal objectives with team objectives

e Isagood team player - Is able to work harmoniously as a part of a team
e Tolerates dissent and different viewpoints

e Shares information and data

e Shares opinions and expresses himself confidently

e Asks and answers questions effectively

e Gives his best to understand and meet the customer requirements
e Able of effective time management

e Able to prioritize activities
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e Uses failures as a stepping stone to growth

e [s able to articulate own thoughts as well as on behalf of others

e [s open-minded and willing to learn

e Appreciates suggestions and new ideas

e Take full responsibility for own work

e Continuously upgrades to the new technologies, tools and business training
e Display structured thinking and objectivity in analyzing complex tasks’’

Technical Responsibilities: (Klipp 2009) (Humphrey 2000)

e “Knowledge and usage of relevant engineering processes

o Knowledge and usage of relevant Standards, Templates, Checklists, Defect Prevention

e In-depth knowledge of relevant software environment and related tools (programming
languages, operating systems, databases, debugging & testing tools)

e Configuration Management

e Adequacy of Test Planning - Unit Testing

e Able to understand design specifications

e Approve software only when it works correct, safe, has been tested enough and cannot
cause harm to the people or the environment

e Identify, document, and report to the client or the employer possible problems with the
software (functionality, cost and so on)

e Fully understand the software specifications

e Good documentation of the software and matching periodically to the users'
requirements

e Ensure adequate testing, debugging, and review of software and related documents

e Maintain the integrity of data

e Disclose to all concerned parties the unavoidable conflicts of interest

e Take responsibility for detecting, correcting, and reporting errors in software and the
influenced documents

e Integrating software units into the system

e Providing support in the testing of software elements’’

3.2.2.6 Software Tester

The job of the Software tester is to perform testing of the application. “Software Testing is a
process of verifying and validating that a software application or program meets the business
and technical requirements and works as expected”. (Bentley, Bank & NC 2004) The software
tester works with the Business analyst, the Software Architect and the Developer to convert
the requirements and design documents into a set of testing cases and scripts and then to
report the occurred problems. These testing cases and scripts can be used to verify that the
system meets the client needs.
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The software tester is mainly responsible for creating test cases and scripts, executing them
and facilitating or performing random testing of all components to ensure that there's not a
random bug affecting the system. Here follow his competencies and responsibilities so that he
can fulfill his job with the expected accuracy.

Personal Competencies: (Perry 2006) (Watkins 2004)

‘‘Brings creativity and is open for others’ ideas

e Shows flexibility in approach to task

e Communicates clear and open in order to support the team

e Responds quickly to customer problems

e Is open-minded and willing to learn

e Appreciates new suggestions

e Discusses issues with relevant colleagues to resolve ambiguity’’

Technical Responsibilities: (Dustin 2002) (Watkins 2004)

“’Good understanding of GUI design

e Proficient in software testing techniques

e Proficient in the business area of application under test

e Understands various testing phases

e Proficient in working with testing tools’” (Dustin 2002)

e “Working together with the Quality Assurance part of the team in order to build the
test strategy and the test plans

e Defining the test requirements

e Performing the functional analysis of the application under test

e Designing and implementing the test scripts and test cases

e Design, specification and implementation of the test environment and the test data-sets

e Backup and archive-maintenance of the test environment and the test data

e Executing test scripts and observing the test results

e Documenting the test results and maintaining the records

e Identification and recording of any observed faults

e Performing retesting after fixed faults

e Assuring backup and archive of all testing documentation and materials’” (Watkins
2004)

3.2.2.7 Quality Engineer

According to (Kasse 2004), the Quality Engineer should be able to assure visibility into the
projects’ processes for the understanding of the management team and to determine if they are
efficient and effective. Also this role is concerned with the necessary product quality, which
has to satisfy customer, competitor and organization or project quality goals. The Quality
Engineer has to validate the developer’s tests, to ensure that the work of several developers

63



fits together and to follow different standardization methodologies. The main goal of this role
is to assure the awaited performance of a software solution.

The following competencies and responsibilities have to be fulfilled for a successful Quality

Engineer.

Personal Competencies: (Daughtrey 2001) (Kasse 2004)

“New ideas, flexible personality

Contributes to the team objectives

Remains positive at all times and focused on opportunities
Systematic and organized personality

Tolerates others opinions and defends his own

Able of effective time management, resource estimation and allocation of decisions
Appreciates suggestions, new ideas and others’ opinion
Seeking for knowledge

Gains co-operation from others

Ability to understand customer business

Ability to convince the customer

Ability to conceptualize and provide right solution

Ability to present data in an effective manner for decision making

Ability to interact with senior managers, especially for developing the quality goals
Ability to track progress according to plan and deviations from it

Ability to interact with external consultants and vendors’’

Technical Responsibilities: (Kasse 2004)

“’Setting & monitoring Quality goals and metrics.
Review of milestone analysis, closure reports.
Knowledge of methodologies and software engineering concepts.

Ability to conduct project reviews and audits.

Has a good understanding of SWOT (Strengths, Weaknesses, Opportunities,
and Threats) analysis in terms of own business area

Strong understanding of S/W Engineering processes and selecting an adequate set of
standards, practices, and procedures

Basic knowledge & usage of S/W Metrics

Knowledge & Usage of software life cycle tools software project management tools
and its applicability

Knowledge & Usage of statistical techniques

Ability to identify problems, data gathering, generating alternatives, root-cause
identification, objective analysis of data, generating solutions

Resource planning

Ability to track utilization of budgets

Ability to plan large/cross functional initiatives
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e Negotiating criticality levels for the product components and subsystems

e Performing ad-hoc process compliance evaluations

e (Co-working with the appropriate customer representatives on process and/or quality
problems

e Approving the supplier’s quality plan and resulting implementation

e Assess the projects and organization’s Configuration Management activities to ensure
the integrity and consistency of the work products

e Assuring adequate testing of the software components that fits the development
process’’

3.3 Summary over the Software Engineering and the Software Roles

In the first part of the chapter were explained the basics of the software engineering, which
could be shortly summarized in the already mentioned formula:

SE = (Msg, Rsg) = ({SE-Methods, CASE, SE-SystemOfMeasures, SE-Standards,
SE-SoftwareSystems, SE-Experience, SE-Communities}, Rsg)

The overview about the high quality software product, as the main point of the software
engineering is expressed in the following: a software system/product SP is developed by the
software process/development SD and is based on the supporting resources SR. As we have
already seen one of the major resources is the software personnel.

SR = (Msg, Rsg) = ({personnelResources, softwareResources, platformResources},Rsg)
Explanations about the Software Development Process, the Use of the Software Product and
the Software Maintenance make the overview of the software engineering complete and
comprehensive. One of the major points is the Software Project Risks as part of the software

development, where we could clearly see the big number of risks connected with the
personnel. For example:

e Lack of experience and specific knowledge

e A lot of outsourcing

e Lack of understanding of the business-processes
e Not flexible organization structure

e Lack of goal validation

The different involvements of human risks in the software engineering area are summarized
as following.
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Considering software risk-based processes

p\RiskManagement) & Rop: SE-RiskAssessment x SE-RiskControl — RiskManagement (3.46)

\RiskCommuni) e R o SE-Communities x systemOfRiskMeasures x RiskManagement

— RiskMeasurementStaff

p (Dtdentiication) < Rep: dataRisks x applicationAnalysis — riskldentification

ppitanegenent) o Rep: riskldentification x riskAnalysis x riskPrioritization
x riskMgmtPlanning x riskResolution x riskMonitoring — riskManagement
p etk Rop: problemDefinition x specification x design x

implementation x acceptancelest x riskManagement — waterfallModelRisk

pmodelRiss) - pep: (problemDefinition, softwareApplication, riskManagement) x

(specification, acceptanceTest, riskManagement) x (design, integrationTest,
riskManagement) x (coding, unitTest, riskManagement) — VmodelRisk

pPrecestot) e Ron= businessFocus x organizationStability x

marketDynamic x systemCriticality x specialRisk — processRisks

S IR isk: .
plpersomdR ) e Rep: HFr x processInvolvement x role;r — personnelRisks
r(Sff"“’"”’lAs sessment) = Rop: personyr x assessment x workingProcess

— personalAssessment

(supervisorAssessment) . . .
¥ gr € Rgp. personr X supervisor X assessment X WOI"kll’lgPI’OCéSS

— supervisorAssessment

(colleagueA ssessment )

I € Rggr: personr x colleague x assessment x workingProcess
— colleagueAssessment
popplicationfst) e R, deliveryRisk x migrationRisk x operationRisk x
outsourcingRisk — applicationRisk
int Risk . . . . . .
r(S"]f;m enaneRisk) - Ry extensionRisk x correctionRisk x adaptationRisk x

improvementRisk x preventionRisk x remoteMaintRisk
— maintenanceRisk
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and considering software process risks aspects
dataRisks = {missing, incorrect, incomplete, not synchronized, misleading} (3.47)

requirementsRisks = {incomplete, unrealistic, subjective, dependability,
dynamic, incompatible, not measurable }

personnelRisks = HRFp

softwareResourcesRisks = {notAvailability, highCosts, incomplete, incompatible,
veryComplex, difficultyByChanges}

hardwareResourceslRisks = {lowPerformance, deadlocks, highCosts, incompatibility}
humanPerformance = {HF5, softwareDevelopmentProcess }

humanPerformanceEvaluation = {personalAssessment, supervisorAssessment,
colleagueAssessment}

risksInUse < {lackOfExperience, lackOfResources, strongDependencies,

lackOfUnderstanding, notFlexibleOrganization, lackOfGoalValidation,
highSystemComplexity, badInformationStructure, lackOfData}

Having explained the basics of the software engineering we have moved forward to the
software team and we have observed the seven basic roles that are met in every kind of
software company.

First we have made a research about the possibilities for organizational structure in order to

find the most common one — the matrix organization and then we have observed in detail the

roles and their responsibilities inside.

The general characterization of the considered personnel resources is defined as following
personnelResources = personir \J personcysiomer \J PErSONgppiicatiuon (3.48)
personyr = {analyst, designer, developer, acquisitor, reviewer, programmer,

tester, administrator, qualityEngineer, projectLeader,
systemProgrammer, chiefProgrammer}

Personcysiomer = { Stakeholder, manager, acquisitor }

DPersongppiication = { User, operator, client, consumer }

Therefore, we will summarize the chosen personnel — as seven basic roles of person,r - and
their competencies like the following:
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HF projeciManager = {communicative, managerial skills, disciplined, (3.49)
respects the others, resolves conflicts, open minded,
willing to develop himself, well-organized, goal-oriented,
seeks improvement}

HF roamieader = {plan and prioritize the work, reviews team progress,
flexible and adaptable, communicative, an effective advocate for the team,
ability to lead and to impress}

HF uginessanalyst= {communicative, conceptual thinking, creativity,
strategic and business thinking, problem solving,
negotiation and decision making, customer oriented, team player}

HFsofivaredrchitect = {g00d decision maker, team player,
performance oriented, technical understanding that supports the team,
optimizing abilities, seeks new knowledge}

HFsofiwareDeveloper = {Creativity, team player, tolerant,
always in a learning mode, able to articulate own thoughts,
respects others’ ideas, structured thinking}

HFsofivaretester = {creativity, flexibility, communicative, open-minded,
respects the others}

HF pualitvEngineer = {flexible, team oriented, positive attitude,
systematic and organized, respects the others,
seeking for knowledge, convincing ability,
ability to interact with managers and customers}

These competencies will be used in the following FMEA analysis in the next chapter in order
to discover the human factors that influence at most the software engineering process and the
corresponding failure modes.
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4 Chapter — Discovery of the IT Human Factors

Based on the specific personal competencies discovered in the previous chapter, here the goal
is to analyze the responsibilities of each IT roles in order to find where the weak places could
be. We are using a well-accepted method for failure analysis — the FMEA as it gives the
possibility to analyze each process, to find the weak points and the influencing factors behind.
These influencing factors are actually the IT human characteristics which we will evaluate in
the next chapter 5 in order to find the personal productivity in the software development
process.

4.1Classical Failure Mode and Effect Analysis

Progress - this is the heart of the Failure Mode and Effect Analysis (FMEA). The constant
need of change and improvement is the engine, keeping the FMEA process running. This idea
may not be new, but is done in systematic way to address problems and failures and to search
solutions for progress.

FMEA is defined as a specific methodology for estimation of system, design, process or
service for possibilities of occurring of failures like errors, risks and different concerns
(Stamatis 1995). When a failure is found, it is evaluated with occurrence, severity and
detection characteristic. So depending on the values of these marks, an action is taken, planed
or ignored. The idea is to decrease the likelihood of a problem or its consequences.

The main goal of FMEA is to predict the problems before they occur, to make the product
safer or optimize the process and to lead the company during the production process in order
to satisfy the customers’ needs. Usually, there are two main kinds of FMEA — over an existing
product — Product FMEA and over process development stages — Process FMEA. When
product and process FMEA are conducted together they significantly reduce the costs of
manufacturing and developing. It is considered that process FMEA is more important because
of the early stages where the failures can be detected and prevented which gives a result of
more robust process and no need of post-the-fact corrective actions.

Nowadays, FMEA is part of every quality system, which means that collecting the right
information and making conclusion is not the only part. In order to get the maximum, the
company needs to implement the proposed improvements that are the results of the FMEA.
The reasons of conducting an FMEA and the benefits are proven and more than clear:
(Stamatis 1995)

= “Improved quality, reliability, safety of the products or services.

= Improves the company’s image and competitiveness.

» Increased customer satisfaction.

= Reduced product development time and costs.

= Helps determine the redundancy of the system.

= Helps define the corrective actions.

» Helps in identifying errors and their prevention.

= Helps decide the priority of the failures and associates the right preventive
operations.
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= Helps reduce the customers complains.
» Increases the productivity.
= Develops early criteria for development.”’

4.1.1 Concept of the Failure Mode and Effect Analysis

After all FMEA is an engineering method used for the first time in aircraft building and car
manufacturing so it is described as part of some industries, like a quality standard. When a
particular organization succeeds in implementing these standards it is capable to control the
processes and determine acceptability of its products or services.

Every FMEA method performed in the right way provides the company with useful
information which can be used efficiently — to reduce the work, optimize the processes or
prevent serious loss. Due to the consecutive and constructive method the task can be
performed more effectively. The early study of possible problems is with significant
importance and every failure is evaluated for its effects on the whole system, product or
process.

If the method is used in a corrective way it shows the actions to prevent failures, reaching the
customer and raises the reliability and quality of the process or product. The process of
conducting FMEA looks like shown on the next figure, where we can see four main steps,
which we will discuss later on. (Stamatis 1995)

Discover known and unknown
potential failure modes

FMEA

Recognize the causes and effects of
each failure mode

Process or Product

Assign a Risk Priority Number
(RPN) to identified failure modes

Find different ways for solving the
problems

Figure 23 The FMEA Process (Stamatis 1995)

In another aspect FMEA is a method to bring satisfaction of the customers. In modern world
we know that the most important thing in order to stay on the market is having qualitative
products. The main key here is to achieve detection of quality concerns before the product
reaches the hands of the users. That is why FMEA should start as soon as some information is
provided, because the team conducting the FMEA will practically never have all the data. At
the beginning, the technique should be executed over the design stage or concept, but for
better results it can be used throughout the development process and the whole product life
cycle to identify failures. Every product is expected to do something specific and to be in use
for long time. A product failure is when it does not function the way it is expected to. Even
the simplest products can malfunction in some way.
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FMEA includes everything that can be done in order to make the product work closer to 100
percent — this means even the problems that occur during the exploitation of the product.
In the cases when the product malfunctions or fails to work we talk about failure modes. Each

failure

mode should be described — with what frequency it occurs and what damages it’s

leading to, how the system is affected.

4.1.1.1 Types of FMEA

System FMEA (Stamatis 1995):

It is applied over systems and their interaction. Its focus is the function failures in the system.
The benefits that it brings are:

—

. Identification of system alternatives

Discover redundancy
Potential for managing future problems

Recognition of failures in the systems’ interaction

Design FMEA (Stamatis 1995):

Used for analysis of products ready for manufacturing.
The profit from the design FMEA:

1.

2
3.
4

Prioritizing the design improvement actions

. Information for product design validation and testing

Defines alternatives for design requirements

. Mitigation of safety issues

Process FMEA (Stamatis 1995):

This is performed when manufacturing and assembly process is being analyzed.
The advantages from this FMEA are:

1.

2
3.
4

Recognition of the process deficiencies

. Proposing and prioritizing the corrective actions

Exposure of the manufacturing or assembly process

. Track down the meaningful changes

Service FMEA (Stamatis 1995):

This FMEA is analyzing services, before they come to the customer.
The gain from the performed service FMEA can be observed in the facts:
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1. Helps to evaluate the job flow
Exposure of the system and process

Implementation of a control plan

el

Prioritizing improvement actions

4.1.2 The methodological steps in the FMEA

In order to achieve problem solving results, FMEA needs to be conducted strictly,
consecutively and constructively, following 8 main steps: (McDermott, Mikulak &
Beauregard 2009), (Stamatis 1995)

Step 1. Gather a team and review the process or product.

Step 2. Brainstorm unknown risks.

Step 3. Assign different effects caused by the failures.

Step 4. Prioritize — assign severity, occurrence and detection rankings for each failure mode.
Step 5. Calculate the RPN number.

Step 6. Collect data, analyze and measure the failure modes for action.

Step 7. Apply methods to reduce high-priority/high-risk failures.

Step 8. After performing actions evaluate the performance of the system again.

The Bottom-up approach of FMEA looks like shown on the figure:

8. Evaluate the system/process performance

7. Take action to reduce high- risk failures

6. Analyze the failure modes for action

5. Calculate RPN number

4. Prioritize — assign [S], [O], [V] rankings

3. Assign different effects caused by each failure mode

2. Brainstorm unknown risks

1. Gather the team, review the process

Figure 24 The bottom-up approach of FMEA
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Step 1: Gather the team, review the process

When gathering the team we must know that the proper people are going to take part.
Everyone should know the field of the work and prior to the start of the FMEA the team
leader has to make available for everybody a detailed flowchart of the development process if
they are conducting a process FMEA or engineering drawing of the product in case of product
FMEA. Sometimes it is recommended to have an expert in the group available for answering
questions and giving useful hints.

Step 2: Brainstorm unknown risks

Having a good overview over the process or product, the team is ready for brainstorming. The
members try to brainstorm any kind of ideas and various suggestions about what could affect
and impact the process or the product quality and stability.

Because of the big variety of topics it is recommended to be conducted several brainstorming
series and every one of them should focus on different elements of the Process FMEA —
people, resources, equipment, methods. This, of course, helps for deeper understanding and
finding of failure modes.

Step 3: Assign different effects caused by each failure mode

In the computer programming — we can explain this step as: if {} then {} construction. The
team should think: /f a problem occurs, then what the consequences are. In some cases
failures can cause several effects, but in other — only one. This step is very important because
of the further assigning of Severity and Occurrence.

Step 4: Prioritize — assign Severity, Occurrence and Detection rankings

After examining every risk carefully the team puts every effect in a table, describes the
influence and assigns a rank from 1 to 10 for every of the three (severity, occurrence and
detection) components. Every member should be able to understand the rankings — the more
descriptive explanations for every ranking scale — the better the FMEA process is.

Step 5: Calculate RPN number

This number most of the times serves as a guide and is not taken under serious importance
because of the different effects of every failure mode.

However, it can be used as an instrument for measuring — if it’s under defined value the team

does not take any action. Calculation:

Risk Priority Number = Severity x Occurrence x Detection (4.1)
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Step 6: Analyze the failure mode for action

In this step every of the failure modes is analyzed by ranking and the effects and is given a
priority for action. The team decides which the highest risks are and where to put work on.

Step 7: Take action to reduce high-risk failures

Probably this is one of the most important steps where the team decides what actions to
implement in order to reduce as much as possible the severe problems. The ideal case is when
no future failure modes are observed but it is not always achievable. At least the team must
aim in increasing the detection and mitigation of the failure.

Step 8: Evaluate the system/process performance

After implementation of the methods for reducing failures the team continues to measure the
performance of the process/system, confirms the results and performs another FMEA.
Recommendations should be made after answering the questions:

= s the process better than before?
= Are the improvements enough to have good RPNs?

= [s it urgent to conduct another FMEA?

Every organization, according to its resources and budget takes own decision how many
FMEA analyses should conduct. Nevertheless, the long-time goal is always to eliminate every
risk and the short-time goal is to reduce the impact as much as possible.

After all, we have to remember — FMEA is a continual method of improvement.

4.1.2.1 The FMEA Parameters

The project team analyzes every element of the process, working through the entire output
which has to be delivered to the customer. In every step the team tries to brainstorm and find
unknown and potential problems and offer solutions to already known risks. Every problem is
estimated and has different priority. It is very important to have a scale of measuring so the
team knows which risks are critical for the system.

There are tree indicators the team uses to define the priority of the failures:

e Severity - [S]
e Occurrence - [O]

e Detection - [D]

Severity - shows what the impact of the failure is over the system or over processes, how
serious the consequences are. After all, the main goal of FMEA team is to take actions and
reduce the most important failures. The team uses a scale from 1 to 10 to express how serious
one problem can be — as 1 stands for ‘no danger’ and 10 for ‘critical’. These numbers help to
prioritize the risk and help in focusing on the serious risks. Examples of failures are:
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malfunction in UPS system which leads to data loss, or improper use of variable in accounting
software, which results in loss of accuracy. Another important reason why we use this rank is
that — we may face a failure which leads to another failure or component disability. (Stamatis
1995)

Occurrence - this measure shows us how often a failure occurs. The team has to have in mind
also the severity number at this step. Examples: how often we come into program failures
because of an erroneous algorithm or how often hardware experiences excessive voltage.
With essential importance here is that the team must find the cause of the failure. Again we
use a ranking — occurrence ranking [O], from 1 to 10. If the rank is high (above 7), precocious
mechanisms should be determined. But sometimes in a situation where occurrence is not high
but the severity for the failure is with rank above 8 the team must also react. On this step it is
always necessary to look for the severity rank with combination of occurrence. (Stamatis
1995)

Detection - the chance or the capability of the team to detect the failure before it reaches the
customer. The last two steps work in combination and every combination of them is marked
with a detection number which shows what the possibility that the failure will not be detected
is. A high number of Detections means a higher chance that the failure will escape detection.
(Stamatis 1995)

RPN Number - when the last three steps are completed, an RPN (Risk Priority Number) has
to be calculated. It shows us which of the process steps and parts are under high risk and have
to be taken under control measures. The number is calculated by multiplying the Severity,
Occurrence and Detection numbers:

RPN=SxO0xD (4.2)

RPN numbers are calculated for every system/process and every sub-system/sub-process in
order to find where the critical parts are. The sub-process with highest RPN number needs a
corrective method to be applied and it is not always the severity numbers the ones which
define this, for instance, it could be failure which is hardly detectable and occurs quite often,
but does not have serious effect. (Stamatis 1995)

All the steps and entire FMEA process should be documented using a worksheet. There are
different kinds of worksheets according to the types of FMEA. The form captures all the
information in a clear and well-organized way. Everything is included — recommended
measures and methods, implementations and all the numbers for Occurrence, Severity,
Detection and RPN. Once the team has all the information they have to face with four main
objectives:

v Reduce the impact of the failure mode.
v" Minimize the severe effect as much as possible.
v Try to eliminate the occurrence or put the levels as low as it can.

v Improve the occurrence detection.
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4.1.3 Software FMEA

Technical systems are used in a big variety of areas in the worldwide industries. Considerable
amount of software specialists and software code is used to move forward these industries. As
a consequence, fairly large attention is focused on the identification and avoidance of
technical risks and failures. A very powerful tool for analysis, preventing and predicting
errors is the systematic and constructive method — FMEA, which is approved and accepted in
many different fields of manufacturing — cars, airplanes, computers... In most of the cases a
bottom-up technique is used to identify failures and malfunctions in every component of the
system or process. (Mickel 2006)

First the method has been used in the military, but the concept and the ideas put there are not
compatible and do not apply in the modern technologies and therefore, the companies
nowadays have developed new sets of priorities, guidelines, rules and standards of their own
use. FMEA based on hardware and system levels is well understood, applicable and working
in a good way because of the known risks and failures of the hardware behavior. But in
present times the accent is on the software level — more systems and functionalities are based
on the software process, which explains the need of software based FMEA.

“Software modules do not fail, they only display incorrect behavior” (Pentti & Atte 2002)

Anyway our goal is not to focus over the SFMEA but only to show that it has its application
in the software industry and in this way to motivate our modification of the method over the
human actions during the software engineering process.

SFMEA is also a step by step systematic method for analyzing the software architecture,
software design or process with taking care for the technical risks — reliability, safety,
stability, availability and so on. Big advantage of the method is to use the information and
documentation from every department which is taking part in the process of development —
system, software, test and service, so the FMEA team is able to have a clear and a deeper
insight of the problems.

The figure below shows which the critical moments in the software life cycle are and where
the FMEA should take part: (Méckel 2006)

There is relatively little information published on the use of FMEA for software systems but
we will provide a short overview of the papers discussing the benefits introduced by the
SFMEA. Banerjee has applied the method in the practice and observed an “’improvement of
the reliability of the software production process, resulting in higher product quality as well as
in higher productivity’’. (Banerjee 1995)

The statement that detailed SFMEA wvalidates that the software has been planned and
constructed to reach the right and safe requirements from the beginning is being defended also
in the following scientific work: (Pentti & Atte 2002), (Lauritsen & Stalhane 2005), (Hartkopf
2004), (Ozarin & Siracusa 2003), (Bowles & Hanczaryk 2008), (Nguyen 2001) and (Goddard,
Raytheon & Troy 2000). The authors point out that the use of the FMEA in the software
process brings early identification of potential software failure modes and is an excellent
practice that supports the whole life-cycle, in the same time each of them has demonstrated a
concrete application of the FMEA method in the software development process.
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Figure 25 Application of the Software FMEA, (Mackel 2006)

Motivated from this wide use of the FMEA method, due to its universal manner we have
decided to apply it over the software development phases but pointed to the human roles and
the actions that they perform.

4.2 Adopted FMEA for the Software Personnel

We have already introduced the FMEA methodology. Its evaluation and failure detection
were broadly explained. Considering the FMEA strong points in analysis and corrective
recommendations, the decision of applying it first over the software development process
(Georgieva, 2010 d) and then over the software development roles and their responsibilities
was logical and consecutive (Georgieva et al, 2011 a).

The price of the human errors that we all pay in the everyday life, facing the software
applications can be very high. Therefore detecting and decreasing their effect is a vital
development step in each production process or system. With a Software Human Factor
FMEA could be made an evaluation over the human failure modes severity and occurrence
and in this way these errors can be ranked according to their criticality. The other analysis that
can be done adopting the FMEA technique is to discover the human features that stay behind
these errors, problems or failures. Nevertheless our goal is not only to find the possible risks
but to find out why do they occur and to try to resolve them. On this step the chosen method
gives us a special benefit, as it delivers the information why a particular failure mode appears
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and what is the employee’s fault, what could be his personal characteristics that led to this
problem.

We will observe in the application of the adopted method the discovery of the human factors,
or the specific human features that stay behind the different failure modes in a particular
software team.

4.2.1 Performing the Software Human Factor FMEA

The form in which the FMEA analysis is performed could be changed in every company and
could be adapted to the particular goals and expected problems. We will show first the
possible entries in such analysis and then will concentrate on the chosen fields that are
important in our case. We will focus on Process FMEA as the activities that we want to
analyze are actually the different software phases and the human actions inside, which is
nothing else but a number of processes.

In the form, presented in Table 5, are listed the generally expected entries that should be
managed when conducting a process FMEA. For our research we have adopted the method
and added the column Human Factors that will give us the essential information for the
further research over the criticality of the personal features in the software process.

The first part between 1 and 9 is the introduction data. These are not mandatory fields,
however, they bring information that may be important in future examination. The main part
are numbers 10 to 23 — these are mandatory items and are the essential part of the FMEA
conduction. Additional to the form there are signatures, which may not be mandatory, but
bring an authority look to it and can be a sign that the analysis is ready. Here are presented the
23 items according to Stamatis. (Stamatis 1995)

1. Process Identification: Here is stated the name of the process or a reference number,
adding identity to the process that is manipulated.

2. Manufacturing or design responsibility: The prime responsibility is stated here: this
may be the name of the activity, machine or material.

3. Involvement of other areas: Mention if other people or systems are connected to this
part.

4. Involvement of suppliers or other: When additional persons are taking part in the
design, manufacturing or assembly of the part.

5. Model or Product: This is the place to be specified the name of the model or product
using the process.

6. Engineering Release Date: The planned date for release.

7. Prepared By: The FMEA analyst is stated here as well as some additional
information as address, telephone or email.

8. FMEA Date — Original: The starting date of the process.
9. FMEA Dare — Revision: The date of the last revision.

10. Process Function: “’This is the process intent, purpose, goal or objective.’’
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11.

Potential Failure Mode: This is the possible problem, failure or defect. This is where
the person can go wrong. Each action provides the possibility for misunderstanding,
omitting, incompletion or falsely interpreting. Therefore, each Process Function may
have several failure modes. Each one must be recorded for the future analysis. The
potential error should be stated short but clear, this way facilitating the evaluation of
the consequences.

12. Potential Effect of the Failure: This field is for the result of the wrongly fulfilled

13.

responsibilities. Potential problems must be foreseen and tracked down so their
effect can be estimated and their occurrence removed. Here again can be written
more than one entry. The impact can be observed from several sides, including the
influence over the next part of the process and over other related parts of the
development.

Severity: This is a value, assigned for the importance of the effect of the failure. The
values are in the area from 1 to 10, where 1 indicates that there is no effect on the
process and 10 points catastrophic influence. The exact effect of the failure should be
indicated, so that appropriate ranking can be performed.

14. Potential Mechanism, Causes of Failure: These are the reasons that cause the already

described failure. Here the root cause of the failure must be identified. This is a key
item in the analysis, because it directly exposes the human factors that stay behind the
potential problem.

15. Human Factors: Here are listed the human factors that have most significant impact

over the failure, when a team member performs his responsibilities. There are cases,
where more than one factor affects the situation.

Table 5 Software Human Factor FMEA template form

(1)Process (4)Supplier Involvement: (7)Prepared by:
name:
| (2)Part name: | | (5)Model/Product: | | (8)FMEA date: | | |
(3)Involvement (6)Engineering release date: (9)FMEA rev. Date:
of others:
Process Potential Potential Effect(s) of  Severity Potential Cause(s) / Human Occurrence
Function Failure Mode Failure (13) Mechanism(s) of failure  Factors (16)
(10) (11) (12) (14) (15)
| | | | | | |
Detection Detection R P Recommended Responsibility Action Results
method  (18) N Action(s) ~ &Target (23)
17) (19) | (20) Completion Action(s) Severity Occurrence Detection RPN
Date taken and
(21) Completion
Date (22)
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16. Occurrence: This is a numeric value, indicating the frequency with which a failure

happens. Again the scale is from 1 to 10, where 10 is constant occurrence. This
element is important because it affects the entire priority value of the problem, when
calculating the RPN.

17. Detection Methods: These are the tools, used to recognize the failure. For the human

errors this could be brainstorming, sample filling, daily reports, team meeting or
manager’s observation.

18. Detection: This value shows the rate of the detection of the particular failure. This

rating is in the range from 1 to 10 and 10 means every time observing the problem. It
must be noticed that this detection is for the likelihood of the error happening to be
noticed and not for the particular Human Error.

19. RPN (Risk Priority Number): This is the product of the severity, occurrence and

detection. It is mostly used to priorities the failures. The RPN has no other meaning
apart from the ranking.

20. Recommended Actions: Here are listed the activities, that should be taken, so that the

21.

failure is mitigated. In the HF FMEA the main object of observation is the Human
Factor. So these prescribed actions are mainly intended to correct the reasons of the
failure behavior.

Responsible Area or Person and Target Completion Date: Here must be entered the
person, responsible for the recommended actions, and the planned date, on which
they should be finished.

22. Action Taken and Completion Date: This is one of the actions, filled in the

recommended actions list. It is desirable this to be a top activity in the list,
guaranteeing maximum increasing of the human performance.

23. Action Results: After the recommenced corrective action is done, again a severity,

occurrence and detection value is calculated, determining a RPN grade. The new
RPN should be better, indicating progress in the person’s performance and recovery
from the failure.

These 23 steps represent the adopted Software Human Factor FMEA method, used for
investigating the human factors behind the employees’ performance. For our further
investigation are important only the human factors that stay behind the different failures or
potential problems and because of this we have taken only a part of the FMEA form, which
you will see on the following tables.

We have conducted the FMEA in strictly analytical way over the responsibilities of the
software development team members, stated in the previous part. A logical consecutive
analysis is conducted in order to define the human features responsible for the variety of
mistakes. We have left the RPN and its components out of the analysis as our goal is to find
all human factors and not to evaluate them at this step.
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4.2.1.1 Software Human Factors FMEA over the Project Manager role

We have analyzed the responsibilities of the Project Manager, which were already listed
above. They are just slightly combined so that we have optimized the FMEA table. After
having the FMEA result we have built a table with all human factors that influence the
performance of the Project Manager.

Table 6 Human Factors for the PM, extracted from the SHF-FMEA table on the next page

Human Factors for the Project Manager
Coordination

Self-management
Overload=Stress
Competence
Knowledge
Effectiveness
Concentration
Communication
Self-Development
Liberalism
Control delegation
Selfish=Egoism
Over self-confident
Self-organization

We can express all needed personal characteristics for the Project Manager in the following
manner:

HF ';%jiﬁmdmger = {Coordination, Self-management, Stress, Competence, 4.3)

Knowledge, Effectiveness, Concentration, Communication,
Self-development, Liberalism, Control, Egoism, Confidence,

Organization}
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Table 7 SHF-FMEA over the Project Manager Role

Process Function

Potential Failure
Mode

Potential Effect(s)
of Failure

Potential Cause(s) /
Mechanism(s) of failure

Human Factors

Detection Method(s)

Recommended Action(s)

developers may issue

Ensures that the PM is not monitoring | the development problems that they do not Reports, meetings and PM meets regularly the team
software development the development process may be report to PM and cope with | coordination, cooperation between the members and discuss the
process works as process closely running with hidden | them on their own, management employees progress with all
intended enough problems providing not so good accompanying problems
solutions
. . Developers and TL .
Responsible for leading PM s ngt_tgkmg the are being distracted | PM is not managing the overload, De\_/elf)pers not spending all . . .
. responsibility for the Lo . . their time coding but rather PM being aware of his duties,
the work process until . . by new project in the right manner; | competence, .. -
. project pointing e . . organizing meetings; so Developers can focus on
the completion of the responsibilities or PM is not aware of his knowledge, . .
. finger to Developers X . . . scheduling phases and developing code
project changes in the particular duties; effectiveness )
and team leader (TL) . planning events
project
Coordination btw the PM is not PM is looking in future
development team and communicating team may run over deals and neglects the competence PM should be constantly
the business enough with the Y current ones; PM has left P . a deadline is crossed; project | tracking the development
the deadline, due to L concentration, . . . . .
stakeholders to ensure development team . all obligations to . is not fitting all clients process asking questions and
. . too little control and coordination, . . .
matching of goals and and clients and not motivation development team and manacement expectations making himself sure
products in the expected | monitoring the believes they will manage & everything is as it should be
time development process alone
Working with the PM is omitting PMis losing time at . . PM is not familiar with
. . . a later phase for not | PM is busy performing . . .
business stakeholders, meetings with the . . . . overload, solutions specifications and PM should be more
. . being clear what is other duties; PM believes . R
who work closely with business stakeholders . competence, time is needed so he can disciplined, always attend pre
. . the project about that early talks do not .. . .
the functional analyst and FA in the . coordination embrace them and direct development meetings
. . and what has to be concern him
during the first stages begging done them to TL
Responsible for status PM is not pointing development team is not PM should be more skilled by
P PM is not insisting on | urgency and action PM believes these are TL coordination, hardworking; this may lead team motivation; PM should
reports, that show . . . o . . . .
getting constant and is leaving the responsibilities; PM is overload, to not finished project on monitor and report the status
urgency and demand . o ) . ..
status report team to mange busy with other tasks communication time and not fulfilled in order to use this info on a
concrete answers .
alone requirements later stage
PM mixes t'he Too many prOJects confuse PM should prepare well the
. . . people in different the PM; he is not overload, PM may come unprepared to
PM coordinates several | PM is working on too . . . : documents over the
roiects many proiects teams, the tasks and | examining the record with competence, a meeting due to a mistake development assiened to the
pro) Y proj the schedules the team and their coordination about the team and project P &

responsibilities

employees
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team is always

PM is demanding quick

PM should understand the

Organizing the team PMis pushmg theA be}ng pushed decisions and in this way developr{len'f, team is stressed, always team effort for solving
o people to their limit without sense of . communication, . .
responsibilities . pushing the team to work . . being pushed on problems; PM should build a
relief or S liberalism
acknowledgement on their limit good theme atmosphere
. PM is not regularly PM has a lot of deta}ls to competence, In case of well-known PM should be more focused
Executing and . PM may lose track keep constant attention to; control problem the PM cannot . .
. keeping an eye over . . . . on the big problems that arise
controlling the work specific issues of a problem PM is not responsible for delegation, profit from previous and not on each issue
P the small issues coordination decisions and knowledge
L PM is not keeping an | PM cannot evaluate . . .
Look at the l.)lg picture eye over the whether the project PMis dgl@gatlng thl‘s . coordination, Comparing the current PM. should .take.car_e of the
to evaluate risk, time . responsibility to TL; PM is . . project; estimating its
development will be completed . . overload progress with other projects . .
and costs progress on time having too many projects properties and details

Communicating with
the team, to ensure that

at meetings PM is
always speaking
over a topic, without

PM is overtaking
meetings without
letting anyone else

PM is feeling like a centre
figure and does not want to
give the word to someone

selfish, over-self

problems may remain
unclear; further meetings

PM should listen to his team

all problems are listening to make to say a Word and else; PM thinks everyone conﬁdentt, . may be needed; PM may be members anfi assure himself
not ensuring that the . communication that everything is clear
correctly understood sure the members understands him not understood
. team has understood
have understood it .
him
. PM is havin man
Makes sure that the PM is not IS having tog any . .
. . . obligations and is . PM, even if delegating some
process PM is not tracking controlling the . . overload, predicted results may not
S . . . . delegating obligations to .. task to TL must keep an eye
is going according to closely the project project and it can . . coordination match the actual results .
: . the TL, who is not fulfilling on it
the requirements slip away
them
. PM is gathering all

Document, obtain . . . . . . . . . .

project details but not | there is no concrete | PM is gathering documents | organization, if someone is looking for PM should be well organized
approval, and track all . . . : . . . )
chanees in proiect documenting them record for the but not organizing them in skills, details over a completed working with tools supporting

& pro) for current projects current project useful matter competence project the good documentation

parameters

reference

PMis not .fulﬁlhng other team members | PM is believing it is not his . TL coping with too many PM should be aware what are

N . the guidelines and . : coordination, issues; rather than . X .

Finalizing the project . are considered task to determine all rules . . . his duties and should strictly

cannot finish the competence concentrating on their major

project as expected

responsible

and to give clear ‘orders’

specific ones

perform them
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4.2.1.2 Software Human Factors FMEA over the Team Leader role

Analogically to the Project Manager we have analyzed the responsibilities of the Team
Leader, already listed above. They are just slightly combined for optimization of the FMEA
table. After having the FMEA result we have built a table with all human factors that
influence the performance of the Team Leader, shown below.

Table 8 Human Factors for the TL, extracted from the SHM-FMEA table on the next page

Human Factors for the Team Leader
Hardworking
Knowledge
Communication
Attention
Conscientiousness
Leader skills
Mental overload
Stress
Competence
Experience
Technical understanding
Planning skills
Monitoring
Appreciation
Cooperation
Fear
Management

We can show all needed personal characteristics for the Team Leader in the following
manner:

HF ';ﬁg%eaderz {Hardworking, Knowledge, Communication, Attention, (4.4)

Conscientiousness, Leader skills, Mental overload, Competence,
Experience, Technical understanding, Planning skills, Monitoring,

Appreciation, Cooperation, Fear, Management}
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Table 9 SHF-FMEA over the Team Leader Role

Potential
Potential Failure Effect(s) of Recommended
Process Function Mode Failure Potential Cause(s) / Mechanism(s) of failure Human Factors Detection Method(s) Action(s)
TL is not familiar with the architecture of the
SA; He has not observed the work of the
developers and they have slipped from the TL being familiar with
The work of the The architecture requirements and design, selected by the SA; hardworking, When the the SA's selected
developers does created from the TL does not approve the architecture selected | knowledge, implemented parts architecture; TL not
Mediates between the | not entirely match | developers cannot | by SA and has a better solution; TL has communication, have to be connected; taking alone decisions;
Solution Architect and | what the SA has be matched to the | decided to change a small design pattern in attention, during SA, TL better communication
the developers chosen as an one from the SA one place, but has no global view and that conscientiousness observation over the btw developers, TL and
architecture due to differences | causes inconsistence process; SA;
Developers take own
decisions without
communicating with
the TL; They turn to TL asking constantly for
SA for guidance and questions or foggy
he is not adequately issues; TL being more
Lead and mentor the Developers lose prepared for that; open for developers
developers when they TL is not time and effortin | TL has too much work and obligation to fulfil; Implementations requests; TL having
have problems, which providing the solving issues, developers are not informing TL on time; TL which experience lack | more time to observe
cannot be mitigated by | needed help to the | which are TL is stubborn and tries to make the work in his communication, in performance and personally the
themselves alone developers obligations own way; TL is not a good leader knowledge, leader skills | design developers’ work
Discussing all the
details in the
architecture that the TL had not TL participating more
SA didn't explain and understood TL cannot The lack of accurate when the architecture is
in this way supporting | completely the support a correct specification; The lack | being laid down by the
the program proposed software | specification for TL does not have the qualities to understand of competent SA; asking questions and
specification architecture the developers the software architecture and specification knowledge, skills leadership from the TL | paying attentions
The analysis is poor TL having more practice
Refines the SA's and the TL design in designing solutions
vision and makes the TL has not TL is not able to TL had no time to perform an in depth analysis innovations don’t and applying patterns;

practical concepts
clear

understood the SA
vision in depth

refine the
concepts

of the SA’s design and architecture; SA design
is too complex

mental overload
capacity, stress

bring better
performance

TL communicating more
with the SA
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The TL chooses the

Developers have

methodologies and TL does not to manage TL does not have enough practice; TL cannot TL spending more time
techniques that will be | possess good problems on their | solve problems due to lack of time; TL cannot Developers are asking | in problem solving and
used in a particular technical own or turn to choose proper methodology due to misleading | overload, competence, questions, which communication with
project knowledge the SA factors or lack experience experience cannot be answered colleagues

Continuous evaluation
of the solution

TL is not keeping a
constant track over

The constant
evaluation is not

TL does not perform evaluations over the
developers work due to lack of time; TL is not
able to see pattern problems due to lack of
knowledge; TL is not well aware of the SA

conscientiousness,

The proposed patterns
are not correct and do
not fulfill the specific

TL keeps constant track
of the project, observing
his developers; asking

decisions the project performed architecture competence, knowledge project needs questions; being curious

TL does not

possess the The concepts are Visible in the design

conceptual vision not fully decisions he is making | TL enriching his
Mastery of developer to transform transformed, or TL is thinking still like a developer; his view as well as the patterns | knowledge; TL trusting
skills but with concepts into are transformed is not wide enough; he has not mastered all technical understanding, | he is choosing for the on guidance by SA and
conceptual vision solutions improperly skills needed to be good TL competence solution colleagues

Direct, motivate and
plan the team’s work;

Team members
are working in a

TL is not skilled at leading the team; TL has

Easily seen that team

TL attending team
management courses; TL
paying more attention to

Create an open, TL does not have stressful not enough time to monitor team's work; TL planning skills, is not felling good and | his developers; TL
creative and friendly qualities to atmosphere and does not appreciate team effort and creative attention, monitoring, members are not well having more practice in
work environment motivate his team are unsatisfied thinking appreciation motivated project planning
TL having time for his
team members; TL
TL is not constantly speaking with the team making a proper
Take responsibility for | TL is not aware of | TL is not taking members; TL is not keeping track over the communication, Seen at meetings; Easy | planning of the
the progress of the the problems in the | responsibility for | project progress; TL is not making a proper cooperation, to notice when big resources; TL able to
team’s work team progress and team | use of all team resources competence problems arise motivate his team
TL paying more attention
Team members to developers; TL having
are having TL does not have leader qualities; does not Can be seen that the better management
Manage, train and help problems and this | provide proper help and training due to lack of employees are not qualities; TL being there
to the development TL is not helping is observed in time or ideas and knowledge how to perform management, satisfied with their to protect and mentor his
team; Conflict solving | the team members | their work that; TL is not aware of all the problems leader skills work developers
TL paying more attention
Provide status reports to all his duties; TL not
of the team activities PM is not being late at telling bad

against the program TL is not informed for the TL has too many obligations; TL is afraid of PM is not satisfied news; TL always talking
plan; Keep the project | providing project progress; saying bad news; TL has omitted his duties of with TL's work; TL is | to PM; TL keeping track
manager informed of periodically project issues and | reporting; TL is not reporting status due to fear, overload, not present at meetings | of project progress; plan
task accomplishment reports success lack of progress competence or has no report and schedule
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4.2.1.3 Software Human Factors FMEA over the Business Analyst role

Analogically to the previous role here is the analysis of the Business Analyst role and of
course the table with the human factors.

Table 10 Human Factors for the BA, extracted from the SHF-FMEA table on the next page

Human Factors for the Business Analyst
Intelligence
Knowledge
Work overload
Concentration
Analysis skills
Competence
Communication
Planning
Openness

We can summarize the needed personal characteristics for the Team Leader in the following
manner:

HFBMEA anayst = Untelligence, Knowledge, Work overload, Concentration, 4.5)

Analysis skills, Competence, Communication, Planning, Openness}
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Table 11 SHF-FMEA over the Business Analyst Role

Potential Cause(s) /

Proce_ss Potential Failure Potential _Effect(s) of Mechanism(s) of Human Factors Detection Method(s) Recom_mended
Function Mode Failure . Action(s)
failure
BA being supported by
Provide technical BA is not skilled enough other skilled colleges in case

expertise(Typically
in information
technology
applications)

BA is not providing
technical expertise

Absence of expert judgment
over client requirements

to perform the needed
expertise; BA has no
knowledge in the
researched area; BA has
too much other obligations

intelligence, knowledge,
work overload

Poor or no technical
report; not helping the
TL and PM, searching
for skilled and
experienced colleagues

of need; BA increasing his
knowledge when coming
across new topic of
development; attending
refreshing courses

Understand user
and other
stakeholder needs
and conduct

Not correctly understood

An analysis that does not

The client is not explaining
his desires directly; BA is
distracted and not
following the stakeholders
idea; not all requirements
are gathered and the

Analysis being

BA attending courses for
additional technical
knowledge; BA paying more
attention to stakeholders
requirements; having more
time for a proper analysis to

;Tf:]ur;?ems the clients needs; satisfy clients requests; Not | analysis is not complete; examined by be created; client/BA being
y unsuccessful complete or partly useful BA has not the skills to concentration, knowledge, stakeholder, other BA, well prepared for the
requirements analysis analysis perform good analysis analysis skills manager meeting
BA becoming more
experienced in the
IdenF1fy. ’ During further work researc'hed area; BA.
application . becoming familiar with the
. . . . from the Architect, .
solution Associate wrong Colleagues being mislead Not enough knowledge to colleagues. manager: requirements; better
alternatives alternative; not correct when reading/examining the | recognize the correct £ues, get understanding of the

identification of a
solution as an alternative;

proposed alternative
solutions.

alternative; not familiar
with the project details

knowledge, intelligence

proposed strategies and
analysis

Analyze existing
logic with the idea
to redesign and/or
automate

Wrong identification of
an existing system

Confusion in future work;
mislead of colleagues

Not familiar with project
details

knowledge, competence

Analysis being
examined other
employees

BA being familiar with the
requirements and good
understanding of the
existing system

Recommend
implementation
strategies

Not correct strategies
being recommended

Wasting time for re-
factoring; mislead in the
following choice of
frameworks and
architectures

Not familiar with the
strategy as well as with the
project

knowledge, competence

Problems in the future
work, when the
incompatibilities come
on the surface

Better knowledge of the
strategies, the requirements
and the impact of the
proposed solution
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Document
recommendations
to enable
estimation of
project scope,
quality, time, cost
and risks

Not all requirements are
documented

Requirements analysis is not
complete, further
calculations of budget and
time are not correctly
performed

BA is not familiar with all
requirements

knowledge, competence

Noticed during

requirements discussion

by colleagues; or
manager inspection

BA being aware of
requirements and details;
having experience in budget
and time scheduling

Conduct root-
cause analysis of
the problems

Not understanding of the
potential problems

Project cost and budget are
badly calculated, time is not
correctly scheduled;
problems are overseen or
ignored

BA has no full and entire
overview of the project
and its properties

knowledge, competence,
communication

Noticed during later
planning, management,

checks, budget and

schedule examinations

Practice at project analysis
and scheduling; attending
courses; presentations

Develop, maintain
and monitor
related policies,
procedures,
instructions

Policies and procedures
are not developed

Omitted procedures/
policies

BA has no time to perform
all his duties; BA has no
experience in producing
policies or procedures; BA
is not well familiar with
the project and cannot
propose new initiatives

planning, knowledge,
competence

Discovered during
managers check

BA having more time for his
obligations; BA gathering
knowledge about new
practices; BA being familiar
with all parts of the project

Reports about
research findings
or new business
solutions

Missing such reports,
which means no
innovativeness

Missing of new ideas, new
trends and solutions

BA has no time to do this
research; BA is not
innovative enough and not
open for new ideas

knowledge, openness

Noticed when being
inspected from the PM,

or in discussions

BA having more time;
attending conferences and
workshops; BA observing
other perspectives
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4.2.1.4 Software Human Factors FMEA over the Software Architect role

Analogically to the previous roles here is the analysis of the Software Architect role and the

table with the human factors.

Table 12 Human Factors for the SA, extracted from the SHF-FMEA table on the next page

Human Factors for the Software Architect

Knowledge

Hardworking

Intelligence

Communication

Competence

Creativity

Cooperation

Emotional stability

Mental overload

Attention

Judgment

Experience

Problem solving

Leader thinking

Perception

Professionalism

We can summarize the needed personal characteristics for the Software Architect in the

following manner:

HF FMEA = {Knowledge, Hardworking, Intelligence,

SoftwareArchitect

Communication, Competence, Creativity, Cooperation,
Emotional stability, Mental overload, Attention, Judgment,

Experience, Problem solving, Leader thinking, Perception,

Professionalism}
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Table 13 SHF-FMEA over the Software Architect Role

Process Function PO S Ve Ei?etstrgl)a(!f PO s ) i Human Factors Detection Method(s) Recommended Action(s)
Mode : Mechanism(s) of failure
Failure
. knowledge, Detached during SA being familiar with
SA is not completely aware . . . .
. ) hardworking, implementation; department policies,
of all project requirements; . . . L : .
. . . oo . intelligence, observation by TL or guidelines, instructions
Defining the . . The project is SA is not well familiar with . .
Problems/Failures in . . communication, colleague SA; noticed related to software
software . not developed the architecture; SA is not an .
. the architecture . competence, when the selected development; being
architecture as planed expert in the field (does not .. . . - .
. creativity, architecture is not familiar with the
have enough experience, . . NN
knowledge) cooperation; correctly fitted during organization's software
& emotionally stable | implementation architectural style
Derive the Training in principles and
requirements for the techniques for software
software Wrong requirements SA is not familiar with the Detected during development; Ensure all
. Improper ) . knowledge, L - .
architecture or not full and . . requirements; SA is not examination by the TL, the project's technological
.. architecture is . competence, . .
comprehensive list of . aware of the architecture . colleagues SA; during requirements are correctly
designed . communication . .
them details discussions gathered, understood and
properly translated for
production
Match t.h ¢ software SA is not familiar with all . . SA having more time to
and derived . . . Discovered during .
- Not correct matching; . requirements; SA chooses an | knowledge, . . . perform the selection; SA
requirements to the s Requirements . implementation; during .
. Impossibility to match . architecture that cannot competence, . being helped by the BA,;
chosen architecture are not satisfied e further design and . .
the components correspond to the communication . SA spending more time
components and . scheduling by SA or TL . .
) requirements with the documentation
interfaces
Ider.mf}./ the key Improper issue is The most knowledge, SA 1s not ent irely familiar . .
design issues for a . ) . . SA cannot spot correctly the with the project; SA has SA spending more time
selected(identified) as | important issue . competence, . ) .
successful . . main issue too many projects to for the particular project
a key design issue is not resolved overload
development manage
SA cannot find alternatives knowledge .
Generate . Wrong . £¢ When alternative is . .
. Alternative, . because he is not competence, SA having experience
alternatives and . architecture, or . . . nodded; In case the . .
. constraints are not L experienced with the attention, . with more architectures so
constraints for the no possibility . . selected architecture turns :
. generated . software technologies, judgment, . he can propose a solutions
architecture for variability . . out to be not effective
standards and regulations experience
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Wrong
selection of the

SA is not experienced in cost

Noticed when project is

SA having more practice

. Effectiveness and cost archltec_ture; and time calculations: SA problem §oly1ng, being examined by n budget planning, as well
Identify the The project leader thinking, manager or the selected as in other parts of the
. are not correctly cannot manage and . . . . .
requirements that runs out of . . intelligence, architecture is being software development
. calculated coordinate the technological .
are connected with budget; Not . knowledge checked by other SA or such as testing and
; services and staff -
the effectiveness good TL training
and cost performance
SA has no time to track Noticed later in the SA or colleagues keeping
. . overload,
Document, approve, L every single detail; Not all . development process; track of the changes; No
Documenting is Not all changes communication, . X .
and track all . changes have been reported; . When certain changes, are | changing without SA
. omitted are recorded . perception, L.
technological Changes happen without SA s missing from the approval and
communication . .
changes approval documentation documentation
. Risk evaluation | SA has not enough time; SA S.A sho‘uld‘be pel'*formmg
L SA has left the risk S . . overload, problem . his obligations himself; in
Preparing risk . . and mitigation | decides to delegate issue to . Records about the risk .
S . strategies to his . . solving, ) S a case of delegation should
mitigation strategies 18 not TL, who is not properly o evaluation and mitigation .
colleagues . communication be made a special plan
performed informed/prepared for that
how to act
SA is implying | SA has not taken enough
Be farmhgr \:Vlth the SA is not familiar decisions that time to mgke himself A, SA's work style can be SA should be working as a
organization's . L are not familiar with the . part of the team and the
with the organization . N hardworking, observed by the TL and L
software stvle following the organizations’ style and rofessionalism Manacer organizations and not
architectural style Y architectural rules; SA is neglecting rules p g taking alone decisions
style and proposing new ones
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4.2.1.5 Software Human Factors FMEA over the Software Developer role

Here the analysis of the Software Developer and the table with the human factors.

Table 14 Human Factors for the SD, extracted from the FMEA on the next page

Human Factors for the Software Developer
Hardworking
Knowledge
Persistence
Concentration
Intelligence
Attention
Competence
Personal overload
Dutifulness
Communication
Cooperation
Motivation
Achievement
Responsibility
Talkativeness
Coordination
Personal organization

The summarized personal characteristics for the Software Developer look like the following:

HF g%iirenevezoper = {Hardworking, Knowledge, Persistence, Concentration, 4.7)

Intelligence, Attention, Competence, Personal overload, Dutifulness,
Communication, Cooperation, Motivation, Achievement, Responsibility,

Talkativeness, Coordination, Personal organization}
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Table 15 SHF-FMEA over the Software Developer Role

Process Function Potential Failure Potential _Effect(s) of | Potential Cause(g) / Mechanism(s) Human Detection Method(s) Recommended Action(s)
Mode Failure of failure Factors
SD having good
The designed SD is not familiar with all Can be seen in the code — bugs | programming skills; SD
Designs different elements are not . requirements; SD has not tested; SD hardworking, or other problems; lack of sharing problems with
The produced code is | . . L . - 3 .
software correct or do not not fully operational is not asking questions in case of knowledge, fulfilled requirements will colleagues; SD being
components follow the yop problems; SD is not skilled in persistence show at later phase - testing; familiar with the
requirements programming language and logic quality control requirements and paying
attention to debugging
Approve software
only if sure that it is Neglect obligations Software is stated as SD.1s dlstractgd by somethu}g; SD . .
safe, meets the O . omits debugging; SD is having too . SD paying more attentions
. . like inspecting the approved and . . . concentration, | Bugs and problems can be seen :
specifications, has > . much work or too little time; SD is . ) to his work and
. code or checking if according to the ) ; knowledge, in the code; problems are . .
passed appropriate . . . not being concentrated; SD is not . . requirements; SD having
. all requirements are specification though ; . - intelligence spotted by testers, QA . .
tests, and is not a S, good skilled in programming and more time to look things up
. met 1tisn’t .
threat for the life or testing
the environment
Strive to fully . SD is not paying attentions to ' _ _
. Requirements are not | requirements and specification with attention, N . . . SD paying more attention
understand the Not attempting to . . . Obvious in meetings with TL; : s
. . all understood and the idea that TL will tell them what concentration, . . . to his obligations; SD
specifications for understand all . T ) ) o . obvious in case SD has to think N
. . specification is not to do; SD is omitting readying and competence, . . having time to perform an
software on which requirements - ) . . of a decision to a question . .
familiar to SD understanding the specification; SD overload in-depth analysis
they work . . .
has no time to read the specification
Ensp e adequatf: Proper testing and Documents are not SD is having to many obligations . SD having more time for all
testing, debugging, .2, | created and the . . Obvious that the documents are ) . .
. debugging is missing; . and have no time to perform this o . tasks; SD being motivated
and review of . proper testing and . overload not written; code is not good .
paper work is . . one; SD is bored to perform paper to make his paper work and
software and related : review of software is tested .
skipped work review of code
documents not performed
Maintain the . .
integrity of data, Not paying great . SD is not skilled at d?ta . . Lost integrity of data is hard to | SD being careful and
. - . Integrity of data may | management; SD omits duties to skills, . .
being sensitive to attention to data ’ . spot but when found difficult to | experienced at data
be lost manage data; SD is careless about knowledge
outdated or flawed management fix management
outdated or flawed occurrences
occurrences
Take responsibility
for detecting, Neglectin SD is bored and not motivated to SD having more time for
correcting, and glecting Errors and bugs are search for errors; SD has no time to concentration, | Not taking responsibility in his responsibilities; SD
. . obligations as bug o, . . .
reporting errors in detectine and not corrected and not | document each error; SD is pointing overload, front of TL; lack of errors being motivated in bug
software and & documented finger at the tester for looking and dutifulness report searching, fixing and

associated
documents

tracking

documenting the errors

documenting
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Integrating software

Components are put

SD is not skilled at the specific

;I(l)(t)‘gt/lel:rbz into Not correctly together correctly but | programming language; SD has not ﬁlggvi?c:’ Visible when trying to put all 3312111125 nsl]csre ;0 in
integrating all parts are not fully made sure his code will work with s parts together 8UCs; P y, &
components and operational those of his collcagues communication attentions to others’ code
units
ASSIgned fuillior part T SD s left outglde of SD is not social; SD has too much . . . SD trying to be more
time to participate in | Not participating in the team and is not . . . . communication, | SD is not attending team e .
roject team team activities sharing the team work; SD is not interested in cooperation meetings; team-building social; SD attending team
Ec tivities spirit communicating with others ’ ’ activities
Responsible for
contnbutm_g to o . . SD is careless in his work; does not . Easy to spot that SD's is not S.D being more careful in
overall project Not contributing to Specific deliverables . . . motivation, . . S his work; TL can find
L . . perform his duties; SD is not . effective and motivated in his . .
objectives and project activities are not performed . concentration different ways to stimulate
. motivated work . .
specific team the SD to give his best
deliverables
Participates with TL . SD has no Fl@e fOI"thIS o overload, TL is making all the work SD cooperating with the
. S Does not cooperate TL is left alone to do | responsibility; SD is not willing to . . . ; . . ) .
in application . . . achievement, himself; TL is not receiving TL; SD being motivated to
. with the TL all the documentation | do paper work; SD has no good .
documentation style at making such documents competence help from SD work together with the TL
. L . The code is full of SD is not a skilled developer; SD is knowledge, Bad code can be easily SD bglng more .
Designs, codes, and | Designing and coding | errors; bad 1 . : ) . . T experienced; SD working
builds the are not performed on | performance; not not familiar with the requirements; competence, discovered by inspection; Not better with colleagues; SD
application high level followin thc; SD does not consult with his intelligence, meeting the requirements is aving more attention, to his
PP & Wing colleagues or TL and works alone communication | also obvious in later checks paying
requirements work
.. . Not performing his QA is left out to test SD is not havmg time f(_)r h clping . . . SD working better with
Participates in code duties by testine and | by himself and with colleagues; SD is not willing to cooperation, Lack of desire to help is easy to colleagues and beine cager
reviews and testing reviewir}ll £ HZ help from SD help; SD has too much other communication | spot and difficult to tolerate to helg gcag
& P obligations P
. T . cooperation, . L.
Fixes bugs, defects, | Omits testing and Code is left without SDis not h aving time; thrlowmg responsibility, | Bugs in the code are found S.D being more p recise mn
and shortcomings bug fixin fixin, responsibility to QA; SD is not good knowledge during QA testin, his work; SD paying more
& & & & at bugs detecting and fixing g% £ & attentions to bug fixing
competence
Xﬁrelzvr:;lsl within Not beine friend] SD is not easy to SD is not friendly; prefer working social contact, | It is obvious in his lack of ngtg;l%etaesrogigi work
the defi nated and coo i rative Y work with and is not | alone; does not socialize with communication, | communication and Ii)n order to fulfill project
project §uidelines P a good team player colleagues talkativeness cooperation needs pro)
TL is left not notified | SD is believing it is in his authority Difficult to spot. may be seen
Notify the TL of an of the problems that to answer such questions; SD does competence Jater. when tkl:e ’robl}:a m SD should know his place
ox ec};e 4 difficul tiez Trying to resolve have occurred; SD is | not want to bother TL; SD is feeling coor(ri)ination’ beco}nes reall Il;i and in the team and always
P . problems on his own | making decisions that | proud and independent to manage . y D1g an . | inform TL in case of a
or issues arising organization eventually SD has to inform his

may not be of his
competence

with issues on his own, neglecting
teams procedure of informing

TL

major issue
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4.2.1.6 Software Human Factors FMEA over the Software Tester role

Here the analysis of the Software Tester and the table with the human factors.

Table 16 Human Factors for the ST, extracted from the SHF-FMEA on the next page

Human Factors for the Software Tester

Competence

Knowledge

Communication

Personal attitude

Motivation

Overload

Concentration

Understanding

Coordination

Too high self-confidence

Creativity

Imagination

Open minded

Self-organization

The summarized personal characteristics for the Software Tester look like the following:

HF FMEA

SoftwareTester

= {Competence, Knowledge, Communication,

Personal attitude, Motivation, Overload, Concentration,
Understanding, Coordination, Self-confidence, Creativity,

Imagination, Open minded, Self-organization}

(4.8)
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Table 17 SHF-FMEA over the Software Tester Role

. Potential Failure Potential Effect(s) of Potential Cause(s) / Mechanism(s) Human Detection .
Process Function . : Recommended Action(s)
Mode Failure of failure Factors Method(s)
. L More communication btw the
. Undiscovered problems, | Lack of communication btw the competence, . .

Work with the QA to . . . In meetings where team members that have this

. Missing tests and which on later step will Tester and the QA; Not able to agree knowledge, . L . . .
build a test strategy . .o the testing strategy obligation; Teaching seminars in

wrong test strategy cost very expensive to be | on the needed strategy; lack of communication,

and test plans

mitigated

knowledge about the needed testing

personal attitude

is discussed

order to get new knowledge in
the area

Discussions about

. mpeten: the test scripts and . . .
.. . . . Lack of knowledge which leads to competence, pts Discussions with the TL;
Designing and . Inefficient testing which . . . . knowledge, cases; Inspections . .
. . False test scripts and . . incomplete and inefficient testing; Enough time for testing;
implementing the test ends with undiscovered . . personal from the TL; Later . o
. test cases Lack of time for full testing; Lack of . Seminars and motivation from
scripts and test cases problems . attitude, when the
motivation . L the TL
motivation application is not
working as expected
Being careful and performing
. . Some steps in this There are steps in the Detected when the test on each functional part in
Functional analysis of . . . . . . .
functional analysis are functional analysis left The Tester has not time to test overload, software is not the concrete environment; The
the software . . g . . . ..
anplication in the not identified correctly | untested and this may everything; He has not prepared a competence, working as expected | ST expanding his view to
PP . or omitted during lead to some wrong functional testing strategy concentration in the real predict what may go wrong and
actual environment . . . . :
testing functionality or errors environment perform the necessary testing
steps
. . . Detected later on . .
Design, specification . The software cannot be Not enough knowledge and Paying more attention and more
: . Wrong specified test . . overload, when problems . S
and implementation of . correctly tested; not all experience with the needed ro . time for designing the
. environment and test- . . . . competence, occur; it is possible .
the test environment problems are discovered | techniques; Wrong identified test- environment and the data-sets;
data o . ) knowledge that some errors o .
and the test-data and mitigated data; Little time . Additional learning
stay undiscovered
Paying great attention to
nderstanding of th lopmen il 11
Understanding of the In the ready for The ST does not have a good developme Fdeta s as well as to
software development | The T does not . . . the network infrastructure
. installation program may | understanding of software Observed when the
process, of the understand in depth the h . .
. not be considered some development; May be : not attending knowledge, software is not
operating system and development process or | .. . . L . e . 4 .
limitations implied by team meetings; be unfamiliar with understanding, | proceeding properly
the network the complete . - .
infrastructure that are architecture of the used the network or by some network architecture; be unfamiliar coordination and cannot be
specifics of the software | with the architecture on which the deployed

used for deployment of
the software

network

design

software is build
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Execute the tests,
document the results
and maintain the
records

Wrong tests, wrong
results and lack of
documentation of the
whole process

Undiscovered failures in
the software; lack of
documentation that could
be used in the next
testing process

Not enough knowledge how to build
the tests; Lack of time and desire to
write a documentation

knowledge,
overload,
motivation

Detected on
meetings when
discussing the
testing progress and
the documentation;
Detected later on
when evaluating the
results.

The ST have to pay more
attention in the testing and
documenting process; Has to put
more effort in achieving the
software goals

Be familiar with
similar type of

ST is not well familiar

ST cannot use experience
from similar projects and

ST has no time to search for other
similar solutions with ready testing

overload, too

Difficult to
discover, but the
problems come on

Analysis of common systems in
the field that can be used as

softwarez its . with other software it is possible that he process and prefers to build it on his e later step when basis for the current testing
complexity and typical | products of the type . confidence .
. g oversees some problems | own, but conducts failures evaluating the process
functionality .
testing process
Being familiar with th T is not learning n hni . .
eing familiar with the . STis Ot. carnmg new techniques . Can be discovered ST should be constantly looking

latest standards, tools ST is not constantly New standards or due to being old fashioned or creative, . .

L . . L . . . only other for new information and new
and methods that can enriching his methods may be new for | unmotivated; T is missing new items imagination,

be used in the testing
process

knowledge in the area

him

and tools that will make his work
easier

open minded

colleagues criticize
his work

ideas in order to use the most
trendy solutions

Threats, defects may

ST is not having time to perform

Lack of written

More control over the ST’s

Perform defect ST is not continuousl . . . verloa .
. . y remain undetected or new defects search; T is postponing overio fi’ reports, defect obligations so that he performs

tracking, status tracking the current . . . organization, . .

. .\ untraced in the tasks for tracking and reporting due . tracking and defect tracking and status
reporting and auditing | software system . . . ; motivation L2 . .

documentation reporting | to not being motivated auditing is obvious | reporting
. L Observed with the

. . . . ST is not having time to perform the o

Retesting after fixing ST is not performing . . overload, occurrence of new Control and motivation over the
. New failures retesting or he does not have the . - .

problems retesting, or only a part motivation problems in the testing team

desire to do that

software
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4.2.1.7 Software Human Factors FMEA over the Software Quality Engineer role

Here the analysis of the Software Quality Engineer and the table with the human factors.

Table 18 Human Factors for the SQE, extracted from the SHF-FMEA on the next page

Human Factors for the Software Quality Engineer
Overload
Coordination
Communication
Competence
Knowledge
Over self-confidence
Planning
Attention
Intelligence
Understanding
Patience
Friendliness
Concentration
Professionalism
Cooperation

The summarized personal characteristics for the Software Quality Engineer look like the
following:

FMEA _ oo o
HF gy iareouatityingineer — 1OVverload, Coordination, Communication, (4.9)

Competence, Knowledge, Self-confidence, Planning,
Attention, Intelligence, Understanding, Patience,

Friendliness, Concentration, Professionalism, Cooperation}
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Table 19 SHF-FMEA over the Software Quality Engineer Role

Process Function Potential Failure Potential _Effect(s) of PotenFlaI Cause(s_)/ Human Detection Method(s) Recommended Action(s)
Mode Failure Mechanism(s) of failure Factors
Plannmg apd . The test regime is being QE is having too much obligations; overload, QE haymg more time for
implementing a Planning and . . . his duties; QE being helped
. . . developed after the code QE is not being helped by ST and coordination, Lack of performed test . .
product testing implementation of the . . . . . - S and monitored by SA or TL;
. . . . has been written and this | Architect for the project communication, | cases is obvious in the . : .
regime during the testing scenarios are not . . QE being skilled in
affects the whole requirements; QE does not have competence, number of bugs . . .
development and performed . planning and implementing
. development process enough experience knowledge . .
construction process of testing regimes
Respons1ble for Not tak{ng. Bad atmosphere in the QE not jcu.imnt?ng his rplstakes; QE self-confidence, QE being able to admit
guaranteeing a responsibility and . ) not familiar with all his Can be seen at team . .
. e team due to QE’s desire g competence, . being wrong and taking
quality level for the pointing finger at the oo obligations; QE not able to plan all . meetings s .
4 not to take responsibility . planning responsibility for his work
end client development team needed actions
Understand the QE is not familiar with
requirements of the Not all requirements are requirements due to not attending coordination, QE making effort to be
project's Not all requirements checked, tested and team meetings; not reading attention, Can be seen at a later familiar with requirements;
technological scope, | (functionality and inspected, resulting in specification; not checking what is intelligence, phase by testers; or paying attention when being
its required quality) are met product being not fully written and interpreting it on his knowledge, even users explained about details,
functionality and operational like specified own; not getting proper understanding value of project
quality grade explanations
Assuring the needed L . Parts of the development QE is really pressed by the time; Lack .Of propet .quahty Better schedule of all
. Time is pressing the . . . . . overloaded, level is visible in .
level of quality in are left not inspected in QE is not being patient to perform . . properties; all team
team so some tests are . . . patience, testing as well as on a . .
the completed . depth, hidden bugs may each test again and again; The code . members working according
. omitted . ) > coordination later phase by the .
objectives have remained is not well introduced by SDs . it; Better control by the TL
user/client
QE being more social and
providing better work
Works with the Can be seen when the atmosphere in team; QE
Business Analyst Not good The produced tests are not | QE is not social and is not project is not meeting carefully reading and
and the Software communication with useful and do not meet communicating with colleagues; friendliness, the client requirements; | examining requirements
Architect to convert | BA and SA; project level and details; QE is pretending to know all and coordination, The communication when transforming them to
the requirements and | Requirements are not The project is not makes tests and analyses on his communication, | level in the team is not | test cases
design documents good transformed into correctly tested and not all | own; QE not being familiar with competence good and the
into a set of testing test cases and scripts client needs are satisfied the requirements atmosphere is not
cases and scripts productive
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Performs random

Not performing random

QE making all diversity of
tests so he can spot the bug

testing of all . . QE does not have time for this overload, Can be discovered or or at least the situation in
testing and relying only | A random bug may not be . . L
components to check on the testers found testing; QE does not know how to knowledge, not, depending on how | which it may show up
again for errors in perform this random testing competence random the bug is
the system
Measurement and The performance of the QE has no time to measure quality overload Bad performance can
quantification of the | Not making perie due to bad schedule; QE may not > be seen later, when the | QE having time and skills
. solution is not measured o . knowledge, S .
completed solution performance tests . be familiar with the tests for solution is brought to for performance testing
and could be quite low competence .
performance performance the clients
Be familiar with the
organization's . . . .
software QE is not familiar with | QE's way of testing and QE is not introduced to the specific . Can ].je seen ifhe is not | QE should b_e given time to
. S . . . coordination, keeping the become familiar with the
architectural style, organization testing documenting does not working style; QE has problems to o L .
. - T . knowledge, organization’s rules or | organization’s testing
departmental testing | policies and software meet the organization’s work according to the . . ) .
. . . . S . competence practices and is making | practices and development
policies, criteria, strategies expectation organization’s politics - .
decisions on his own style
strategy and
procedures
The work of QE is not QE is not paying attention to the - QE shoulq folllovi/ project
. . . . latest standards and technologies Obvious in his work; and organization’s politics
. - . Not familiar with the compliant with standards : . . . ..
Being familiar with . due to the fact that he is not concentration, | can be observed his for making decisions,
needed standards and and technologies; does not .- . . . . . o ;
the latest standards . . S familiar with them or he does not professionalism | way of making things should be familiar with new
testing technologies follow organization’s . . - .
olitics agree with them and has other and taking decisions designs and standards,
P point of view associated to the project
Provide advice and . , QE does not have time for such overload, Can be observed in the
- . . o Those looking for QE’s ) . everyday QE should be ready to
guidance on quality- | QE is not providing . questions; QE is not a helpful character, L . :
: help are left with ) . . communication and discuss and help his
issues when and proper help when asked . person and is avoiding communication, . ) o
questions L ) . cooperation process colleagues; Team building
where needed communicating with colleagues cooperation
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4.3 Summary over the Software Human Factors FMEA

We have conducted the innovative adoption of the FMEA as Software Human Factor FMEA
in a strictly analytical way over the responsibilities of the software development team
members, explained in Chapter 3, and were able to find out all different human features that
stay behind the different failures or potential problems in the software development process.
Here we will show once again all the factors for the different roles and after this we will put
them together in order to gain the full list of human factors critical for the software
engineering process.
(4.10)

HF gﬂngefleger = {Coordination, Self-management, Stress, Competence, Knowledge,

Effectiveness, Concentration, Communication, Self-development,
Liberalism, Control, Egoism, Confidence, Organization}

FMEA : o . o
HF Joumieader = {Hardworking, Knowledge, Communication, Attention, Conscientiousness,

Leader skills, Mental overload, Competence, Experience, Technical
understanding, Planning skills, Monitoring, Appreciation, Cooperation,
Fear, Management}

HFBMEA anatyst — \Untelligence, Knowledge, Work overload, Concentration, Analysis

skills, Competence, Communication, Planning, Openness}

HF §§}jﬁ,€ renmireet = (Knowledge, Hardworking, Intelligence, Communication, Competence,

Creativity, Cooperation, Emotional stability, Mental overload, Attention,
Judgment, Experience, Problem solving, Leader thinking, Perception,
Professionalism}

HF §j4ﬁf;;,em,ope, = {Hardworking, Knowledge, Persistence, Concentration, Intelligence,

Attention, Competence, Personal overload, Dutifulness, Communication,
Cooperation, Motivation, Achievement, Responsibility, Talkativeness,
Coordination, Personal organization}

HF 53%,,%,6, = {Competence, Knowledge, Communication, Personal attitude,

Motivation, Overload, Concentration, Understanding, Coordination, Self-
confidence, Creativity, Imagination, Open minded, Self-organization}

FMEA _ .. ..
HF sy pvarcouiinvinginer = 10verload, Coordination, Communication, Competence, Knowledge,

Self-confidence, Planning, Attention, Intelligence, Understanding,
Patience, Friendliness, Concentration, Professionalism, Cooperation}

Summarizing these factors into one with the help of the following formula:

FMEA _ FMEA FMEA FMEA
HF SoftwareProcess {HF ProjectManager > HF TeamLeader > HF BusinessAnalyst > (41 1)
FMEA FMEA FMEA FMEA
HF SoftwareArchitect HF SoftwareDeveloper HF SoftwareTester > HF SoftwareQualityEngineer }
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and after merging them and taking out the repeated ones we have ended with the following
list of human factors or characteristics that influence the software development performance.

1. Coordination 25. Cooperation

2. Self-management 26. Fear

3. Mental Overload=Stress 27. Management skills
4. Competence 28. Intelligence

5. Knowledge 29. Analysis skills

6. Effectiveness 30. Openness

7. Concentration 31. Creativity

8. Communication 32. Emotional stability
9. Self-Development 33. Judgment

10. Liberalism 34. Problem solving ability
11. Control delegation 35. Perception

12. Selfish=Egoism 36. Professionalism
13. Over self-confident 37. Persistence

14. Self-organization 38. Dutifulness

15. Hardworking 39. Motivation

16. Attention 40. Achievement

17. Conscientiousness 41. Responsibility

18. Leader skills 42. Talkativeness

19. Experience 43. Personal attitude
20. Personal grow 44. Technical understanding
21. Understanding ability 45. Imagination

22. Planning skills 46. Patience

23. Observing ability 47. Friendliness

24. Appreciation

Having all the critical human factors for the software process we were faced with a new
problem. How can we measure these traits and how can we examine a person in order to be
able to understand which features does he posses and into which extent so that we can find out
how they influence his work performance.

We will manage with this challenge in the next two chapters. First we will adopt a well-

known psychological method in order to measure the personal features and then a special
statistical method in order to find out how they influence the individuals’ performance.
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5 Chapter — Definition and Evaluation of the IT Human
Factors

In the previous chapter was introduced the big number of human factors for the software
development team members gathered by the adopted FMEA analytical approach. Here we had
the challenge to find out how we can measure these human factors in a way that we can find
the connection between the factors and the individual performance. After long research we
have decided to adopt the ‘’Big Five’’ theory, very widely used in the recruitment and
personnel selection process, in order to be able to evaluate all these factors and to find the
connection with the individual’ performance. Adopting this method for our need we were able
to measure the specific personal traits and the personal productivity and we are using this
information in the next chapter in order to discover the dependence between the human
characteristics and the productivity.

5.1 The five personal features

The Big Five model is a comprehensive, data-driven approach that evaluates five different
compound personal traits in order to build a complete psychological profile. The five factors
were discovered and formulated by several independent researchers and had a long maturing
process, summarized by Digman (Digman 1990).

The first idea about analyzing the human personality came in the beginning of the 20-th
century from McDougall (McDougall 1932) but the first version of the model was proposed
by Ernest Tupes and Raymond Cristal in 1961 (Tupes & Cristal 1961). Anyway this proposal
reaches the academic audience twenty years later and in this time there were already other
scientific papers proposing similar ideas. In 1990 Digman emerges the five factor model and
few years later Goldberg refines it to the highest level (Goldberg 1993). The interesting point
in the history of the Big Five is that the personal features were discovered from the different
scientists to be the same, and although that there are some differences all come to the decision
that particularly these five features with their facets (John, Robins & Pervin 2008) describe
the human behavior in the best way. The Big Five traits are also referred to as the "Five
Factor Model" or FFM (Costa & McCrae 1992) and as the Global Factors of personality
(Russell & Karol 1994). The Big Five factors are Openness, Conscientiousness, Extroversion,
Agreeableness and Neuroticism (OCEAN). Sometimes the neuroticism element is called
Emotional Stability as well the openness factor is named Intellect. Here we give short
explanation of these traits.

Openness to experience / Intelligence
(inventive / curious vs. cautious / conservative)

Openness, in some places named also Intelligence is the ability of the people to accept and to
search for new ideas, knowledge, experience and so on. It describes the originality and
complexity of an individual and distinguishes the imaginative from the down-to-earth people.
(John, Robins & Pervin 2008) Such persons are ready for new experience, intellectually
searching and impressed by art. People with low levels of openness are traditional and have
conventional understandings.
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Conscientiousness
(efficient / organized vs. easy-going / careless)

This is a feature that expresses self-discipline and determination and desire for achievement.
It expresses an intention to behave in a planned matter, goal-directed and thinking before
acting. Such people follow norms and rules, they are always on time, study hard and give
their best in the job. They are not impulsive and show high values of thoughtfulness. (John,
Robins & Pervin 2008) Low levels of conscientiousness mean unorganized people, that don’t
really care how they are performing in their job and don’t feel responsible for their actions.

Extroversion
(outgoing / energetic vs. shy / withdrawn)

Extroversion can be described by positive emotions, desire to seek for stimulations and
company of others. It is an energetic and positive attitude to the world and is described with
features like: sociability, activity, assertiveness, and positive emotionality. For these people it
is easy to approach strangers, to introduce themselves, to be the leader and the centre of a
company. (John, Robins & Pervin 2008) When being around people they like to talk, put
themselves forward and keep the attention. Introverts lack the social cheerfulness and activity
levels of the extroverts. They tend to be quiet and less interested in the social world.

Agreeableness
(friendly / compassionate vs. competitive / outspoken )

This feature is expressed in compassionate and cooperative behavior. It shows a pro-social
and communal orientation toward others and can be described with traits like: altruism,
tender-mindedness, trust and modesty. (John, Robins & Pervin 2008) This characteristic is
very important for the social harmony and understanding. Such people are generous, kind,
friendly, caring, cooperative and ready to compromise their own interests. People with low
level of agreeableness put first their own-interest and show features like: suspicion,
unfriendliness and uncooperativeness.

Neuroticism
( sensitive / nervous vs. control / confident)

Neuroticism is characterized with the propensity to negative emotions like anger, nervousness
and depression. It contrasts emotional stability and is expressed with emotions like: feeling
anxious, nervous, sad, and tense. (John, Robins & Pervin 2008) People with high score of
neuroticism tend to accept ordinary situations as threading and small obstacles as hopelessly
difficult. They are in negative emotional states for long time and this influences their working
process. Persons with low neuroticism are not so easily disturbed and emotionally stable.

We are introducing here a table with three different approaches for the Big Five and their
facets, summarized by Oliver John and his colleagues in their book: (John, Robins & Pervin
2008). These facets bring additional understanding for the big five traits and will help us on
the next step when matching the discovered software human factors to the Big Five.
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Table 20 Defining Facets for the Big Five Trait Domains (John, Robins & Pervin 2008)

Lexical facets (Saucier &
Ostendorf 1999)

NEO-PI-R facets (Costa &
McCrae 1992)

CPI-Big Five facets (Soto &
John 2008)

Extraversion (E) facets
E Sociability
E Assertiveness

E Activity/Adventurousness
E Unrestrained

E Gregariousness

E Assertiveness

E Activity

E Excitement-Seeking
E Positive emotions

E Gregariousness
E Assertiveness/Leadership

[O Adventurousness]
E Social Confidence vs. Anxiety

[A Warmth/Affection] E Warmth
Agreeableness (A) facets
A Warmth/Affection [E Warmth]
A Modesty/Humility A Modesty A Modesty vs. Narcissism
A Trust A Trust vs. Suspicion
A Generosity A Tender-Mindedness A Empathy/Sympathy
A Gentleness A Altruism
A Compliance
A Straightforwardness
Conscientiousness (C) facets
C Orderliness C Order C Orderliness

C Industriousness
C Reliability
C Decisiveness

[O Perceptiveness]

C Achievement Striving
C Dutifulness

C Self-Discipline
C Competence
C Deliberation

C Industriousness

C Self-Discipline

Neuroticism (N) facets
N Insecurity

N Emotionality

N Irritability

N Anxiety

N Angry Hostility
N Depression

N Self-Consciousness
N Vulnerability
N Impulsiveness

N Anxiety

N Irritability

N Depression

N Rumination—Compulsiveness
[E Social Confidence vs.
Anxiety]

Openness (O) facets
O Intellect

O Imagination/Creativity

O Perceptiveness

O Ideas
O Aesthetics
O Fantasy

O Actions
O Feelings
O Values

O Intellectualism
O Idealism

O Adventurousness

“’Some facets (e.g., CPI Adventurousness) are listed once under their primary Big Five
domain (e.g., Openness) and again in brackets under another Big Five domain if their best-
matching facet appears there (e.g., next to NEO Excitement-Seeking, which is an
Extraversion facet on the NEO-PI-R but also has a substantial secondary correlation with
Openness).”” (John, Robins & Pervin 2008) In (John, Robins & Pervin 2008) - table 4.4 can
be observed another detailed list with the Central Trait Adjectives for the Five Factors.
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5.2. Matching between the Big Five traits and the IT Human Factors

The Big Five Trait Domain that we are adopting in our method is the NEO-PI-R, as with its
30 facets is the most comprehensive one. Based on the analysis from chapters 2, 3 and 4 we
have found the personal competencies and the special human factors that influence the
individuals’ performance. Having these critical human factors for the software process we
were faced with the problem: how can we measure them? For this purpose we have used the
following matching between the critical human factors and the Big-Five psychological traits.
This matching helps us to evaluate the human traits and in this way to observe the dependence
between them and the performance.

In the following part we will show the matching between the human factors that we have
found and the Big Five traits.

Table 21 Matching between the Big Five traits and the Software Human Factors

NEO-PI-R facets (Costa & McCrae
1992)

Human Factors important for the
software development process

Extraversion (E) facets
E Gregariousness
E Assertiveness

Communication
Selfish=Egoism
Over self-confident

E Activity Leader skills

E Excitement-Seeking Management skills

E Positive emotions Talkativeness

E Warmth Judgement

Agreeableness (A) facets Liberalism

A Modesty Appreciation

A Trust Cooperation

A Tender-Mindedness Problem solving

A Compliance Perception

A Straightforwardness Persistence (by low A)
Friendliness

Conscientiousness (C) facets Coordination

C Order
C Achievement Striving

Self-management/ organization
Control delegation

C Dutifulness Effectiveness

C Self-Discipline Hardworking

C Competence Attention

C Deliberation Planning skills
Professionalism
Dutifulness
Achievement
Responsibility

Neuroticism (N) facets Mental Overload; Stress

N Anxiety Concentration

N Angry Hostility Fear

N Depression

N Self-Consciousness
N Vulnerability

N Impulsiveness

Emotional stability
Personal attitude
Patience

Openness (O) facets
O Ideas

O Aesthetics

O Fantasy

O Actions

O Feelings

O Values

Self-development
Personal growth
Understanding ability
Observing ability
Intelligence

Analysis skills
Creativity
Imagination
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After the matching process was over we have found few additional features that don’t pass
into the Big Five traits and we have decided to include them as additional factors. These are
the Experience and the Motivation.

Under Experience we have the following sub-traits: - competence; - knowledge and -
technical understanding.

As the values for the Big Five are in percentage, we have decided also to use percentage for
the additional factors. In order to estimate the value of the Motivation we have used special
questions, shown in table 24 and have evaluated them in the same manner like the Big Five
test. For evaluation of the Experience we have taken a 20 years basis for 100% and we have
calculated the values based on that.

The last and the most important factor that we have evaluated and that is for us the end goal
was the Performance. In order to evaluate it we have used again several sources: first the own
evaluation, then this of the supervising personnel/manager and last but not least the evaluation
of the colleagues. In this manner we were able to calculate the value of the
Performance/Productiveness also in percentage of the managed work per month. So we can
summarize the seven factors that we decided to investigate in connection with the individual
performance, and they are:

1. Openness
Conscientiousness

Extroversion

Neuroticism

2

3

4. Agreeableness
5

6. Experience
7

Motivation

5.3 The evaluation test

In order to measure the listed above seven personal characteristics we have adopted the Big
Five questions and have added additional ones in order to evaluate the other two factors and
also the approximate performance.

First we will have a look over the standard questions, shown in the following Table 22 and
then we will take a look over the additional ones.

The table shows all positive and negative questions for the Big Five traits. The questions are

taken from an on-line pool for scientific collaboration ‘’International Personality Item Pool*
(International Personality Item Pool 1997).
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Table 22 Big Five Questions (International Personality Item Pool 1997)

Positive Questions Negative Questions

Extraversion

I am the life of the party. Don't talk a lot.

Feel comfortable around people. Keep in the background.

Start conversations. Have little to say.

Talk to a lot of different people at parties. Don't like to draw attention to myself.
Don't mind being the center of attention. I am quiet around strangers.
Agreeableness

I am interested in people. I am not really interested in others.
Sympathize with others' feelings. Insult people.

Have a soft heart. I am not interested in other people's problems.
Take time out for others. Feel little concern for others.

Feel others' emotions.

Make people feel at ease.

Conscientiousness

I am always prepared. Leave my belongings around.

Pay attention to details. Make a mess of things.

Get chores done right away. Often forget to put things back in their proper
place.

Like order. Shirk my duties.

Follow a schedule.

I am exacting in my work.

Emotional Stability

Am relaxed most of the time. Get stressed out easily.

Seldom feel blue. Worry about things.

I am easily disturbed.

Get upset casily.

Change my mood a lot.

Have frequent mood swings.

Get irritated easily.

Often feel blue.
Openness/Intelligence
Have a rich vocabulary. Have difficulty understanding abstract ideas.
Have a vivid imagination. I am not interested in abstract ideas.
Have excellent ideas. Do not have a good imagination.

I am quick to understand things.

Use difficult words.

Spend time reflecting on things.

I am full of ideas.

We can see that we have 10 questions pro Factor and they can be categorized into positive or
negative one. Every question has 5 possibilities for an answer: Very Inaccurate, Moderately
Inaccurate, Neither Inaccurate nor Accurate, Moderately Accurate, Very Accurate. Depending
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on the question type — positive or negative - from 1 to 5 points are given. The table for the

evaluation looks like this:

Table 23 Points for the different answers

Answer Points for

statement
Positive | Negative

Very Inaccurate 1 5

Moderately Inaccurate 2 4

Neither Inaccurate nor Accurate 3 3

Moderately Accurate 4 2

Very Accurate 5 1

Having the standard Big Five questions, let us take a look now over the additional ones. They
are listed in the table below and are taken from a position paper about the Behavior-based
Assessment (Smolders et al. 2009) and help us to evaluate the Motivation and Experience

factors.
Table 24 Additional questions for ,Experience and Motivation‘ (Smolders et al. 2009)
Questions for the factors Experience and Motivation
Motivation Experience

You feel the goals you are supposed to achieve are
realistic and attainable?

What is your current working position?

Feedback from your manager/supervisor is clear
and directed at improving your performance?

What is your age?

Your job is both interesting and challenging?

How many years have you worked at your
current position?

You feel that your current salary motivates you to
perform?

The advancement and growth opportunity within
the organization motivates you to perform better?

You receive recognition for your achievements
from your manager/supervisor?

You receive ongoing training to improve your
ability and skills?

Your manager/supervisor lets you take
responsibility for the tasks you perform?
Your current performance appraisal system

motivates you to achieve your goals and improve
your performance?

The additional questions about Motivation are answered like the previous ones, like shown in
table 23 and the questions about Experience are being answered with plain explanation text.
The questions in their actual form in the test were randomized and this is due to the fact that if
answered one after the other from a particular type, they tend to seem the same and a person
can simply copy the previous statement without thinking on the current one.

There is one more very important question that was included in the test and this is: With what
percentage would you estimate your everyday performance? As already said in order to
measure this, we have used the personal evaluation and this from the supervising head and
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from the colleagues for each examined person. In addition to the self-estimation we have
asked separately the supervisors/managers and the colleagues how they will evaluate the work
of the examined person in succeeded amount of work per month. Having all these questions
we were able to build our test and to distribute it around different software companies. We
have used an online platform (Zoho Challenge 2010), so that it was easy to access, fill and
evaluate.

We have distributed the questionnaire in five companies and from 200 participants we have
gained 73 usefully filled tests. Then we have summarized the data (as there were a lot of tests
that had identical results) and we have presented it in the following Table 25.

The people that fulfilled the test were between 26 and 55 years old with different experience
on the current position (20 years=100%). The number of the people according to the positions
that they have looks like follows:

Project Manager - 6
Business Analyst - 10
Software Architect - 10
Team Leader - 10
Software Developer - 15
Quality Engineer - 10
Software Tester — 12

Table 25 Summarized data from the test-results

Perform Conscien Agreea Emotional

ance Motivati | tiousness | Opennes | bleness | Experien | Extravers | stability

[%0] on[%] | [%] s [%0] [%6] | ce [%] ion [%0] [%0]
46 30 36 58 40 20 46 78
47 34 36 60 42 7.5 50 64
49 40 38 66 44 15 44 68
53 50 40 68 100 5 60 88
58 46 46 68 46 35 60 66
61 56 42 98 48 100 86 66
62 58 48 70 98 10 90 94
64 52 44 72 50 10 58 66
64 54 90 96 96 5 54 76
66 55 44 72 52 25 58 84
69 60 50 96 54 50 60 88
70 60 50 94 94 5 74 64
72 61 52 74 56 12.5 78 60
73 62 88 74 92 10 54 72
76 66 54 94 58 10 56 68
78 64 56 78 60 5 58 78
79 68 86 78 62 15 28 52
80 78 84 92 64 40 42 82
81 75 58 80 90 15 50 70
83 70 60 82 66 25 56 66
84 80 62 82 88 7.5 60 68
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85 72 82 92 68 50 64 78
87 82 64 88 86 35 72 84
89 85 66 82 70 10 76 86
90 90 68 90 84 20 84 60
91 95 70 86 72 40 88 66
92 88 72 86 74 12.5 52 82
93 93 74 84 76 35 72 68
93 98 76 90 82 50 56 86
94 99 78 88 80 50 60 80
95 100 80 84 78 65 60 98

Having the full data we were able to commit correlation analysis with the main goal finding
the connection between Performance and the 7 personal traits (Georgieva et al, 2010 e). This
analysis can be seen below.

Table 26 Correlation Analysis

Motivation

Conscient.

Openness

Agreeab.

Experience

Extravers.

Emot.stab.

Performance

0.968941

0.721512

0.598376 | O

416717

0.251489

0.194627

0.128402

We will use these results in order to choose the factors for building our predictive
mathematical model in the next chapter.

5.4 Summary over the definition & evaluation of the IT Human Factors

We have introduced the well-known Big Five theory in order to match the already discovered
Software/IT Human Factors to the five factors and to measure them in this way. Adding two
new traits to the basic ones gave us the possibility to cover the complexity of the critical
human factors for the software process and to evaluate them. The factors that we have
examined are listed below:

1.

NS kR

Openness

Conscientiousness

Extroversion

Agreeableness

Neuroticism
Experience

Motivation

and we can summarize

BigFiveHFFMEA

SoftwareProcess *

. BigFive (HF £ME4

SoftwareProcess )

= {Openness, Conscientiousness, Extroversion, Agreeableness,

Neuroticism, Experience, Motivation}
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This transformation of role-based human factor to a list of seven characteristics is visualized
in the following figure.

Having the test ready we have used an on-line platform to distribute it between different
software companies and after this to evaluate the results. Analyzing them we have found the
correlation between the Performance and the other seven factors and we were able to observe
that the biggest correlation values are for the traits: Motivation; Conscientiousness;
Openness and Agreeableness.

HFZE o vire = \Hardworking, Knowledge, Persistence, Concentration, Intelligence,
Attention, Compatence, Personal overioad, Dutifiiness, Communication,

Cooperation, Motivation, Achlevement Responsiblilty, Talkatveness, S8

Coordination, Personal organkation) ==

T g

HFZSE e = {Competence, Knowledge, Communication, Persomal attitude, %E

Mothvation, Overload, Concenzration, Understanding, Coordination, Self-
confidence, Creativity, Imagination, Open minded, Self-organkation}

., -, FMEA
HFQE:--Q._-L-,&,W.. = {Overivad Coordination, Communicarion, Competence, eval(BigFive) HF Sofhram?mcess
Enowledge,  Selfcomfidence,  Plamning,  Anenvion,  Intelligence,
Understeamding, Patience, Friendiimess, Concentration, Professionalim,
Cooperation}

HF FMEA
SoftwareProcess
BigFive [T g?ﬁ‘f o
HF 5t tueger = { Coordmation, Self- management, Stress, Competence, Know ledge, ojtwarelrocess
Effectiveness, Concentration, Communication, Self-development,
Liberalizm, Control, Egoism, Confidence, Organization} \
1. Openness
HFZE ... = {Hardworking, Knowledge, Communication, Aftention, Conscienfiousness,
Leader skills, Mental overioad Competence, Experience, Technical > 2. Conscientiousness
understanding, Planning skills, Monitoring, Appreciation, Cooperation,
Foer, Maagomenty 3. Extroversion
HEEE, . = {Intelligence, Knowledze, Work overload Concentration, Analysis / 4. Agree ableness
skills, Competence, Communication, Planning, Openness} )
i ) . 5. Neuroticism
HF 35 esiees = {Knowledge, Hordworking, Intelligence, Communication, Competence,
Creativity, Cocperation. Emotional stability, Mental overload Anention, 6. Expf:riem:e
Judgment, Experience, Froblem solving, Leader thinking, Perception,
Professionalism} / 7. Motivation

{ Motivation, Conscientiousness,

Openness, Agreeableness }

Figure 26 Mapping of role-based human factors to Big-Five and their industrial evaluation

That could be summarized as

I(BigFi o o
eval(Bighive) e 52}5;,6,,,068” = { Motivation, Conscientiousness, Openness, Agreeableness }

These four personal characteristics are playing the main role in the process of model
development for the IT human resources performance prediction.
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6 Chapter — Development of the model for IT human
performance prediction

The objective of the thesis is to develop a model that is able to evaluate, model and
prognosticate the employees’ performance. In order to achieve this we needed first to look for
eventually existing solutions (Chapter 2) and to analyze the software process itself and its
organization in the form of software teams (Chapter 3) with special roles. We had to analyze
these roles (Chapter 4) in order to find the most important human features that influence the
software process and to find a method that can describe the relationship between the already
discovered software human factors and the way that they influence the employees’
productiveness (Chapter 5).

As consequence we needed a method that with a defined number of trials and using the gained
data from the previous chapters will give us maximum information about the mathematical
dependence that we are looking for. A method that can prove that this dependence is correct
and can describe it with a mathematical model. In the present chapter we will describe the
development of the model for IT human performance prediction and we will end with the
desired mathematical model that describes the connection between the special psychological
traits and the performance. In the next chapter 7 we will experimentally prove its
effectiveness and correctness.

6.1. Experimental design for the need of the IT human performance
prediction

Looking for a method that can be applied for the development of the desired mathematical
model we had to meet some restrictions:

e We had limited amount of gained data from the IT personnel.

e We had to develop the model with a minimum of experiments (because of the limited
data).

e We had to find the connection between the selected personal features and the software
productivity.

Having this in mind we have chosen to adopt the Design of Experiment because of the
following advantages (Shivhare & McCreath 2010):

e “’gain maximum information from a specified number of experiments;
e study effects individually by varying all operating parameters simultaneously;
e take account of variability in experiments or processes themselves;

e characterize acceptable ranges of key and critical process parameters contributing to
identification of a design space, which helps to provide an “assurance of quality.”
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We are focusing on experimentation run in the laboratory or on a piece of paper aimed at
quantifying the effect of one or more variables over a certain end effect or end parameter.
Thus we apply the techniques of Experimental Design and Analysis (founded over 80 years
ago by Sir Ronald Fisher). The experiments supported by this technique aim to quantify the
effect of qualitative variables over one particular end variable/product/effect that can be
separately quantitatively measured.

We can visualize the process as a combination of different factors (controllable or not) that
transform the input into some output with special characteristics.

Here is a short explanation of the steps in the chosen method (Montgomery 2008):
I. Recognition of and statement of the problem

First we have to formulate the problem that we want to resolve, we have to understand its
nature and to find all different factors that influence it. A clear statement of the problem often
contributes substantially to better understanding of the phenomenon being studied and the
final solution.

I1. Pre-planning of the Experiment

1. Choice of factors, levels and range.
We have to choose the input factors that we are going to analyze later, that are
important for our experiment. There are different types of factors: potential design
factors, held-constant factors, allowed-to-vary factors and so on but we will not
discuss them because they are not concerning our particular experiment. When we are
ready with the selection of the input factors, we have to decide how this factors will
change, in what range and the specific levels at which runs will be made.

2. Selection of the response variable. In selecting the response variable, we should be
certain that this variable really provides useful information about the process under
study. In our case we do not have any doubts which is the response variable as we
have a special type of passive experiments, which we will later explain and because of
this we know which is our response variable and what exactly we want to observe
about it.

3. Choice of experimental design.
When we have the pre-experimental planning and we are ready with our factors and
response variable we have to make the next decision about the particular design. We
have to consider the number of replicates, the selection of a suitable run order for the
experimental trials, and the determination of whether or not blocking or other
randomization restrictions are involved. Also we have to decide what type of design
we are going to use for our modeling process. In our work we have chosen the central
composite rotatable design, introduced by Box and Hunter (Box & Hunter 1957) (Box,
Hunter & Hunter 1978) because it is the best design to build an invariant response
surface. We will discuss it later.

I11. Performing the experiment and analysis of the gained results

4. While conducting the experiment, it is vital to monitor the process carefully and to
ensure that everything is being done according to the plan. Errors in experimental
procedure will destroy the experimental validity.
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5. Statistical analysis of the data. Statistical methods are used to analyze the data so that
the results will be clear mathematical conclusions and not observations or judgments.
Hypothesis testing and model adequacy checking are important analysis techniques.
We will discuss the whole process of validity check later over our designed
experiment.

6.2. Algorithm for conducting Experimental Design

6.2.1 Recognition of and statement of the problem

In the present research the task is - to obtain a predictive mathematical model for the
effectiveness of the software personnel, based on the individual psychometric qualities.

Obtaining such a model is based on experimental studies, conducted according the
methodology of the planned experiment and statistical analysis for its adequacy.

The experiment is a set of targeted actions, which reveal the principle of operation of the
studied object (Montgomery 2008). Depending on the nature of organization and methods for
obtaining the results, the experimental studies are active and passive.

The active experiment is applicable only for controllable objects of experimentation. The
investigator himself sets the levels of factors and maintains their values in a certain stage of
the experiment (Fang, Li & Sudjianto 2006).

The passive experiment is represented by a passive registration of output parameter values,
obtained at a given combination of input parameters (factors). In this case the investigated
object is observed, without interfering with the researcher in its operation (Fang, Li &
Sudjianto 2006).

In our case - when investigating the effectiveness of the software personnel, depending on the
individual psychometric qualities, we are using this special type of passive experiment. Types
and evaluation of the psychometric qualities (characteristics) of personnel and the related
efficiency of the company are determined through the collection and processing of
questionnaire data. There we are observing the current state of the firma based on a fixed set
of not controlled factors.

This method is used for research work over manufacturing productions and other types of
companies and for processing of the experimental results is used regression analysis (Mason,
Gunst & Hess 2003). The mathematical model, gained as result from the experiment is
presented by a geometrical response-surface and can have the following form, for ex. for two-
factor experiment (Fig.27) (Myers, Montgomery & Cook 2009) (Box & Draper 2007).

Xa

Figure 27 Response surface for two-factor model
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If we have k factors, then the factorial space has dimension of (k +1). When we have limited
information about the objects that we are investigating, the analytical type of the response
surface is unknown. Then we can assume that the surface can be represented as a part of order
of Taylor in the field of experimental points of the factorial space (Atkinson & Donev 1992)
and it looks like following:

k k k k
2
y=>b,+ Zbl.xi + Zby.xixj + Zbijgxixjxg +...+Zbﬁxi +...
i=1

i=1 i=1 i=1

i<j i<j<g (61)
Where ) - is evaluation of the parameter of optimization and X;, X ;,..., X; - are coded
values of the factors. b,,b,,b,, ,..., b, - are estimates of the regression coefficients.

Usually in the industrial practice the most commonly used models are from second degree in
polynomial form, as the practice shows that in almost 100% of the cases they are adequate.
(Montgomery 2008) Because of this we can reason our choice for the mathematical model of
second order of Taylor and we can continue with the pre-planning of the experiment.

6.2.2 Pre-planning of the Experiment

The pre-planning of experiment includes all actions of preparation for conducting the planned
experiment. They are as follows:

e Collection, compilation and analysis of the a priori information and conducting of
preliminary single-factor experiments;

e Analysis and selection of the parameter/s of optimization. Choosing the one that most
fully and accurately characterizes the object of study;

e Analysis and selection of the factors affecting the optimization parameter;

e Analysis of the factorial space; choice of domain of a function and local domain of
change of the factors; determining the zero point (beginning) of the matrix of the
planned experiment, the intervals of variation of the factors and the coordinates of all
matrix points of the planned experiment.

6.2.2.1 Parameters of optimization and requirements to them

Optimization parameters are quantitative characteristics of the objective of study, which allow
establishing of the existing relations between input and output parameters of the system. From
mathematical point of view, the searching of such relations is possible only in the presence of
single parameter of optimization.

The optimization parameters can vary depending on the type of the object and the purpose of
the work. Conditionally we can divide them into: economical, techno-economical,
technological and statistical. They must meet the following requirements (Montgomery 2008):

e The parameter of optimization must clearly, effectively and with sufficient
completeness characterize the object of study;
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e It must be quantitative and be assigned with a certain value;

e The requirement of uniqueness in the statistical sense is that for a set of factor values
corresponds a single value of the optimization parameter;

e Under universality of the criterion of optimization must be understood its ability to
comprehensively characterize the object;

e The parameter of optimization should have a clear physical sense, should be
understandable for the researcher and easy to measure.

6.2.2.2 Input factors and requirements to them

The number of factors in industrial research is very large. The researcher seeks to include in
the study all the relevant factors that determine the functioning of the object. To the input
factors there are a number of requirements (Montgomery 2008):

¢ Be manageable - to accept values which are kept constant throughout the experiment, or
change in some predictable way;

e Be unique - not to be a function of other factors;
e Be consistent - all combinations are feasible and safe;

e Be independent - there is no correlation between the factors. This is particularly
important in the passive experiments because one factor is difficult to manage if it is a
function of another;

e Have a quantitative assessment and to have a high degree of correlation with the
parameter of optimization.

Each factor has its own domain of a function. The boundaries of this domain are usually set
with rigid restrictions that no one can corrupt in the process of experimentation. The domain
boundaries give the factor space in which to obtain an adequate mathematical model.

Xo

Azmax

A2D

):fzmin

/C1min %10 L1max

Figure 28 Domain of a function for two-factor experiment
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After selecting the domain of a function we should find the local area for conducting the
experiment. In that local area the factors change their values in the process of implementation
of the planned experiment. The local area is smaller than the whole domain of the function. In
general, the factors are size variables, their dimensionality can be different and also their
numerical values can be of a different type. Because of this usually the experiment is not done
in the original dimensions but in coded one, which is a linear translational conversion of the
factorial space.

Coding is preceded by selecting the position of the center of the new coordinate system ("0"
or Xp) and choice of the variation interval determining the location of the upper and lower

limits of each factor during the experiment X7, and Xi_. (Fig. 28). Coding is performed

max

by mathematical translation of the coordinate system in the new one with zero point with

coordinates Xm 5 Xzo seees XkO (point "0" in Figure 28).

The "O" point is called the center of the planned experiment in coded values.
In the new coded space the maximum (upper) level of the factor corresponds to 1 and the
minimum (lowest) to -1. The formulas for the transition (Brownlee 1965) (Cox 1957) (Davies
1967) from natural in coded values and vice versa are given below.

_ Xi— Xio
BTTAG 6.2)
Xi = Xiy + AXi.x,
. )(l.max - )(l.min
where AXi = 5

is called interval of variation (sometimes semi-interval) and Xi is the coded value of the i-th
factor.

Having the zero point determined from the min and max values of a factor, we should choose
the variance intervals (+/-1) in a way that the values of the star points (in our case +/-1.682)
are inside the factor space, otherwise our experiment will be not correct as we won’t be able
to cover all needed points. The particular calculations of these values are shown in 6.3.3 on
Figure 38.

6.2.2.3 Select the type of the planned experiment

We are choosing to use the central composite rotatable plan from the type 2% because of its
advantages, explained on the next page. Then we have to choose the domain of a function and
the local domain for each of the factors, and we have to pay special attention when choosing
the center of the experiment as it is the starting point in the planning process. For zero point is
taken this point of the factorial space in which previously have been held single-factor
experiments, which give information that there is expected to be localized region closest to
the response optimum. The domain area must cover all points of the planned experiment,
including the "star" points (explained later).

The determination of the size of the domain area is done by conducting preliminary single-
factor experiments with each of the factors. The single-factor experiments indicate the type of
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interaction of each factor with the parameter of optimization (linear or second degree). They
also show the correlation degree between each factor and the optimization parameter. The
correlation degree is taken as an indicator showing which of the factors has greater (or less)
influence on the optimization parameter. This is used to sort out the factors according to their
influence degree, which reflects the choice of the type of the planned experiment (how many
factors and how they will be included in the matrix of the experiment). The conduction of the
preliminary single-factor experiments provides information about the size and range of
variation for each factor and consequently about the zero-point of the plan and the value of
the variance interval. It describes the size of the hypercube side (when working with coded
values) in the planned experiment.

The next stage of the experimental research is to decide which of the factors will be included
in the plan of the experiment. Factors by which the optimization parameter has extreme values
and the correlation coefficient is high are included with priority in the matrix of the planned
experiment.

6.2.3 Performing the experiment and analysis of the results
6.2.3.1 Planning of the experiment

In planning of the experiment is included: determining the plan of the experiment;
determining the necessary and sufficient number of experiments and observations with the
already chosen model of design; establishing the matrix of the experiments and randomization
of the trials.

The plan of this experiment is a set of data - specifying the number, the conditions and the
sequence of implementation of necessary and sufficient trials in order to solve the task with
the needed accuracy. It is presented in the form of a design matrix (rectangular table), the
rows of which satisfy the tests and their position in the factor space, and the columns - the
coded values of the factors and the parameter of optimization (Table 28).

The analysis of the gained results includes the calculation and statistical estimation of the
coefficients of the model; writing the gained mathematical model in coded and natural values
and examining its adequacy.

The type of the mathematical model, whose coefficients we will determine (calculate) is as
already explained chosen to be from second degree and it determines the structure of the
planned experiment. It will also be of second degree, this means that it will consist from
experimental points at the end-points of the cube (hypercube); it can have two, three or more
changeable factors; it will have duplicated experimental points in the center of the plan and
two "star" points (explained later) for each axis of the factorial space.

There are a lot of possibilities to realize the matrix of the planned experiment (central
composite orthogonal design; central composite rotatable design; "D"-optimal plans, plans of
Hartly, etc..) but we choose to work with the central composite rotatable design for its
advantages. This method is proposed by Box and Hunter (Box & Hunter 1957) and (Cohran
& Cox 1957) and later examined by Myers (Myers 1971).
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It offers the following advantages (Khuri & Cornell 1996) (Myers, Montgomery & Cook
2009):

e Ensures the invariance of the plan and of the parameter of optimization by rotating the
coordinate system around its center;

e The model obtained by the rotatable plan describes the response surface with equal
accuracy (equal variance) in all directions of the coordinate axes;

e Surface lines of the same value of variance are concentric circles or hyper-spheres with
a center coinciding with the beginning of the coordinate system;

e The variances of the mathematical model are the same for all points that are equidistant
from the design center and have the minimum values;

Central composite rotatable plan is built (Montgomery 2008) using the following common
construction rules:
e Build a full factorial experiment with a number of experiments NV, = 2° ;
e To the experimental points of the full factorial experiment are added experiments in 2k
"star points" located at a distance of = o (star arm) from the center of the plan; the
values of o are calculated according to formula (6.3).

e To all these experimental points are added NV, observations in the center of the plan
(x; =0);

e "k"is the number of the changing factors.

The difference between central composite rotatable and central composite orthogonal plans
lies in the manner of selecting the size values of the star arm o and the number of
observations in the center of the plan. The size of the star arm by central composite rotatable
plan is calculated based on the condition of invariance of the plan. This calculation is done by

the formula:
k

_ _ N4
a=4%N, =2 63)

The number of the duplicate observations N, in the center of the plan is chosen so as to

achieve uniformity. This means that we should obtain almost identical values of dispersion
(variance) of the optimization parameter in the factor space and the number of observations
should also be sufficient for statistical analysis of the results.

The planning, where through suitable choice of the number of observations in the center of
the plan can be achieved almost equal distribution of the variance in the whole area and the
variance has the same value for all equidistant from the center points is called rotatable-
uniform planning.

e To provide uniformity of the plan, NV is determined by the relationship (Dean & Voss
1999)

N=A(N,+4N,+4)- N, -2k (6.4)

Where A = 0,7844 ; 0,8385 ; 0,8705 ; 0,8918 ; 0,907 ; 0,9185 and k = 2,3,4,5,6,7.
(Dean & Voss 1999)
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e To assure an orthogonal rotatable plan, N, is determined by the relationship (Dean &
Voss 1999)

N, =4\N, —2k +4 (6.5)

The necessary data to build a central composite rotatable plan can be seen from table 27 and
table 28 shows the data for central composite rotatable plan with k = 3.

Table 27 Number of experimental points and size of the star arm by rotatable plans with different
numbers of factors (Dean & Voss 1999)

k N, N, N, N o
2 2?2 4 5 13 1,414
3 2} 6 6 20 1,682
4 2 8 7 31 2,000
5 23 10 10 52 2,378
6 26 12 15 91 2,828
7 27 14 21 163 3,333
Table 28 Matrix for rotatable plan of second level - type 2° (factors are in coded form)
Nr of the | X; X5 X; h%
experiment
Full 1 -1 -1 -1 b4
factorial 2 +1 -1 -1 2
experiment | 3 -1 +1 -1 V3
2’} 4 +1 +1 -1 V4
5 -1 -1 +1 Vs
6 +1 -1 +1 V6
7 -1 +1 +1 V7
8 +1 +1 +1 V3
“’Star”’ 9 -1,682 0 0 V9
points 10 +1,682 0 0 V10
11 0 -1,682 0 48!
12 0 +1,682 0 V12
13 0 0 -1,682 Vi3
14 0 0 +1,682 V14
Experiments | 15 0 0 0 Yis
in the center | 16 0 0 0 V16
of the plan | 17 0 0 0 Y
18 0 0 0 Y18
19 0 0 0 Y19
20 0 0 0 Y20
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By equal number of observations in the experimental points, the estimates of the coefficients
in the regression equation are determined by the dependencies: (Dean & Voss 1999)

N TR
b, :alzyl_azzzxil Vi
=1

i=1 i=1
N
b, = a32xi1y1

=1

N
bij =da, inlleyl

=1

N X N
b, :aszxﬂ Vi +a6zzxil Vi _azzJ’I
=1

i=1 I=1 I=1 (6.6)

Where a,,a,,a,,a,,as,azare defined from the following table 29 depending on the
number of factors and the type of the plan. Values of the coefficients & are used to calculate

the estimates of the coefficients b in the regression equations obtained with central
composite orthogonal plan or central composite rotatable plan.

Table 29 Values of the coefficients ¢ (Dean & Voss 1999)

k N, Central Composite Rotatable Plan

4 a4, a, a, as ag a,
2 2?2 0,2000 | 0,1000 | 0,1250 | 0,2500 0,1250 0,0187 0,1000
3 23 0,1663 | 0,0568 | 0,0732 | 0,1250 0,0625 0,0069 0,0568
4 24 0,1429 |0,0357 |0,0417 | 0,0625 0,0312 0,0037 0,0357

The estimates of the variances of all the regression coefficients are calculated by the formulas:
(Dean & Voss 1999)

b= sl
b= 0]
Sz[blj]:aﬁzb];

s*[b, ] = a7S2[y]. (6.7)

1 &

2 2

Where § repro b’] = N 1 Z(y ou ™ Yomean) s dispersion of reproducibility. (6.8)
0

u=l
Ny is the number of experiments in the ‘0’-point. You are the real values of ) in the ‘0’-point

and Vomean 1s their mean value.
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6.2.3.2 Statistical analysis

> S [bo,l-,,-j,,-l- ]fs,uden,, where fgs,40n; 18 the ‘coefficient of Student’ - a table value

If ‘bO,i,ij,ii

(Dean & Voss 1999), then the corresponding coefficient is significant. This means that the
coefficient is important for the regression equation and will take part in it. In this manner are
checked the conditions of importance for all regression coefficients.

The validation for adequacy of the whole mathematical model is done by the criterion of
Fisher:

Szadequacy
F otcutated™ 2 —  (Fisher & Yates 1973) (Dean & Voss 1999) (6.9)
reproducibility

Where the dispersion (variance) of adequacy is determined by the dependence:

N=20

2
Z (y measured Y calculated )

2 _ _I=l
) adequacy N k'—(NO ~ 1) (Dean & Voss 1999) (6.10)

N is the number of the experiments, N, is the number of experiments in the ‘0’-point and &'
is the number of significant coefficients in the gained mathematical model.

If Fnared < Fiape the model is adequate, this means that it is true and gives exact results

but if F.umeq > Fiase the model is not adequate and we cannot use it because it does not

describe the experiment in a useful manner. The values of F';;. are taken from (Dean & Voss
1999).

6.2.3.3 Interpretation of the results

The planning of experiment from second order finishes with finding an adequate quadratic
equation (mathematical model) of the form (Dean & Voss 1999):

k k k k
2
y=>b,+ Zbixi + Zbl.jxixj + Zbijgxl.xjxg +..t Zbﬁxi +... (6.11)

=l i=l i=l i=1
i<j i<j<g

The obtained model must be analyzed in order to find the nature of the response surface in the
examined area. There should also be checked if there exists a maximum point (extremum) for
this surface and if so, then the coordinates of this point have to be found.

This analysis begins with the transformation of the above equation into canonical form. The
canonical transformation is presented by the choice of a new coordinate system, which greatly
facilitates the geometric analysis of the equation. This transformation is expressed in
determining the center of the response surface (if it exists), then relocating the original

125



coordinate center into the found new one (by this relocation the linear members bix,- are
dropped out) and after this rotating the coordinate axes (by this rotation the members b,x;x ;

are dropped out too). Having all these changes, the quadratic equation of the response surface
in canonical form looks like this:

2 2 2
y=y,+6,z +0,,z,” +..4+0,  z ~ (Dean & Voss 1999) (6.12)

Where ) is the value of the response surface in the center of the new coordinate system; Z; -

are the new coordinate axes rotated in the factor space with a special angle to the old ones Xi;
0, - are the canonical coefficients.

The procedure for the canonical transformation of the model contains the following steps:
(Myers, Montgomery & Cook 2009)

1. Determine the coordinates of the center of the response surface (X, X, ,... XX, )
by solving the system of linear equations, obtained after aligning to zero the first

derivative of )} for each X; ;

Oy
—=0 i=1....k
o i=1.., (6.13)

If the determinant of system (6.13) is not equal to zero, the response surface has a center, but
if it is equal to zero then the surface does not have a center within the factorial space. In this
case the center is accepted to be either in the beginning of the old coordinate system or in a
point that holds the "best" response value.

2. Calculating the surface response value in the new center - ) (or finding the free
member of the canonical equation). This is done as the already calculated coordinates

X, from (6.13) are substituted in equation (6.11).

3. Determination of the canonical coefficients 19,, For this purpose we build the
characteristic equation:

b,-0 05b, .. 05b, .. 05b,
0,5b,, by, .. 05b, .. 05b,

ro=| T P

0,56, 05b, .. b.—-0 .. 05D, (6.14)
0,5, 05b, .. 05b. .. b —6
wherebyzbﬁ.
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The canonical coefficients are roots of equation (6.14). The check up for correctness of
the calculations is done by the formula:

;bz’i = IZ:;, 0, (6.15)

4. Writing down equation (6.11) in canonical form

2 2 2
y=y,+6,z +60,z, +..+0, z 6.16)

and determining the type (as geometrical figure) of the response surface.

5. Obtaining a system of equations that links the new coordinate axes with the old ones:

z =cosa, (x,—x,)+cosf, (x,—x, )+..+cosv, (x;,—x,)+..+cos@, (x, —x,
(6.17)

Using special formulas that we are not further examining here (Dean & Voss 1999) we can
find the connection between the old and the new coordinate systems.

According to the obtained @, values there exist different possibilities for the response surface

(Myers, Montgomery & Cook 2009). This is automatically done later in the used software.
Because of this here are not given any more details about the response surfaces. In the next
part follows the explanation of our particular design of experiment and of the obtained results.

6.3 The development of the model for IT human performance prediction

6.3.1 Recognition and statement of the problem

The question that we have to answer, as already explained in the beginning of this chapter is
how and which human factors influence the individual performance in a software company
during the software development process.

In our case - when investigating the effectiveness of a software company, depending on
individual psychometric qualities of the personnel, we are using this special type of passive
experiment (that we have already explained above). Types and evaluation of the psychometric
qualities (characteristics) of personnel and the related efficiency of the company are
determined through the collection and processing of questionnaire data. There we are
observing the current state of the firma based on a fixed set of not controlled factors.

As already explained in the previous chapters 3, 4 and 5 we have conducted a full
examination of the software development process with all stages and with the corresponding
different roles and their responsibilities. We have adopted the FMEA method to make this
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analysis in order to find the most important human characteristics and then adopting the Big
Five theory we were able to conduct an evaluation of the data.

After summarizing the data we have analyzed how each of the factors influences the
productivity and we have calculated the needed correlation values. These correlation values
are actually our analysis, which of the factors are the most important for the productiveness.
From the data shown on the figures below we can also see the min and max for each of the
factors, which is very important when we want to find the factor space of our experiment.

This information is shown here once again for better understanding.

Table 30 Correlation Analysis between the personal features and the performance

Motivation | Conscient. | Openness | Agreeab. | Experience | Extravers. | Emot.stab.

Performance | 0.968941 | 0.721512 | 0.598376 | 0.416717 | 0.251489 | 0.194627 0.128402

We can see the correlation values for the factors:

Correlation (Motivation, Performance) = 0.96
Correlation (Conscientiousness, Performance) = 0.72
Correlation (Openness, Performance) = 0.59
Correlation (Agreeableness, Performance) = 0.41
Correlation (Experience, Performance) = 0.25
Correlation (Extraversion, Performance) = 0.19
Correlation (Emotional Stability, Performance) = 0.128

Led by these results and the knowledge that correlation values between 0.3 and 0.5 have
medium importance and bigger than 0.5 have big importance (Cohen 1988), it was easy to
decide that we will consider the first four factors.

In order to obtain a clear idea how exactly these features influence the performance here

follow the figures showing these dependencies. In all figures Series 1 are the real points and
Poly. (Series 1) are the polynomial functions that are maximal near to the real values.
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Observing the figures 30 to 32 we see parabola-like graphics and maximum of the
performance values for some mean to high values of the factors. This analysis will be
observed into more details in the next part of the experiment as these connections between the
factors and the productiveness are actually our goal.

We can see that the graphic in figure 29 is different from the other ones. It is very near to a
line and until 85% (where the maximum is) it is growing and after this we have a slow
reduction in the values. This can be explained with a complex subjective-psychological
dependence: the growing of the motivation up to 85% is connected with growing of the desire
to give the best possible productiveness at work and by higher values than 85% this desire is
decreasing. This is explained with the fact that the people with 100% of motivation find it
difficult to see perspective for development as they have already reached the maximum; this
is a kind of de-motivation and results in lower performance levels.

In order to make our experiment more comprehensive we have decided to make three
experiments for three crucial values of the motivation: 55%; 70% and 85%. By these levels of
motivation we can see a significant change in the performance values. Conducting these three
experiments we can show how does the productiveness change by different values of
motivation and make a comparison between them.

Processing the gathered data we have also build the correlation graphics between the other
three factors (Experience, Extraversion and Emotional Stability) and the performance —
Figures 33 to 35. We have calculated also the correlation values and as shown in table 30,
they have significantly low values. This shows that we cannot use them as predictors of
human productivity because the connection is not clear enough and because of this these
factors will not be of our interest any more.
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Figure 35 Correlation between Emotional Stability and Performance
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This means that we have found the four most important human traits (Motivation,
Conscientiousness, Openness and Agreeableness) that influence the performance and we will
continue our research-work with them. From the figures we see the min and max values,
which are important for determination of the factor space, and they are:

Conscientiousness from 38 % to 90%.
Intelligence from 58% to 98%.
Agreeableness from 40% to 100%.

6.3.2 Pre-planning of the Experiment
6.3.2.1 Choice of factors, levels and range

Having the analysis from the previous point and the theoretical background that explains how
we select our input factors we can say that we have already found the factors that we will
analyze and they are as follows: Motivation; Conscientiousness; Intelligence and
Agreeableness.

In the industrial practice the most commonly used models are of second degree in a
polynomial form. Because of this we can reason our choice for the mathematical model of
second order of Taylor.

The range or the factor space in our case is determined of the values of the factors, measured
during the test. And they vary in the following manner:

Conscientiousness from 38 % to 90%.
Intelligence from 58% to 98%.
Agreeableness from 40% to 100%.

As we have already explained we will conduct three experiments by motivation of 85%, 70%
and 55% and this means that we have three factors which we will observe in connection with
the performance. We will design an experiment for three factors at two levels, from the type
2*in the already mentioned ranges but we will design three different experiments for every
special value of the motivation factor.

6.3.2.2 Selection of the response variable

In our research the examined response variable is the human performance in the software
development in connection with the special personal traits (Motivation, Conscientiousness,
Intelligence and Agreeableness). In order to measure this performance we have decided to use
the mean value between three different evaluations; the first one is the employee’s personal
work-evaluation; the second one is the evaluation from their colleagues and the third one is
the supervisors’ evaluation. In this way we have received a comprehensive value that we can
use in our further experiment.

The formulas for these evaluations can be seen in chapter 3, but we will show them here once
again (see (3.47) and (3.48)).
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humanPerformance = {HFr x softwareDevelopmentProcess } (6.18)

humanPerformanceEvaluation = {personalAssessment, supervisorAssessment,

colleagueAssessment}
r (Sﬁe’m””ms sessment) = R ope personlT x assessment x workingProcess
— personalAssessment
pisapervisordssesment) o Rop: personlT x supervisor x assessment x workingProcess

— supervisorAssessment

. A sses. > .
pcolleagued ssessment) - o Rop- persondT x colleague x assessment x workingProcess
— colleagueAssessment

person;r = {analyst, designer, developer, acquisitor, reviewer, programmer,
tester, administrator, qualityEngineer, project leader,
systemProgrammer, chiefProgrammer}

Furthermore, our experiment leeds to

HF[T N eval(Biggli)vg)HFFMEA (619)

SoftwareProcess

where DoFE stands for the applied statistical method as so-called Design of Experiment.

6.3.2.3 Choice of experimental design

There are a lot of possibilities to realize the matrix of the planned experiment (central
composite orthogonal design; central composite rotatable design; "D"-optimal plans, plans of
Hartly, etc..) but we have chosen to work with the central composite rotatable design for its
advantages. This method is proposed by Box and Hunter (Box & Hunter 1957) and (Cohran

& Cox 1957) and later examined by Myers (Myers 1971).

It offers the following advantages (Khuri & Cornell 1996) (Myers, Montgomery & Cook

2009):

Guarantees the invariance of the plan and of the parameter of optimization;

The model obtained by the rotatable plan describes the response surface with equal

accuracy (equal variance) in all directions of the coordinate axes;

In the whole factors space, the parameter of optimization has the same variance. This
assures that the calculation accuracy of the optimization parameter is independent from

the place where we are going to build the experiment;

The variance of the optimization parameter does not change by rotation and translation
of it coordination system. This allows us to conduct the canonical experiment (rotation



and translation of the coordination system) with the goal to find the geometrical figure
of the designed experiment;

e The fact that by rotatable experiments the variance does not change assures the
correctness of the statistical analysis of the gained mathematical model.

6.3.3 Realizing and Analysis of the Experiment

For conducting our experiments we have worked in cooperation with the Technical University
of Varna, Bulgaria and have used the kindly provided from them software-tool to conduct all
calculations needed for our design. In the following part we will explain in detail the used
software and the results that it provides on every step. The software is in Bulgarian language
developed and because of this the text in the windows is in Bulgarian, but an explanation in
English assures the understanding. The summarized results of all experiments can be found in
the following paper (Georgieva et al, 2011 b).

Of course it is possible to use also other software but we have two very fundamental reasons
to choose exactly this one:

1. Choosing to model our experiment with the central composite rotatable design it was
impossible for us to find well known software that supports us exactly with the desired
steps for conducting the experiment.

2. Because of our cooperative work with the Technical University of Varna we did not
have to pay for the software (whereas all other software needed to be paid for) and
gained exactly the appropriate tool for our goal.

Here we are explaining the steps in conducting the experiment and we have visualized the
whole process in the following screenshots. The software tool is specially developed for
central composite rotatable plans and all calculations and statistical verifications are
included. This makes the planning of our experiment much easier and supplies us at the
end with the desired mathematical model and the response surface graphics.

The first step is to choose the number of factors (Fig.36) that we are going to include in
our experiment and as already explained we have decided that we will explore three
factors, so we are choosing here the second option which is ‘three factors experiment’.

ﬂnaHupaHH po'ra'laﬁennu EHCINe pHMe HTH E]
UW3BUPAHE BPOAT HA PAKTOPUTE :
Two factor
{5 J]By(paKTopeH eKCNnepuMeHT experiment

Three factor
axparimant

“ Tpu@akTopeH eKCnepuMeHT

e —————

C YeTUPU@PAKTOPEH EKCMEePUMEHT |  Fourfactr

axparimant
]

ABTOpM... | &

Kpan

Figure 36 Choosing the number of the factors
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On the next step (Fig.37) we have to choose names for the factors. For convenience in the
software product we have decided to use the following abbreviations: co=conscientiousness;
int=intelligence; agr—=agreeableness and pr=performance. The dimensions for the factors
according to our methodology (test data) are in percentage.

O3Ha4veHve Ha paKTopuTe %)

BEBEXIOAHE O3HAYEHWSH HA PAKTOPHTE :

O3Havenue JumeHcuHa
MNtpeu akTOp : |cg ¥
Bropu daKkTop : |int =
Tperu daKTop - |agr ¥

OnTHMKHIALWOHEH NapaMeTbp : |p, %

< Hasan Ot adin ... | Hanpen > ‘ £

Figure 37 Selecting names and dimensions for the factors

On the next Figure 38 are visualized the different values of a factor that are important for the
correct design of the experiment.

The first important point from the realizing of the experiment is the determination of the zero
point of the coordinate system. Symmetrically around it will be build the plan of the
experiment. The zero point determination is made using the values of the other factors, which
can be seen on the Figure 30 to Figure 32, where are shown the correlations between the
factors and the performance. Usually for zero point is chosen this one, that is in the middle of
the factor space, determined by the values of the input factors.

We are going to explain here how we determine the zero-levels and the variance intervals for
every factor. For the first factor conscientiousness the factor space is between 38% and 90%,
this means that the middle is 64% and this will be the zero point for cons. The variance
intervals (+/-1) should be chosen in a way that the values of the star points are inside the
factor space, otherwise our experiment will be not correct as we won’t be able to cover all
needed points. The star points are usually chosen to be on a distance from the end of the factor
space not bigger than 15% of the distance between the two star-points. This is made with few
experiments on the trial-error principle until the best values are found. For the
conscientiousness we have the following values (see the figure), we are choosing the values of
the star points so that we will be sure that they stay in the factors space after designing the
experiment and these are 44% for -1.682 and 84% for +1.682 and based on them we are
calculating the values of +1 and -1 (52%, 76%). This means that for the conscientiousness the
variance interval will be +/- 12.
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52% is the -1, 76% is the +1,
after after
determining determining
the variance the variance
interval interval
" J ] I I
38% (min) 64% is 90% (max)
449, the Zero 84%
the star point -1,682 potnt the star point +1,682

Figure 38 Determining the input information for the conscientiousness

Analogically we are making the same calculations for the other two factors and we gain the
values:

Intelligence from 58% to 98%, this means that the zero point will be 78%; the star
points will be approximately -1.682 = 62% and +1.682 = 94%. Then we can calculate
the variance interval which will be: +/-10 and the -1 = 68% and +1 = 88%.

Agreeableness from 40% to 100%, this means that the zero point will be 70%, the star
points will be approximately -1.682 = 45% and +1.682 = 95%. Then we can calculate
the variance interval which will be: +/-15 and the -1 = 55% and +1 = 85%.

From the explanations above follows that we can now write in our program (see the Figure
below) the input values for the experiment.

NaHy\paHe Ha3 EKCNEPHMMEHTa

BX0AHH PAKTOPH : | co, [%5] int. [%2] agr. [%]
Hyneeo HUED isq I?B I?ﬁ | Zero level ]
| |

bt bt o I12 IilI:I |15 | Variance interval ]

HonHo Hueo X = -1 I I I

["opHO HUED X = +1

JeezgHa Touka -1.682

JeesaHa Touka +1.682

Figure 39 Input values for the factors
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1. The first experiment that we conduct is by motivation of 55%

The next screen (Figure 40) shows us the entire table of the experiment (already explained in
the previous part of this chapter). We have alltoghether 20 experiments (all of them displaied
with their coded and natural values): 8 of them are in the 8 possible combinations of the three
factors; 6 are in the star points and the rest 6 are in the zero-point. We see the factors X; , X,
and X; first in their coded view and after this with their real experiment values and in the last
column we add the value for the observed/resultant factor — the performance. We insert the
measured performance values and on the next step we will see if they match with the
calculated from the programm.

— ____ Measurad
AaH Ha EKCNEPMMEHTa ¥ PE3YATATH OT EXCNe| Plan of the experiment performance

Ho KogupaHd $aKTopH Maan Ha excnepuMedTa JlaHHu o7 EXCNEpHMENTA ©
excnep.| x2 x3 co, [%] int, [%] agr. [%] pr. [%]

T | 1 1 52000 | 68.000 55.000 4429

2 1 1 1 76.000 68.000 55.000 51

3 |- 1 1 52.000 88.000 55.000 52

4 1 1 5 76.000 88.000 55.000 56.9

5 | 4 1 1 52.000 68.000 85.000 5144

6 | 1 1 i 76.000 | 68.000 | 85.000 58.83

A 1 1 52.000 86.000 5.000 58.25

8 1 1 1 76.000 88.000 85.000 64.88

9 1682 | o 0 43816 78.000 70.000 55
10 1682 | o 0 84.184 78.000 70.000 66.15
1 0 1682 | 0 £4.000 61.180 70.000 51
12 | o 1682 | 0 64000 | 94820 | 70.000 61.35
13 0 0 1.682 | 64.000 78.000 44.770 43.3
14 0 0 1.682 | 64.000 78.000 95.230 55.64
15 0 0 0 64.000 78.000 70.000 695
16 0 0 0 £4.000 78.000 70.000 639 i)
17 0 0 0 64.000 78.000 70.000 696 < Hasaa
8 | o 0 0 64000 | 78000 | 70.000 692 p3 g Clipboard
19 0 0 0 64.000 78.000 70.000 698 & 3amc ...
20 0 0 0 64.000 78.000 70.000 691

Figure 40 Plan and Results of the Experiment (Motivation=55%)

The software is carrying out all the needed calculations and delivers the information
visualized on the next screen (Figure 41). We first see all coefficients b in the regression

equation, calculated according formulas (6.6) and after this we see Sz[b] or A b - the

estimates of the variances of the regression coefficients according to formulas (6.7). Having
this data we can find out which of the coefficients are significant and which not. We see that
we have only the by that is not statistically significant and because of this the X value
connected with it will not be included in the end equation. The next part of the screen is
occupied with the data for the output factor — the performance: we have our estimated values,
after this follow the calculated values from the program and after this the difference between

138



the two in percentage. This difference shows how near the calculated values compared to the
experimental ones are. If the proposed data is very near to the experimental one this means
that the possibility to obtain an adequate model is very high. And vice versa if the difference
is high, then the possibility for adequate model is low. On the bottom of the screenshot, is
shown the mathematical equation in coded form only with significant coefficients:

Y(X1,X2,X3)= 69.498523 + 3.249996*X; + 3.212947*X, + 3.659933*X; -—
0.321250*X;*X, + 0.301250*X;*X3 — 3.123905*X,*X; — 4.679923* X,*X, —
7.052851* X3*X;

(6.19)
Fr %] -
Variance Significance of estimated
T Y estimates of b [0 the coefficient Y - caloulated Difference

K e in eHTH ﬂmwu“ HHTEPEAAM - JHAMMMOCT HA OB HLEHTHTE, Ma pr I' % | W, Pas %
bl = B9 498523 A b0 = 0.136445 Foapuuenra & arase | 1 44.29 4450 047
2 51 51.04 003
bl = 3 249996 A bl = D.090523 Foepiuenra & sHaum | 3 52 51.57 084
4| 569 56,82 014
b2 = 3212974 A b2= 0090523 F.onpuuenTa & 3 | 51 5.4 §1.22 044
6 | 58 53,95 0.22
b3 = 3659933 A b3= 0090523 Koepiuienta e snaam | I 5825 9828 0.0
8 | 6488 64,74 0.21
bi2= -0.321250| A b12= D.118276 KoeauuenTa € snas | 9] % 55.19 0.5
10 | 6615 66,13 0.03
b13 = 0.301250 A bl3= D.118276 KoequuenTa & sHaw | n 51 50.85 0.23
12| &3S 61,66 051
b23 = -0.093750 A b23= D.118276 KoapiaienTa He 8 ssasn | 13 4329 433 0.23
14 | 5564 55.70 0.11
b11 = -3.123905 A b1l = D.038124 KoamuiaHTa & sHaun | 15 £35 £9.50 0.00
16 6399 £3.50 058
b22 = -4679923| A b22= D.088124 Koepuenta e sHaae | 17 | 696 69,50 0.15
18 B3.2 63,50 043
b33 = -7.062851 A b33 = 0.088124 Kospuaienra & seaana | 13 | 638 6950 0.43
20 | em 6950 057

PerpecHonHoTo JRanHesHe CAMO ChC IHANMME KOSPHIMEHTH REQFESSiDI‘I equatiun

<Hasan [ B Clipboard || Hanpea > |

Figure 41 Coefficients and the regression equation in coded form

On the next screenshot — Figure 42 there is a lot of information, so let us start with the first
rows: there we see the Variance of adequacy — according to formulas 6.8 and 6.10 and the

2
S adequacy

Fisher Criterion F= .5‘2— The Fisher Criterion is F=0.98972 < Fipie= 6.09 (Dean
reproducibility

& Voss 1999) and this means that the resultant mathematical model is adequate and
statistically correct.

Subsequent comes the regression equation in natural form that describes the searched from us
model. Having this equation we can predict the performance of every employee based only
on his psychological features (motivation, conscientiousness, intelligence and
agreeableness).
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The model looks like:

Performance [%] by Motivation of 55% = pr(co, int, agr) =-523.021607 + 3.139297*co
+7.793311*int + 4.525325*agr — 0.002677*co*int + 0.001674*co*agr —
0.021694*co*co — 0.046799*int*int — 0.031346*agr*agr (6.20)

Jlucnepcun Ha HEALEeEBATHOCT -
[Sweagexs. |"2 = 010062

KaHoMH3Mpane Ha PErpECHONHOTO YDaBHEHHE |

Inasen onpeaeasten - D = SIEEEY [ i T FIME, bt
[ Coordinates of this center in coded and natural values ]

Koopaunari Ha WenTbpa na $HrypaTa b KOGMPanH DEAMYHNM | Koopaunari na wenmspa ma $HrYpaTa b HaTypaniH Be MMM ;
Xl(u) = 0.5165 ; cofu] = 70,1978 ;
XK2[u) = 0.3255 ; Yiu) = 71.3557912 ; int[u] = 81.2555 ; pilu) = 71.35579312 :

X3(u) = 0.2705 ; agifu] = 74.0574 ;

K.aHOHMNEH BML HA PEMPECHOHHOTO YPABHEHHE H THI Ha NOELPXHHHATA HA OTEAHK i Canonical equation and type of the resp. surface ]
¥ - 71355792 = -2.0586331 "Z1"Z1 -3.1018140 "Z227£2 -4.6962326 "23"723 ;
@1 = -7.0586331 @2 =-3.1018140 @3 = -4 6962326

NMoBLpEHHUHATA HA OTEAHE & DOTALHOHEH BRWNCOME, EaTO LeHTLPLT My & MAKCHMYM |

Bpeara mewny xoaupasara i | Connection btw coded and natural coordinate systams and vise varsa }4 KOAMPSHATA KOODAMHATHA CHCTEMI ;
Z1 = 0.038"X1 - 0.516)+ 0.003"(%2 - 0.326)+ 0.939°[X3 - 0.270) X1 =0.038 "21 -0.994 22 -0.101 23 + 0.516

22 = -0.934"[X1 - 0.516)+ 0.101 (<2 - 0.326)+ D.038"(<3 - 0.270]) X2 = 0.003 =21 + 0101 22 -D.995 "Z3 + 0.326

23 = 0101041 - 0.516] -0.995%(<2 - 0.326)+ 0.006(<3 - 0.270) ¥3 = 0999 "Z1 + 0,038 *Z2 + 0.006 “Z3 + 0.270

Figure 42 Regression equation in natural form and statistical analysis of the model

After having the mathematical model now we have to find the figure of the response surface
and it central point. For this we are using D= -822.5758 (D is the matrix discriminant of the
coefficients of the model) which gives us the information that the response surface has a
center and after this the program gives us the calculated coded and natural values for this
central point. Later on comes the canonical form of the regression equation and the check if it
is correct and this canonization gives us the information that the response surface has the form
of rotational ellipsoid and that the center is its maximum. At the end come the equations that
give us the connection between coded and natural coordinate systems and vice versa and a
check that proves that the canonical transformation is correct.

On Figure 43 we see the two-dimensional intersections for all the possibilities (-1, 0, 1) for
each of the input factors (X; X> X3). For every cut we have a 3D graphic in MATLAB on
which we can see how exactly the response surface looks like and where exactly the
maximum is.
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Figure 43 Two-dimensional intersections

For example on the following figures we see the intersection for agreeableness and
openness/intelligence  where  the other two  factors (motivation=55% and
conscientiousness=52%) are fixed because otherwise we cannot display the graphic on a 3D
figure. We will explain now the first three graphics for the 2-dimensional cut for
agreeableness and intelligence, which we gain from the yellow equations from figure 42. X,
is the conscientiousness and the values of -1, 0 and +1 are actually the natural values of 52%,
64% and 76%.

On Figure-44 a) we can see the response surface of the performance as function of
agreeableness and intelligence, where agreeableness changes btw 40% and 100% and
intelligence btw 60% and 100%. The maximum point of the surface is by approximately 75%
of agreeableness and 80% of intelligence and is exactly 64%.

By 60% of intelligence, the connection btw agreeableness and performance is an ellipse. The
minimum values of performance of 7% are by agreeableness of 40%, when agreeableness
grows until 75% we gain the maximum values of performance of 42%, by agreeableness of
80% the performance is 40.7%. The further growing of agreeableness until 100% leads to
decreasing of the performance values up to 20%. This can be explained with the specific
influence of this psychometric characteristic over the personal performance: the growing
values of agreeableness up to 75% characterize with growing of the performance because the
employee is able to communicate and cooperate with his colleagues, he is able to accept
others’ ideas and to follow instructions; after these values the person loses his own judgment
and cannot resolve any problem alone. The software engineer agrees with everyone and is not
able to take decisions anymore and this leads to low values of performance. When the values
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are around 40% means that he is not able to cooperate and works very difficult with other
people and this of course means also low productivity.

The next observations that we will explain are about the influence of the intelligence over the
performance. On Figure-44 a) by fixed agreeableness of 40% we can see that by intelligence
of 60% the performance is only 7% and with growing of the intelligence values up to 80% we
reach performance of around 29%. The further growing of the intelligence leads to decreasing
of the performance values up to 13.3%. The observations have shown that with the increasing
of the intelligence after a specific point (around 80%), the observed software team members
start to take very complex decisions and don’t choose the optimal algorithm for resolving a
problem. This leads to complications and more mistakes in the work process, the employees
need more time and the solutions are not optimal, because of this it is logical to observe the
decreasing of the performance (productiveness). By low values, even by 60% openness we
have very low productiveness which shows that we need employees with intelligence over the
average in order to manage the software engineering process.
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Figure 44 a) Response surface by (motivation=55% and conscientiousness=52%o)
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Figure 44 b) Response surface by (motivation=55% and conscientiousness=64%o)
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Figure 44 c) Response surface by (motivation=55% and conscientiousness=76%b)
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On the Figures 44 —b) and 44 —) can be observed the same experimental dependencies, which
can be analogically explained. Because of this we are going to give only the specific points
from the response surface.

For example in 44 —) which is by conscientiousness of 76% we have that by intelligence of
60% and agreeableness of 40% the performance is only 13%. The maximum of performance
is by agreeableness of 80% and is 49%. The further growing of agreeableness until 100%
leads to reduction in the productiveness value to 29%. When observing the intelligence values
we can see that by 60% the performance is only 13% and by increasing the values up to 83%
we gain the maximum point of around 34% productiveness. The next increasing of the
intelligence up to 100% results with 17% performance.

Moving in intersection by the values of conscientiousness of 76%, agreeableness of 75% and
of intelligence 83% we can find the maximum performance value showed on Figure 44 —)
and it is 70%.

Having these explanations we have observed the influence of intelligence and agreeableness
over the performance, when the values for conscientiousness and motivation are fixed.
Actually we have observed the one-dimensional intersections of the corresponding
dependencies for better understanding of the changing values.

In order to describe also the influence of the conscientiousness over the productiveness we are
using the next figures (origin are the second green group of formulas on figure 43) where the
intelligence takes values of 68%, 78% and 88% and the motivation is fixed on 55%.

On the next figures 45 a) to 45 c¢) is shown the influence of agreeableness and
conscientiousness over the performance, where agreeableness changes btw 40% and 100%
and conscientiousness btw 40% and 90%. The maximum point of the surface is by
approximately 75% of agreeableness and 70% of conscientiousness and is exactly 63%. The
motivation is fixed to 55% and the intelligence takes three particular values.

We are explaining only the connection btw conscientiousness and performance and as we
see it is again an ellipse with the following important points (Fig. 45a): by agreeableness of
40% we have values for conscientiousness btw 40% and 90%. By conscientiousness btw 40%
to 55% we have very low performance of about 8% to 22%. When the conscientiousness
values are growing up to 70% we have the maximum values of performance of 27% and after
this by conscientiousness of 80% we have 24.4% performance and by conscientiousness of
90% we have 18% performance. This can be explained with the specific of this psychological
characteristic and it is that by growing until 70% it means that the software specialist is trying
to do his best and to manage his work as good as possible. From other side this characteristic
hinders the process of ignoring the unimportant details in the everyday work, and exactly this
leads to decreasing of the performance, when the conscientiousness is higher than 70%. The
employee loses too much time in checking details and spending time for not so important
problems which needs more time and results into lower productivity. When the values are
low, until 55% we have very low performance and this is to be explained with the fact that
such employees are not doing their job with the needed respect and cautious.
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Figure 45 c) Response surface by (motivation=55% and intelligence=88%0)

On the Figures 45 —b) and 45 —) can be observed the same experimental dependences and
because of this we will give only some values. For example in 45 —c) which is by intelligence
of 88% we have that by conscientiousness of 40% and agreeableness of 40% the performance
is only 15.3%. The maximum of performance is by conscientiousness of 68% and is 33%. The
further growing of conscientiousness until 90% leads to reduction in the productiveness value
to 29%.

Moving in intersection by the values of intelligence of 88%, conscientiousness 68% and of
agreeableness 75% we can find the maximum performance value showed on Figure 45—c) and
it is 69%.

The rest three figures (46 a, b, ¢), originating from the turquoise equations (Figure 43) are
absolutely analogical to the previous ones, the only difference is that here is visualized the
dependence btw intelligence, conscientiousness and performance where the other factors
motivation=55% and agreeableness=55%, 70%, 85% are fixed. We will not explain the
dependencies once again as we have already said they are the same as in the other figures. We
are giving the figures just for better understanding.
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Figure 46 b) Response surface by (motivation=55% and agreeableness=70%o)
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Figure 46 c) Response surface by (motivation=55% and agreeableness=85%o)

II.  The second experiment is by motivation of 70%.

We will not explain once again the first three screen-shots from the program that are about the
input data because they are every time the same. We will continue with Figure 47, where we
can see the plan of the experiment with the 20 experiments (as already explained 8 of them
are in the 8 possible combinations of the three factors; 6 are in the star points and the rest 6
are in the zero-point). We see the factors X; , X, and X3 with their coded and with their real
values and in the last column we add the value for the observed/resultant factor — the
performance, but this time by motivation of 70%.
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3 1 1 1 76.000 £8.000 5.000 (70
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9 1682 | 0 0 43.816 78.000 70.000 655
10 1682 | 0 0 84.184 78.000 70.000 787
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Figure 47 Plan and Results of the Experiment (Motivation=70%)

If we compare the performance values we will see a significant difference, here we have
performance values of 82,8% and in the previous experiment we had 69,9%. So we can make
the first observation that by enhancing the motivation the performance also grows
significantly.

On the next figure 48 we see all coefficients b in the regression equation and the A b - the
estimates of the variances of the regression coefficients. Having this data we can observe
which of the coefficients are significant and which not. We see that again only one coefficient
b3 is not significant. The next part of the screen is occupied with the data for the output factor
— the performance: we have our estimated values, after this follow the calculated values from
the program and after this the difference between them in percentage. We can see that again
as in the first experiment the difference is very small and we can end with the following
regression equation in coded form with significant coefficients:

Y(X1,X2,X3)= 82.384068 + 3.932305*X; + 3.748234*X, + 4.439234*X; —
0.237500*X,*X, + 0.237500*X;*X3 — 3.633999*X;*X; — 5.490612* X,*X, —
8.319736* X3*X;

6.21)
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Figure 48 Coefficients and the regression equation in coded form

On the next screenshot — Figure 49 we see the Variance of adequacy, then the Fisher
Criterion.

E.'erpecvmrmon Variance of adequacy i;uew.meﬂ'm W CTATHC THYSTKH DL EHKA Ha
JHCNepcHa Ha HEaLEKBATHOCT ©

[Sueagexs ]2 = 0.05914 F Firpanms M ogemsr
PerpecuonnoTo ypaBHeHRHE © HATYPAAHK KOSPHLMEHTH { Regression equation with natural coefiicients |

The model is
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KoopauHaT na WEHTHPO Ha PUrypaTa b EOAHPONH DEAHYHIH | FoopaAMHaTH HA LEHTHRA HA PHrYPATA B HATYDAAHH BEAMEHHM ©
X1[u) = 0.5392 ; colu] = 704709 ;
XK2({u) = 0.3297 : “iu) = B4.6713881 : intlu] = 81.2967 : prlu) = B4.6713881 ;

Xu) = DL2745 ; agifu) = 741173 ;

KaHOHHYEH BHA Ha PETPECHONHOTO YPaBHEHHE H THIN HA NOFLPXHHHATA HA OTKAMK :I Canonical equation and type of the resp, surface
Y - 846713881 = -B.322T465 "Z1"21 -3.6234440 "22"22 -5.4381561 "Z2323 ;
@1 = -8.322T7465 G2 = -3.6234440 @3 = -54081561

MNoBEbpXHUHATE HA OTEAHE B DOTALHOHEH EANNCHHNL, KT LEHTLIY e MAKCHMUM |

Brmara meway xmmamsrﬂ Connection biw coded and natural coordinate systems and vise versa |nu119m-u'ra EOODIATHL CHCTERE

Z1 = 002541 - D.539)+ 0.001°[<2 - 0.330)+ 1.000°(43 - 0.274) ¥1 = 0,025 "Z1 -0.998 22 -0.063 23 + 0.539
Z2 = -0.998"[X1 - 0.539)+ 0.063"[£2 - 0.330)+ 0.025"[X3 - 0.274) K2 =0.001 "Z1 + 0.063 "Z2 -D.938 "Z3 + 0.330
23 = -00B3"[X1 - 0.539) -0.998"[X2 - 0.330)+ 0.003"[<3 - 0.274) X3 = 1.000 "21 « 0025 22 » 0.003 =23 « 0.274

B B Clipboard | Hanpea > | (3

Figure 49 Regression equation in natural form and statistical analysis of the model
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This statistical analysis shows that the gained model is correct and adequate and we have the
regression equation in natural form that describes the performance of employees based only
on their psychological features.

Performance [%] by Motivation of 70% = pr(co, int, agr) =-611.111026 +
3.619927*co + 9.066844*int + 5.388229*agr — 0.001979*co*int + 0.001319*co*agr —
0.025236*co*co — 0.054906*int*int — 0.036977*agr*agr

(6.22)

On the next part of the screenshot follows the analysis for the response surface: if it has
center, and if so, then what are the coordinates. They are displayed in coded and natural form.
Later on are shown the canonical equations and the proof that the translation between the
different coordinate systems is correct. This canonization gives us the information that the
response surface has the form of rotational ellipsoid and that the center point is its maximum.

On Figure 50 we see the two-dimensional intersections for all the possibilities (-1, 0, 1) for
each of the input factors (X;, X, X3). For every cut we have a 3D graphic in MATLAB on
which we can see how exactly the response surface looks like and where exactly the
maximum is. As we have explained in detail these 9 graphics for the previous experiment,
here we will show only a table (table 31) with the corresponding values for the current case.
Any further explanations would be just repetition of everything said before. For the interested
reader we have shown all the graphics by Motivation of 70% and 85% and also the one-
dimensional intersections in the Appendix.

f16YHEPHM CEYEHMA
JeymepHo ceuyeHue npu X1 = -1

30 rpaguika | EgHOMEPHD CEYEHME

3D rpaguka | EgHOMEPHD CEYEHME

A0 rpaguka | EqHoMepHo ceveHue

30 rpaguka | EQHOMEDHO CEYEHME

30 rpatiika | EgHoMEPHD CeYeHME

3D rpaguka | EgHOMEPHD CEYEHME

30 rpaguka | EQHOMEDHO CEMEHME

JeymepHo cevyenune npu X3=0

30 rpaduka | EgHoMEpHD ceueHME

30 rpagika | EQHOMEPHO CEMEHME

oo -0.054306 “ntint
[coJmin. [ co])max [int J-min. [ int ]-max. [ agr }-min. [ agr }-max.
|52.000 |76.000 |68.000 |88.000 |55.000 [85.000  E&] MathcaD B Clipboard ‘ Kpai | Fin)

Figure 50 Two-dimensional intersections
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Table 31. Comparison between the performance values by motivation of 55% and of 70%, measured on
the out lines of the factor space

Conscientiousness | Intelligence | Agreeableness | By Motivation 55% | By Motivation 70%
[9%6] [9%6] [%0] Performance Performance
52 60 40 7 8,2
75 42 50,3
80 40,7 49
100 20 25
52 60 40 7 8,2
80 29 33,7
100 13,3 15,3
76 60 40 13 16
80 49 58
100 29 34,6
76 60 40 13 16
83 34 40,4
100 17 21,2
40 68 40 8 9
55 22 26
70 27 32
80 24 4 29,4
90 18 22
40 88 40 15,3 17,5
68 33 39
90 23 28,4

The comparison between the performance values by motivation of 55% and of 70%, made on
the out limits of the factor space takes values that can be seen from the figures 44, 45 and 46
and also from the rest figures in the Appendix.

We can clearly see in the table that we have significant increase in the performance values by
motivation of 70%, but the dependencies of the different characteristics and the productivity
stay the same as already explained for the previous experiment.

I1II.  The third experiment is by motivation of 85%

We will start here directly with the explanation of the plan of the experiment shown on the
figure 51 below as the other steps are the same as for the other two experiments. On the
figure 51, we can see the plan of the experiment with the 20 experiments (as already
explained 8 of them are in the 8 possible combinations of the three factors; 6 are in the star
points and the rest 6 are in the zero-point). We see the factors X; , X, and X3 with their coded
and with their real values and in the last column we add the value for the observed/resultant
factor — the performance, but this time by motivation of 85%.
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NaH Ha EKCNEPUMENTA H PEIYATATH OT EKCNEp) Plan of the experiment performance
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excnep.| ] 2 3 ca. [*5] int, [*5] agr, [*] pr. [*]

1 1 1 1 52.000 68.000 55.000 |5_21fir
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a3 -1 1 -1 52.000 88.000 55.000 70.7

4 1 1 -1 76.000 88.000 55000 [ffi

5 | 1 1 52000 | 68.000 | 85000 [

5 1 1 1 76.000 68.000 85.000 E
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g | 1 1 1 76.000 | 88000 | 85000 87

g | 82| 0 0 43.816 78.000 70.000 755
10 1682 | © 0 84.184 78.000 70.000 889
11 0 1682 | 0 64.000 61.180 70.000 709
12 0 1682 | 0 64.000 94.820 70.000 83.5 -
13 0 0 1682 | 64.000 78.000 44.770 61.2
14 0 0 1.682 | 64.000 78.000 95.230 7w
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Figure 51 Plan and Results of the Experiment (Motivation=85%)

If we compare the performance values with the other two experiments we will see the
difference: in the first case we had performance of 69,9%:; in the second 82,8% and here we
have values of 92.3%. This confirms our previous observation that by enhancing the
motivation the performance also grows significantly.

On the next figure 52 we see the coefficients b of the regression equation and their estimation
of variance - A b. Having this data we can observe which of the coefficients are significant
and which not. We see that here all coefficient are significant. The next part of the screen is
occupied with the data for the performance: we have the estimated values, the calculated ones
and after this the difference between them. We can see that again as in the other two
experiments the difference is very small and we can end with the following regression
equation in coded form with significant coefficients:

Y(X1,X2,X3) = 92.183152 + 3.993549%X, + 3.748571%X, + 4.400294*X; —
0.375000%X,*X, + 0.125000%X,*X; +0.125000%X,*Xs — 3.536538*X,*X, —
5.304741% Xo*X, — 8.346049* X3*X,

(6.23)
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Figure 52 Coefficients and the regression equation in coded form

On the next screenshot — Figure 53 we see the Variance of adequacy and the Fisher Criterion.
This statistical analysis shows that the gained model is correct and adequate and we have the
regression equation in natural form that describes the employees’ performance by motivation
of 85%.

Performance [%] by Motivation of 85% = pr(co, int, agr) =-591.921937 + 3.671524*co
+8.791920%*int + 5.377006*agr — 0.003125*co*int + 0.000694*co*agr+0.000833*int —
0.024559*co*co — 0.053047*int*int — 0.037094*agr*agr

(6.24)

On the next part of the screenshot follows the analysis for the response surface: if it has
center, and if so, then what are the coordinates. They are displayed in coded and natural form.
Later on are shown the canonical equations and the proof that the translation between the
different coordinate systems is correct. This canonization gives us the information that the
response surface has the form of rotational ellipsoid and that the center point is its maximum.
Exactly like in the previous two experiments.
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Figure 53 Regression equation in natural form and statistical analysis of the model

On the next Figure 54 we see the two-dimensional intersections for all the possibilities (-1, 0,
1) for each of the input factors (X; X, X3). For every cut we have a 3D graphic in MATLAB
on which we can see how exactly the response surface looks like and where exactly the
maximum is.
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Figure 54 Two-dimensional intersections
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As for the previous experiment by motivation of 75% we will not explain here the resultant
graphics but we will show them in the Appendix. The explanations and the gained data are
analogically to the first experiment by motivation of 55%, only the gained results are with
higher values because of the higher motivation. For better understanding we are showing a
comparison between the resultant data from the three experiments in the following table 32.

Table 32 Comparison between the performance values by motivation of 55%, 70% and 85%, measured on
the out lines of the factor space

Conscientious- | Intelligence | Agreeableness | By By By
ness [%] [9%6] [96] Motivation Motivation Motivation
55% 70% 85%
Performance | Performance | Performance

52 60 40 7 8,2 16,6
75 42 50,3 57
80 40,7 49 55
100 20 25 30

52 60 40 7 8,2 16,6

80 29 33,7 40,7

100 13,3 15,3 22,3

76 60 40 13 16 254
80 49 58 65

100 29 34,6 39,6

76 60 40 13 16 254

83 34 40,4 47,7

100 17 21,2 28,2

40 68 40 8 9 16,6
55 22 26 34
70 27 32 40

80 24,4 29.4 38,2

90 18 22 31,3

40 88 40 15,3 17,5 24,5
68 33 39 46
90 23 28,4 36

The comparison between the performance values by motivation of 55%, 70% and 85% made
on the out limits/lines of the factor space represents values from the figures 44, 45 and 46 and
also from the rest figures in the Appendix for the other two experiments.

We can clearly see in the table that we have a significant increase in the performance values
by motivation of 85% in comparison with the other two experiments. Anyway the
dependencies btw the different characteristics and the productivity stay the same as already
explained.

Because of this we won’t give them once again but we will show only the differences between
the maximum performance values, taken from the maximum point of the response surface
(figures 42, 49 and 53) for every of the experiments. This can be seen below:
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By motivation of 55% (figure 42):

Conscientiousness = 70,19 % Performance = 71,35 %
Intelligence = 81,25 %
Agreeableness = 74,05 %

By motivation of 70% (figure 49):

Conscientiousness = 70,47 % Performance = 84,67 %
Intelligence = 81,29 %
Agreeableness = 74,11 %

By motivation of 85% (figure 53):

Conscientiousness = 70,6 % Performance = 94,5 %
Intelligence = 81,4 %
Agreeableness = 74,05 %

It is clear to see that the differences between the values of the psychological characteristics
are imperceptible but we see significant difference in the Performance values. This can be
explained with the enormous influence of the motivation over the working process. As we
have seen in the very beginning the correlation value between motivation and performance is
0.968941, which is proved once again from the values above.

6.4 The developed model for IT human performance prediction

We will give a short summary over the achievements of the developed method:

We were able to choose the most important human factors: Motivation;
Conscientiousness; Intelligence and Agreeableness, on which to build our model.

We have conducted three experiments by three special values of the motivation factor,
because of the complex subjective-psychological dependence btw motivation and
performance.

The growing of the motivation up to 85% is connected with growing of the desire to
give the best possible productiveness at work and by higher values than 85% this
desire is decreasing. This can be explained with the fact that the people with 100% of
motivation find it difficult to see perspective for development as they have already
reached the maximum; this is a kind of de-motivation and results in lower
performance levels. By 55%; 70% and 85% motivation can be observed a significant
change in the performance values (figure 29) values and because of this we are
designing our experiments by these special values.
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For the three experiments we have gained three statistically correct mathematical
models as follows:
(6.25)
Motivation of 55%

Performance[%] = pr(co, int, agr) = -523.021607 + 3.139297*co +
7.793311*int + 4.525325*agr — 0.002677*co*int + 0.001674*co*agr —
0.021694*co*co — 0.046799*int*int — 0.031346*agr*agr

Motivation of 70%

Performance[%] = pr(co, int, agr) = -611.111026 + 3.619927*co +
9.066844*int + 5.388229*agr — 0.001979*co*int + 0.001319*co*agr —
0.025236*co*co — 0.054906*int*int — 0.036977*agr*agr

Motivation of 85%

Performance[%] = pr(co, int, agr) = -591.921937 + 3.671524%*co +
8.791920*int + 5.377006*agr — 0.003125*co*int + 0.000694*co*agr +
0.000833*int — 0.024559*co*co — 0.053047*int*int — 0.037094*agr*agr

The connection btw agreeableness and performance: the growing values of
agreeableness up to 75% characterize with growing of the performance because the
employee is able to communicate and cooperate with his colleagues, he is able to
accept others’ ideas and to follow instructions; after these values the person loses his
own judgment and cannot resolve any problem alone. The software engineer agrees
with everyone and is not able to take decisions anymore and this leads to low values of
performance. When the values are low around 40%, he is not able to cooperate and
works very difficult with other people and this of course means also low productivity.

The connection btw intelligence and performance: with the increasing of the
intelligence after a specific point (around 80%), the observed software team members
start to take very complex decisions and don’t choose the optimal algorithm for
resolving a problem. This leads to complications and more mistakes in the work
process, the employees need more time and the solutions are not optimal, because of
this it is logical to observe the decreasing of the performance. By low values, even by
60% we have very low productiveness which shows that we need employees with
intelligence over the average in order to manage the software engineering process.

The connection btw conscientiousness and performance: by growing until 70% it
shows that the software specialist is trying to do his best and to manage his work as
good as possible. From other side this characteristic hinders the process of ignoring
the unimportant details in the everyday work, and exactly this leads to decreasing of
the performance, when the conscientiousness is higher than 70%. The employee loses
too much time in checking details and spending time for not so important problems
which needs more time and results into lower productivity. When the values are low,
until 55% we have very low performance and this is to be explained with the fact that
such employees are not doing their job with the needed respect and cautious.
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e The results of the whole development process of the predictive model can be
characterized in the following manner:

eval(BigFive) FMEA _ . . . .
Dok HE Sofpwareprocess = ¢ (Motivation, Conscientiousness, Openness, Agreeableness)

(6.26)

The following figure summarizes the characteristics qualification of the IT human factors for
their high performance in software development teams and structures.

eval(BigFive) [T FMEA

SofrwareProcess

{ Motivation, Conscientiousness,

Openness, Agreeableness }

Statistical based
high performance

eval(BigFive) FMEA
DoE HF SoftwareProcess

F (Motivation, Conscientiousness,
Openness,Agreeableness)

Figure 55 Quantified IT human factors for high performance

The developed mathematical model gives the possibility to predict the productiveness of the
examined person based on his/her special psychological traits. This supports the process of IT
personnel recruitment and also the whole process of IT personnel development with a
powerful tool for achieving of better software quality.

6.5 Summary over the development of the predictive model

1) Based on the statistical analysis with which Chapter 5 ends, we have found out the
connection (correlation) btw the following complex psychological characteristics and the
performance.

1. Openness 5. Neuroticism
2. Conscientiousness 6. Experience
3. Extroversion 7. Motivation
4. Agreeableness
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Having the correlation analysis we were able to decide that the Motivation;
Conscientiousness; Intelligence and Agreeableness are the most influencing factors that
we are going to investigate.

2) We have decided to use the Design of Experiment method for the modelling and to build a

3)

4)

S)

rotatable experiment because of the following advantages (Khuri & Cornell 1996) (Myers,
Montgomery & Cook 2009):

¢ Gain maximum information from a specified number of experiments;
e Study effects individually by varying all operating parameters simultaneously;
e Take account of variability in experiments or processes themselves;

e Characterize acceptable ranges of key and critical process parameters contributing to
identification of a design space, which helps to provide an “assurance of quality;

e (Guarantees the invariance of the plan and of the parameter of optimization;

e The model obtained by the rotatable plan describes the response surface with equal
accuracy (equal variance) in all directions of the coordinate axes;

¢ In the whole factors space, the parameter of optimization has the same variance. This
assures that the calculation accuracy of the optimization parameter is independent
from the place where we are going to build the experiment;

e The variance of the optimization parameter does not change by rotation and translation
of it coordination system. This allows us to conduct the canonical experiment (rotation
and translation of the coordination system) with the goal to find the geometrical figure
of the designed experiment;

e The fact that by rotatable experiments the variance does not change assures the
correctness of the statistical analysis of the gained mathematical model.

The factorial space according to the values of the input factors has been determined. The
input data for the experiment have been prepared. On figures 38 and 39 can be seen the
input, where the factor space is determined from the values of: Conscientiousness from
38% to 90%; Intelligence from 58% to 98%; Agreeableness from 40% to 100%.

The full matrix of the planned experiment by motivation of 55% (figure 40) is build and
the concrete performance values have been measured. The same have also been done by
motivation of 70% and 85% (figures 47 and 51). On the figures (41, 48 and 52) can be
seen the calculation of the coefficients of the mathematical model and after this (figures
42, 49 and 53) the statistical evaluation for correctness of the models and the regression
equations as end result.

When having the mathematical models with all important coefficients, there have been
made statistical checks (figures 42, 49, 53) if they are adequate. They show that all the
models are adequate and this means that we can proceed with the next step, the analysis of
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the two-dimensional intersections (figures 43, 50 and 54) of the response surface.

6) It has been done a canonical analysis of all the models (figures 42, 49 and 53) in order to
determine the geometrical kind of the response surfaces. It is in all three cases a rotational
ellipsoid and the center is its maximum or we have in the center maximum performance.

7) We have build three experiments by three special values of the motivation factor, because
of the complex subjective-psychological dependence btw motivation and performance.
The growing of the motivation up to 85% is connected with growing of the desire to give
the best possible productiveness at work and by higher values than 85% this desire is
decreasing. This can be explained with the fact that the people with 100% of motivation
find it difficult to see perspective for development as they have already reached the
maximum; this is a kind of de-motivation and results in lower performance levels. By
55%; 70% and 85% motivation can be observed a significant change in the performance
values (figure 29) values and because of this we are designing our experiments by these
special values.

8) For the three experiments we have gained three statistically correct mathematical models
as follows:
(6.25)
Motivation of 55%
Performance[%] = pr(co, int, agr) = -523.021607 + 3.139297*co + 7.793311*int +
4.525325*agr — 0.002677*co*int + 0.001674*co*agr — 0.021694*co*co —
0.046799*int*int — 0.031346*agr*agr

Motivation of 70%

Performance[%] = pr(co, int, agr) = -611.111026 + 3.619927*co + 9.066844*int +
5.388229*agr — 0.001979*co*int + 0.001319*co*agr — 0.025236*co*co -
0.054906*int*int — 0.036977*agr*agr

Motivation of 85%
Performance[%] = pr(co, int, agr) = -591.921937 + 3.671524*co + 8.791920*int +
5.377006*agr —  0.003125*co*int +  0.000694*co*agr+0.000833*int  —

0.024559*co*co — 0.053047*int*int — 0.037094*agr*agr

9) Comparing the three prognostic models we see that the response surfaces (rotatable
ellipsoids) and the mathematical equations are identical. The differences are only in the
concrete values and we are going to show the maximum values for each ellipsoid:

By motivation of 55% we have maximum performance of 71,35% (figure 42).
By motivation of 70% we have maximum performance of 84,67% (figure 49).

By motivation of 85% we have maximum performance of 94,51% (figure 53).

It is clear that with higher motivation we have also higher productiveness.

10) The connection btw the other three input factors and the performance are explained in the
following manner:
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e The connection btw agreeableness and performance is an ellipse (figure 44), the
growing values of agreeableness up to 75% characterize with growing of the performance
because the employee is able to communicate and cooperate with his colleagues, he is able
to accept others’ ideas and to follow instructions; after these values the person loses his
own judgment and cannot resolve any problem alone. The software engineer agrees with
everyone and is not able to take decisions anymore and this leads to low values of
performance. When the values are low around 40%, he is not able to cooperate and works
very difficult with other people and this of course means also low productivity.

e The connection btw intelligence and performance is also an ellipse (figure 44). The
observations have shown that with the increasing of the intelligence after a specific point
(around 80%), the observed software team members start to take very complex decisions
and don’t choose the optimal algorithm for resolving a problem. This leads to
complications and more mistakes in the work process, the employees need more time and
the solutions are not optimal, because of this it is logical to observe the decreasing of the
performance. By low values, even by 60% we have very low productiveness which shows
that we need employees with intelligence over the average in order to manage the
software engineering process.

e The connection btw conscientiousness and performance is also an ellipse (figure 45).
This can be explained with the specific of this psychological characteristic and it is that by
growing until 70% it means that the software specialist is trying to do his best and to
manage his work as good as possible. From other side this characteristic hinders the
process of ignoring the unimportant details in the everyday work, and exactly this leads to
decreasing of the performance, when the conscientiousness is higher than 70%. The
employee loses too much time in checking details and spending time for not so important
problems which needs more time and results into lower productivity. When the values are
low, until 55% we have very low performance and this is to be explained with the fact that
such employees are not doing their job with the needed respect and cautious.

11) Figures 43, 50 and 54 show the two-dimensional intersections which are used for the

visualization of the response surface of the performance. We have shown there figures for
performance by motivation of 55% - figures 44, 45 and 46. In this way we are able to give
geometrical interpretation of the gained models and to find the dependencies btw the
performance and the three specific psychological features. The additional figures for the
other two experiments are shown in the Appendix.

12) For better understanding we have also additional one-dimensional intersections, on which

can be seen concrete values by different factors combinations, but as this is additional
information, it is shown in the Appendix.

13) The results of our experiment based on the DoE method could be characterized in the
following short manner as:

eval(BigFive) FMEA — : ; ; ;
DoE HE Sofvwareprocess = F (Motivation, Conscientiousness, Openness, Agreeableness)

(6.26)
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7 Chapter — Experimental validation of the predictive model for IT human
performance

In the last chapter are shown real examples of the effectiveness of the developed
mathematical model. We have developed also a special web-application which realizes the
test and after this transforms the gained information into input data for our model and ends
with the predicted productiveness for the examined person. The gained statistical information
shows the accurateness of the method and proves its positive use for improving the software
development process in the way that we can choose more reliable and productive personnel.

7.1 The actual application of the model

Here we are going to prove the adequacy and the effectiveness of the gained prognostic
mathematical models (Georgieva et al, 2011 c¢). This has been done with the conduction of
many surveys in German and Bulgarian software companies.

As we have seen until the moment we have designed a complex mathematical model that
describes the human productivity in the software development field based on the individual
personal characteristics. We will show once again the three equations according to the
measured motivation and after this we will give concrete real examples that show the
correctness of the model.

Motivation of 55%
Performance[%] = pr(co, int, agr) = -523.021607 + 3.139297*co + 7.793311*int +
4.525325*agr — 0.002677*co*int + 0.001674*co*agr — 0.021694*co*co -

0.046799*int*int — 0.031346*agr*agr

(7.1)
Motivation of 70%
Performance[%] = pr(co, int, agr) = -611.111026 + 3.619927*co + 9.066844*int +
5.388229*agr — 0.001979*co*int + 0.001319*co*agr — 0.025236*co*co —
0.054906*int*int — 0.036977*agr*agr
(7.2)
Motivation of 85%
Performance[%] = pr(co, int, agr) = -591.921937 + 3.671524*co + 8.791920*int +
5.377006*agr — 0.003125*co*int + 0.000694*co*agr+0.000833*int — 0.024559*co*co —
0.053047*int*int — 0.037094*agr*agr
(7.3)

7.1.1 Examples
The following examples are a mean representative of the gained questionnaire data. We have

showed the data in the form of 12 examples (case studies), but actually they are summarizing
the data from 50 questioned software employees from different companies.
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Real case 1:
84% agreeableness;
92% conscientiousness;
76% intellect;
Motivation 75%;
Estimated productivity 70%o.

Productivity (calculated from the model) = -611.111026 + 333.033284 + 689.080144 +
452.611236 — 13.837168 + 10.193232 — 213.597504 — 317.137056 — 260.909712 =
68.32543%

Difference = 1.68%

Real case 2:
92% agreeableness;
84% conscientiousness;
70% intellect;
Motivation 85%;
Estimated productivity 70%o.

Productivity (calculated from the model) = -591.921937 + 308.408016 + 615.4344 +
494.684552 — 18.375 + 5.363232 + 0.05831 — 173.288304 — 259.9303 — 313.963616 =
66.469353%

Difference = 3.53%

Real case 3:
82% agreeableness;
90% conscientiousness;
86% intellect;
Motivation 85%;
Estimated productivity 80%b.

Productivity (calculated from the model) = -591.921937 + 330.43716 + 756.10512 +
440.914492 —24.1875 + 5.12172 + 0.071638 — 198.9279 — 392.335612 — 249.420056 =
75.857125%

Difference = 4.14%

Real case 4:
90% agreeableness;
58% conscientiousness;
92% intellect;
Motivation 55%;
Estimated productivity 58%b.

Productivity (calculated from the model) = -523.021607 + 182.079226 + 716.984612 +
407.27925 — 14.284472 + 8.73828 -72.978616 — 396.106736 — 253.9026 = 54.787337
Difference = 3.22%

Real case 5:
82% agreeableness;
68% conscientiousness;
94% intellect;
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Motivation 75%;
Estimated productivity 75%.

Productivity (calculated from the model) = -611.111026 + 246.155036 + 852.28336 +
441.834778 — 12.649768 + 7.354744 — 116.691264 — 485.149416 — 248.633348 =
73.393096%

Difference = 1.61%

Real case 6:
82% agreeableness;
74% conscientiousness;
82% intellect;
Motivation 75%;
Estimated productivity 85%.

Productivity (calculated from the model) = -611.111026 + 267.874598 + 743.481208 +
441.834778 — 12.008572 + 8.003692 — 138.192336 — 369.187944 — 248.633348 =
82.06105%

Difference = 2.94%

Real case 7:
94% agreeableness;
90% conscientiousness;
96% intellect;
Motivation 85%;
Estimated productivity 55%b.

Productivity (calculated from the model) = -591.921937 + 330.43716 + 844.02432+
505.438564 — 27 + 5.87124 + 0.079968 — 198.9279 — 488.881152 — 327.762584 =
51.357679%

Difference = 3.65%

Real case 8:
72% agreeableness;
72% conscientiousness;
78% intellect;
Motivation 85%;
Estimated productivity 90%b.

Productivity (calculated from the model) = -591.921937 + 264.349728 + 685.76976 +
387.144432 — 17.55 + 3.597696 + 0.064974 — 127.313856 — 322.737948 — 192.295296 =
89.107553%

Difference = 0.9%

Real case 9:
82% agreeableness;
66% conscientiousness;
96% intellect;
Motivation 85%;
Estimated productivity 75%.
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Productivity (calculated from the model) = -591.921937 + 242.320584 + 844.02432 +
440.914492 - 19.8 + 3.755982 + 0.079968 - 106.979004 - 488.881152 - 249.420056 =
74.093197%

Difference = 0.91%

Real case 10:
96% agreeableness;
90% conscientiousness;
88% intellect;
Motivation 55%;
Estimated productivity 50%.

Productivity (calculated from the model) = - 523.021607 + 282.53673 + 685.811368 +
4344312 -21.20184 + 14.46336 - 175.214 - 362.411456 - 288.884736 = 46.508915%
Difference = 3.5%

Real case 11:
90% agreeableness;
62% conscientiousness;
66% intellect;
Motivation 85%;
Estimated productivity 70%b.

Productivity (calculated from the model) = - 591.921937 + 227.634488 + 580.26672 +
483.93054 - 12.7875 + 3.87252 + 0.054978 - 94.404796 - 231.072732 - 300.4614 =
65.110881%

Difference = 4.89%

Real case 12:
94% agreeableness;
62% conscientiousness;
94% intellect;
Motivation 70%:;
Estimated productivity 60%b.

Productivity (calculated from the model) = - 611.111026 + 224.435474 + 852.28336 +
506.493526 - 11.533612 + 7.687132 - 97.007184 - 485.149416 - 326.728772 =
59.369482%

Difference = 0.64%

We can summarize that the difference between Estimated and Calculated Productivity is not
bigger than 5%, which is a very important proof for the correctness of the developed model.
We will observe in the next point a statistical analysis of 100 additional real examples, which
shows once again the adequacy and efficiency of our prognostic mathematical model.
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7.2 The Software Human Factors Test web application

In order to automate the questioning process and the processing of the gained data into actual
results about a concrete person and also to show once again the effectiveness and correctness
of the developed method we have developed a web application that conducts the explained
actions and supports us with the final results.

Here we will describe the test tool and we will present screenshots with different results. This
application is for us from great help because it enables the test-quiz and after this the
evaluation of the results and their use in the already explained formulas (the mathematical
model) that describe the personal productivity. In this way we end with the concrete
performance for every tested person and we can also observe the whole statistic of the people
that have already done the test.

Let us now start with the first screenshot (Figure 56) of the tool: when loading the home page
the user is presented with the option to start a new test, to resume an unfinished one or to view
the results of the own completed test and also to view the whole statistics for all the
completed tests.

OTTO VON GUERICKE

TRy FAKULTAT FUR
MAGDEBURG [ETHYTTID Software Human Factors Test

Start new test

Show results/Resume test

View statistics

Figure 56 Home page of the web-application

If the user decides to start a new test he/she is brought to a page with the test questions in a
shuffled order, which looks like the following.

167



aTT0 VON GUERICKE

RSy FAKULTAT FUR
MAGDEBURG [TAYTTINI Software Human Factors Test

Question 1: Use difficult words.

I Very Inaccurate

) Moderately Inaccurate
' Moderately Accurate
) Very Accurate

1 If other (specify)

Question 2: Have little to say.

) Very Inaccurate

) Moderately Inaccurate
' Moderately Accurate
1 Very Accurate

0 If other (specify)

Figure 57 Web-application quiz page

Most of the questions have 5 possible answers — very accurate, accurate, inaccurate, very
inaccurate and other. When the last is selected a textbox is displayed where the user can enter
a custom textual answer. Some of the questions are answered only by true or false and some
need to be answered by some text. We can see these different types of questions on the next
Figure 58. More detailed explanation about the different types of questions and answers have
been given in Chapter 5.

Question 27: Am relaxed most of the time.

) Very Inaccurate

2 Moderately Inaccurate
) Moderately Accurate
) Very Accurate

1 1f other (specify)

Question 28 Use difficult words.

) Very Inaccurate

_' Moderately Inaccurate
) Moderately Accurate
) Very Accurate

) If other (specify)

Question 29: | am exacting in my work.

_'Very Inaccurate
' Moderately Inaccurate
) Moderately Accurate

_ Very Accurate

" If pther (specifu)

Figure 58 Web-application's question types
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At the end of the test page, the user can click Submit which will save the answers. This can be
done even if the quiz is not completed.

Question 62: Sympathize with others' feelings.

2 Very Inaccurate

) Moderately Inaccurate
) Moderately Accurate

2 Very Accurate

) If other (specify)

Question 63: Follow a schedule.

1 Very Inaccurate
) Moderately Inaccurate
2 Moderately Accurate

) Very Accurate

) If other (specify)

Cancel ” Submit

Figure 59 The end of the quiz page

The user is then redirected to a page showing the ID of the taken test. From there, if the test is
not completed it can be resumed, and if it is completed — the results can be viewed. The user
can also go back to the home page.

OTTO VON GUERICKE

IARAESR Y FAKULTAT FUR
MAGDEBURG [ETANTTLI Software Human Factors Test

Your test ID is: 64
You can use it to view your results.

Back l ’ View results

Figure 60 The web - application's Quiz Finished Page

From the home page the user can again resume an unfinished test or view the results of a

finished one by clicking the button “Show results/Resume test”, using the ID of his personal
test.
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OTTO VON GUER|CKE

ISR FAKULTAT FUR
MAGDEBURG [RTHTYTINT Software Human Factors Test

Start new test

e_ Enter test number:

Show results/Resume test [

Die Seite mit der Adresse http://localhost meldet: Iﬁ
Abbrechen

View statistics

Figure 61 Screenshot of the application’s popup when "*Show results/Resume Test™ button is clicked

Clicking that button pops up a field where the user is required to enter the ID of the test he/she
wants to resume or view the results of.

If a test with the entered ID does not exist, the user is redirected to a page with a message that
tells this. From there he/she can go back to the home page. This could be seen on the next
Figure 62.

OTTO VON GUERICKE

IR GEIRr S FAKULTAT FUR
MAGDEBURG [EISpHyd Software Human Factors Test

This test does not exists

Back

Figure 62 Window shown, when the test does not exist

Resuming an unfinished test loads the quiz page with the questions in the order they were
when the test was created. Also the answers are recreated so if the user wants he/she can
change them before finishing the test.

Viewing results brings the user to the following page (Figure 63) showing his/her score for
the five measured factors, the self estimated performance and motivation and the calculated
performance by the developed mathematical model. There is also a table with statistics for all
completed tests. The columns in the table represent each factor and the rows — a range of
scores. The cells in the table show how much people have scored a value in the respective
range for the corresponding factor. The text in red shows between which values the current
test-result is.
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OTTO VON GUERICKE

NI FAKULTAT FUR
MAGDEBURG [ETHYSTICT: Software Human Factors Test

Surgency or Extraversion: 80%

Agreeableness: 94%

Conscientiousness: 68%

Emotional Stability: 60%

Intellect or Imagination: 90%

Motivation: Medium (~70%)

Your estimated performance: 70%

Your calculated performance: 66%

Compared to scores from all tests:

surgency or S Emotional |Intellect or Self estimated |Calculated oo Number
Hallge Extraversion Quleabiiics | elbEeiiienc.s stability Imagination | performance performance BLEE of people
51% - 6 (Nr. 1 (Nr. Low
60% 3 (Nr. People) |2 (Nr. People) |5 (Nr. People) People) People) 13 (Nr. People) | 7 (Nr. People) (~55%) 16
61%- |26 (Nr. 22 (Nr. . 24 (Nr. 19 (Nr. ; 33 (Nr Medium
70%  |People) People) 28 (Nr-PEOPIE) | pepiey  |People) 57 (Nr. Feople) | e i ~r0%) |*°
71%- |17 (Nr 35 (Nr. 25 (Nr. 34 (Nr. 43 (Nr. High
80% |People) People) 32 (Nr.People)  poonie)  |People) 38 (Nr. People) | po ey (~85%) |**
81%- |34 (Nr. 28 (Nr. 26 (Nr. 29 (Nr. 17 (Nr.
90% People) People) 25 (iEEeopk ] People) People) 2 (N Feople) People)
91% - |20 (Nr. 13 (Nr 19 (Nr. 17 (NF.
100% |People) People) 11 (Nr. People) People) People) 0 (Nr. People) |0 (Nr. People)

Shows the number of people who have scored in the respective range.

The text in red shows between which values the current test-result is.

Back

Figure 63 The Test Results Page for a concrete person

On the result page can be also observed the values for Extraversion and Emotional Stability.
Although that they don’t take part in the calculation of the performance values, they are
displayed for additional information of the test-taker and for completeness of the
questionnaire.
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OTTO0 YON GUERICKE
RTINS FAKULTAT FUR
MAGDEBURG [EANTTIIANY Software Human Factors Test
Surgency or - Emotional Intellect or = 2 Self estimated Calculated E
Extraversion AQFBEBD\EHESS Conscientiousness Stability Imagination Motivation perfom‘lance Performance Difference
02% 72% 72% 76% 98% ’(“"?%“D}”; 70% 69% 1%
™ ‘o
94% 78% 74% 92% 64% ( :'a'gﬂ}} 76% 74% 2%
2o ‘o
94% 66% 72% 74% 94% ( :'a'gﬂ}} 76% 78% 2%
e ‘o
84% 78% 64% 88% 74% ( :'a'gﬂ}} 82% 85% 3%
2o ‘o
80% 68% 66% 88% 70% Low (~55%) £8% 64% 4%
£2% 88% 70% 76% 74% Low (~55%) £5% 63% 2%
78% 72% 78% 84% 82% Low (~55%) 72% 70% 2%
90% 74% 70% 60% 62% ( :'a'gﬂ}} 75% 1% 4%
2o ‘o
90% 80% 68% 94% 96% ( :'a'gﬂ}} 76% 76% 0%
e ‘o
72% 78% 96% 64% 72% ( :'a'gﬂ}} £6% 70% 4%
2o ‘o
6% 84% 78% 60% 84% ’(“"?%“D}”; 75% 79% 4%
™ ‘o
66% 66% 82% 64% 84% ’(“"?%“D}”; 80% 78% 2%
i ‘o
84% 80% 70% 64% 72% r(“l‘?.‘?]'tjﬁ”; 75% 79% 4%
90% 88% 76% 80% 86% Low (~55%) £2% B4% 2%
72% 86% 96% 86% 72% r(“l‘?.‘?]'tjﬁ”; 60% 59% 1%
100% 94% 86% 84% 78% (fgggﬁ} 72% 68% 4%
Surgency or : Emotional |Intellect or Self estimated | Calculated - Number
R Extraversion BAIey abk B GOl RIS UESS stability Imagination |performance performance LAREIT of people
51% - 6 (Nr. 1 (Nr. Low
60% 3 (Nr. People) |2 (Nr. People) |5 (Nr. People) People) People) 13 (Nr. People) | T (Nr. People) (~55%) 16
61% - |26 (Nr. 22 (Nr. 24 (Nr. 19 (Nr. 33 (Nr. Medium
70%  |People People 28 (Nr. Peopi€)  |penniey | People 5T (Nr. People) | peopie ~70%) |0
ple) ple) ple) ple) ple) ( )
71% - |17 (Nr. 35 (Nr. 25 (Nr. 34 (Nr. 43 (Nr. High
80% |People) People) 32 (Nr. People)  |ponniey | Peopie) 38 (Nr. People) | pooniey (~85%) |*
81% - |34 (Nr. 28 (Nr. 26 (Nr. 20 (Nr. 17 (Nr.
90% People) People) AEETER People) People) i Beopic] People)
91% - |20 (Nr. 13 (Nr. 19 (Nr. 17 (NI
100% |People) People) 11 (Nr. People) Peopie) Peopie) 0 (Nr. People) |0 (Nr. People)
Shows the number of people who have scored in the respective range.
Back

Figure 64 The Software Human Factors Test Statistics Page

Going back to the home page, the user can see the entire statistics (figure 64) of all already
taken tests. They are shown in a separate page in a shuffled manner and without the test IDs,
so that no one can connect a particular ID with the shown statistics. We can see also a table
similar to the one in the results page, but since the statistics is global, it is not matched to any
specific test. We can see the percentage range of each psychological feature and the number
of the people that belong to it.
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7.2.1 Analysis of the gained information

The developed web-application ‘Software Human Factors Test” was given to a number of
software companies in order to gain real results and to observe the correctness of the
developed prognostic method. We have gained exactly 100 useful test results, a part of which
can be seen on Figure 64 and on the following Table 33. The complete list can be seen in the

Appendix.

The data that we have collected shows that the developed mathematical model really predicts
the human performance very accurate, the differences between the estimated and the
calculated performance are not bigger than 5%, which is the confidence interval and this
means that the method works very accurate and can be applied in the praxis without any

doubts.
Table 33 Part of the received employee information
Agreeableness Consrciieeslsltious ( (;gtgf;ts) Motivation p]eir?(ilrﬁ;zie Pgsflg;ﬁ?;ﬁge Difference
88% 82% 70% (gisg(; ) 78% 73% 5%
68% 74% 86% ( iﬁ; | 86% 87% 1%
82% 86% 66% (gisg(; | 72% 70% 2%
82% 62% 92% ( iﬁ; | 75% 78% 3%
92% 88% 76% (gisg(; | 65% 68% 3%
92% 64% 80% ( iﬁ; | 78% 75% 3%
72% 94% 68% (gisg(; | 64% 68% 4%
80% 60% 68% (NLS‘;‘% 60% 59% 1%
76% 86% 72% (33(;% 60% 62% 2%
70% 60% 78% sz‘;‘g}g 85% 81% 4%
90% 64% 74% 1;{*’7‘3)‘},2;1 70% 71% 1%
92% 62% 92% sz‘;‘g}g 62% 65% 3%
88% 70% 74% (33(;% 65% 63% 2%
86% 74% 60% 12{‘;%% 56% 54% 2%
82% 84% 94% (33(;% 60% 57% 3%
74% 94% 74% (NLS‘;‘% 60% 57% 3%
76% 82% 76% 1;{67‘3)‘},2;1 82% 80% 2%
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The analysis of the information from Table 33 shows that the developed prognostic model
about the influence of Motivation, Agreeableness, Conscientiousness and Intelligence over
the Performance is adequate. The experimental testing of the method in real environment
shows minimal mistake or difference of 5%, which allows us to claim that it works correct
and can be used in the real process of employee’ evaluation.

‘Software Human Factors Test’ is a reliable tool for productivity assessment in the software
engineering field, which can be used by individuals and companies. Our research showed that
it is an adequate source for performance assessment and in the same time provides the users
with a good insight on the factors affecting their performance so that they know what they
need to work on. The test can be used in addition to an interview for a job or as an addition to
a set of some proven methods for improving productivity like Personal and Team Software
Process and Capability Maturity Model Integration.

7.3 Summary over the experimental model validation

1) There have been conducted real case studies in different companies in order to build first
ideas about the validation and effectiveness of the developed method for performance
evaluation. These real examples showed that the difference between Estimated and
Calculated Productivity is not bigger than 5%, which is a very important proof for the
correctness of the developed model.

2) In order to automate the questioning process and the processing of the gained data into
actual results about a concrete person and also to show once again the effectiveness and
correctness of the developed method we have developed a web application that conducts
the explained actions and supports us with the final results.

3) The developed web-application ‘Software Human Factors Test’ was given to a number of
software companies in order to gain real results and to observe the correctness of the
developed prognostic method. We have 100 useful test results, a part of which can be seen
on Figure 64, in Table 33 and the complete list can be seen in the Appendix.

4) The observation of the collected data shows that the mathematical model really predicts
the human performance very accurate, the differences btw the estimated and the calculated
performance are not bigger than 5%, which means that the method works very accurate
and can be applied in the praxis without any doubts.

5) ‘Software Human Factors Test’ is a reliable tool for productivity assessment in the
software engineering field, which can be used by individuals and companies. Our research
showed that it is an adequate source for performance assessment and in the same time
provides the users with information about their personal factors affecting the performance.
In this way they can use the tool also for self-evaluation and for further own development.
The test can be used in addition to an interview for a job or as an addition to a set of some
proven methods for improving productivity like PSP, TSP and CMMI.

6) The validated results of high performance IT human factors could be characterized as

eval(BigFi ve) HFFMEA

gt Softwarcprocess — PERF (Motivation, Conscientiousness,

Openness, Agreeableness) (7.4)
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Conclusion and Future Work

The PhD thesis starts with a big analysis of the existing methods for Risk Assessment with
special focus over the Human Factors in them. The conducted literature review showed that
the existing methods don’t consider the human being as a factor responsible for different risks
in the software engineering process and in this way influencing the end performance.

The second point in the research was to look from the other side. We have looked for
psychological methods that measure and evaluate the influence of the personality over the
software engineering process. We have discovered that such methods, at least in the software
development do not exist but the conducted overview over the human factors in the software
process has showed different perspectives:

- Slips and mistakes occurring in everyday human work including their base.

- Malfunctions and their relation to the behavioral model of the human being with
regards to performing or not a certain task.

- Clearly recognized connection between emotions and risk behavior and different
stressors influencing the people.

- Different levels of failures and factors that influence the human actions.

- Frameworks and taxonomies listing all different personal characteristics that influence
the working process.

This observation was the major motivation for us to decide that there is an urgent need to
develop such a method that will be able based on the specific psychological characteristics to
prognosticate/evaluate the IT productivity for a special person.

The following analysis over the basic IT roles delivered us with the following description of
the roles’ most important competencies, which we have used in the further research.

HF projeciManager = {cOommunicative, managerial skills, disciplined,
respects the others, resolves conflicts, open minded,
willing to develop himself, well-organized, goal-oriented,
seeks improvement}

HF reampeader = {plan and prioritize the work, reviews team progress,
flexible and adaptable, communicative, an effective advocate for the team,
ability to lead and to impress}

HF usinessanalyst= {communicative, conceptual thinking, creativity,
strategic and business thinking, problem solving,
negotiation and decision making, customer oriented, team player}
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HFsofiwarerchiecs = 1g00d decision maker, team player,
performance oriented, technical understanding that supports the team,
optimizing abilities, seeks new knowledge}

HF sopwareDeveioper = {Creativity, team player, tolerant,
always in a learning mode, able to articulate own thoughts,
respects others’ ideas, structured thinking}

HF sofiwaretester = {Creativity, flexibility, communicative, open-minded,

respects the others}

HF oualitvengineer = {flexible, team oriented, positive attitude,
systematic and organized, respects the others,
seeking for knowledge, convincing ability,
ability to interact with managers and customers}

Having the personal competencies we had to make an effective analysis over the
corresponding responsibilities and in this way to find the factors that influence at most the
individuals. We have adopted the FMEA method for this goal as it gives the possibility to
break each process into its small peaces and to look inside for possible failure modes and their
causes. The analysis of the software team roles involved in the typical software engineering
process ended with the discovery of the human factors that influence the different potential
failure modes, which can be seen in the following list:

i

15.
17.
19.
21.
23.
25.
27.
29.
31.
33.
35.
37.
39.

Coordination
Self-management
Mental Overload=Stress
Competence
Knowledge
Effectiveness
Concentration
Communication
Self-Development
Liberalism

Control delegation
Selfish=Egoism
Over self-confident
Self-organization
Hardworking
Attention
Conscientiousness
Leader skills
Experience
Personal grow

Fear

Management skills
Intelligence

Analysis skills
Openness

Creativity

Emotional stability
Judgment

Problem solving ability
Perception
Professionalism
Persistence

Dutifulness

Motivation
Achievement
Responsibility
Talkativeness

Personal attitude
Technical understanding
Imagination
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41. Understanding ability 42. Patience

43. Planning skills 44. Friendliness
45. Observing ability 46. Cooperation
47.  Appreciation

Having all the critical human factors for the software process we were faced with a new
problem. How can we measure these traits and how can we examine a person in order to be
able to understand which features does he posses and into which extent so that we can find out
how they influence his work performance.

For this purpose we have adopted a well-accepted method in the Personality Evaluation — the
Big Five theory. Of course we had to change it so that it could be applied in the software
engineering field and after that we were able to define seven psychological characteristics that
are complex enough to be matched with the discovered human factors and be used for the
description of the personality features and the software productiveness. They are as follows:

Openness (Intelligence)
Conscientiousness

Extroversion

Agreeableness

Neuroticism (Emotional Stability)

Experience

NS kWD -

Motivation

Analyzing the characteristics and the type of connection between them and the human
performance in the IT, we have decided to design the whole process as an Experiment and to
analyze it in order to model the desired dependence.

We have conducted three experiments by three special values of the motivation factor,
because of the complex subjective-psychological dependence between motivation and
performance. For these three experiments we have gained three statistically correct
mathematical models, which describe the connection between the psychological
characteristics (Motivation, Conscientiousness; Openness and Agreeableness) and the
performance in the software engineering.

They are as follows:
Performance by Motivation of 55% = pr(co, int, agr) = -523.021607 + 3.139297*co +

7.793311*int  + 4.525325*agr — 0.002677*co*int + 0.001674*co*agr
0.021694*co*co — 0.046799*int*int — 0.031346*agr*agr

Performance by Motivation of 70% = pr(co, int, agr) = -611.111026 + 3.619927*co +
9.066844*int + 5.388229*agr — 0.001979*co*int + 0.001319*co*agr -
0.025236*co*co — 0.054906*int*int — 0.036977*agr*agr
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Performance by Motivation of 85% = pr(co, int, agr) =-591.921937 + 3.671524*co +

8.791920*int + 5.377006*agr — 0.003125*co*int + 0.000694*co*agr+0.000833*int —
0.024559*co*co — 0.053047*int*int — 0.037094*agr*agr

The decision to make three experiments came from the observation that: by 55%; 70% and
85% of motivation can be seen a significant change in the performance values. The growing
of the motivation up to 85% is connected with growing of the desire to give the best possible
productiveness at work and by higher values than 85% this desire is decreasing. This can be
explained with the fact that the people with 100% of motivation find it difficult to see
perspective for development as they have already reached the maximum; this is a kind of de-
motivation and results in lower performance levels.

The most important result from the models are the dependencies between the three examined
features and the human performance:

The connection btw agreeableness and performance: the growing values of
agreeableness up to 75% characterize with growing of the performance because the
employee is able to communicate and cooperate with his colleagues, he is able to
accept others’ ideas and to follow instructions; after these values the person loses his
own judgment and cannot resolve any problem alone. The software engineer agrees
with everyone and is not able to take decisions anymore and this leads to low values of
performance. When the values are low around 40%, he is not able to cooperate and
works very difficult with other people and this of course means also low productivity.

The connection btw intelligence and performance: with the increasing of the
intelligence after a specific point (around 80%), the observed software team members
start to take very complex decisions and don’t choose the optimal algorithm for
resolving a problem. This leads to complications and more mistakes in the work
process, the employees need more time and the solutions are not optimal, because of
this it is logical to observe the decreasing of the performance. By low values, even by
60% we have very low productiveness which shows that we need employees with
intelligence over the average in order to manage the software engineering process.

The connection btw conscientiousness and performance: by growing until 70% it
shows that the software specialist is trying to do his best and to manage his work as
good as possible. From other side this characteristic hinders the process of ignoring
the unimportant details in the everyday work, and exactly this leads to decreasing of
the performance, when the conscientiousness is higher than 70%. The employee loses
too much time in checking details and spending time for not so important problems
which needs more time and results into lower productivity. When the values are low,
until 55% we have very low performance and this is to be explained with the fact that
such employees are not doing their job with the needed respect and cautious.

The results of the whole development process of the predictive model can be characterized in
the following manner:

eval(BigFive) HF FMEA

Do HE Spfveareprocess = < (Motivation, Conscientiousness, Openness, Agreeableness)
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This IT human factors evaluation approach could be summarized in a simplified manner given
in the following figure 65.

| HFir | D> HF PME

ZsfnzrsDensliner
Anention, Competence, Personal overload, Dutifulness, Commumication,
Cooperation, Motivation, Achievement Responsibility, Talkativeness,
Coordination, Personal organization}

HF it = {Competence, Knowledge, Communication, Persomal attitude,
Motvation, Overisad, Concentration, Understanding, Ceordination, Self
confidence, Creativity, Imagination, Open minded, Self-organization}

performance

Industrial high

L SoftwareProcess
-0 BigFive [JF’ ?UEA -
oftwareProcess
HF 555 staager = (Coordination, Self-management, Stress, Competence, Know ledge, f
Effectiveness, Concentration, Communication, Self-development
Liberalsm, Contrel, Egoism, Confidence, Organtation} \
1. Openness
HFIH& o = (Hardworking, Knowledge, Communication, Anention, Conscientiousness,
Leader skills, Mental overioad, Competence, Experience, Tecimical L 2. Conscientiousness
understanding, Plamning skills, Monitoring, Appreciation, Cooperation,
o .
Fear, Management} 3. Extroversion
HF 45 i = nieliigence, Know ledge, Work overioad, Concentration, Anabsk / 4. Agrecablencss
skills, Competence, Communication, Ploming, Openness}
i N o 5. Neuroticism
HFZE i = {Enowledge, Hardworking, Intelligence, Communication, Competence,
Creativity, Cocperation, Emoticnal stability, Mental overioad, Atiention, 6. Experience
Judgment, Experience, Problem solving, Leader thinking, Perception,
Professionalism} 7. Motivation
HF D = { Hardworking, Knowledge, Persistence, Concentration, Intzlligence, /

HEGME oiotpmeer = \Overioad  Coordination, Communication, Competence,
Knowledge,  Seif-confidence, Planmning, Auention, Intelligence,
Understanding, Patience, Friendiiness, Concentration, Professionalism, eval(BigFive) [T FMEA
Cooperation) SoftwareProcess

{ Motivation, Conscientiousness,

Openness, Agreeableness }

eval(BigFive) ryp> FMEA F (Motivation, Conscientiousness,
DoE SoftwareProcess \ Openness,Agreeabieness)

Validation based
high performance

eval(BigFive) HFE FMEA PERF (Motivation, Conscientiousness,
eval(DoE) SoftwareProcess Openness, Agreeableness)

Figure 65 The IT human factors approach keeping high performance

The developed models were shown to be correct and adequate using special statistical
formulas and further on with the development of special software. The web-application aims
to show once again the models’ correctness and effectiveness. The developed web-site
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represents a test with the special questions needed for the personnel evaluation and after this
uses this data as an input for the developed model. In this way the model can be very easily
used in the process of recruitment for selecting the best employees for a specific company.

Everything that we have said until the moment shows that:

* The problem described in the beginning of the PhD work: the connection between the
personality and the individuals’ performance in the software engineering is found!

= A method that models the human performance in the IT based on the specific
psychological traits has been developed.

= We have gained three different models by the special values of Motivation that
calculate the expected Performance.

= The developed model was tested and validated in real conditions and proved its
correctness and usefulness for the software development.

= The model is an absolutely new scientific contribution that is extremely important for
the process of improving the IT recruitment process.

*» The developed method can be used also for prognosis of the productiveness of the
whole software company based on the performance of the individuals.

= A modelling of the critical psychological features, which take part in the model, is
another idea that can be applied and in this way can be increased the expected
performance.

The scientific work in this PhD thesis makes the following main contributions to research
within the field of software engineering:

1. An up-to-date review over the software risk assessment methods with special focus
over their incompleteness.

2. An up-to-date review over the methods for employee evaluation and research over
their existence and application in the software engineering.

3. Detailed research over the concepts in the software field and over the software team
members with their specific capabilities and responsibilities.

4. Development of new scientific method ‘Software Human Factor FMEA’ for the
extraction of the critical human factors.

5. Development of new scientific method for the evaluation of the human psychological
features in the IT (with the adoption of the Big Five theory in the software
engineering).

6. Development of unique mathematical model for the prediction of the individuals’
performance in the IT based on his/her personal characteristics.

7. Development of web-based application realizing the mathematical model and
supporting the software engineering research with concrete tool for the employee
evaluation and personnel selection.
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Future work considering our approach in order to improve human factor involvements in the
IT area will be:

o Further application areas: the specification of the method for each role in the software
development process for different software process approaches (like agile
development, V&V teams, PSP and collaborative software evolution).

e Methodology improvements: the actual application of this new approach considers a
special kind of systems and software processes and should be extended by experience
repositories like SLIM, ISBSG and QSM.

o Team-oriented model extensions: the current new approach supports the evaluation
process of the IT personal and should be extended by further involvements of team
characteristics (like pair programming, test teams and egoless approaches).

e Human characteristics modelling: the development model can be extended with
additional methods for influencing the individuals’ psychological traits. In this way
the productiveness will be increased with stimulating the Motivation for example.

e  Whole evaluation: a whole assessment of the software company can be build, based on
the performance of each individual.

We can summarize once again with the following:

The developed mathematical model gives the possibility to predict the productiveness of the
examined person based on his/her special psychological traits. This supports the process of IT
personnel recruitment and also the whole process of IT personnel development with a
powerful tool for achieving of better software quality. The right people chosen in the right
manner and also their motivation are the most important software resources, crucial for the
achievement of better results in the IT field.
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Appendix:

One-dimensional intersections by Motivation of 55%

By Motivation of 55% we can observe the following one-dimensional intersections of the
two-dimensional ones.

We can see here three one-dimensional intersections by all possible combinations with
X1 =-1; X1 =0and X1 =+1.

MNocTpoasade Ha enHoMepHo ceveHue 3a X1 = 0. X2 = -1
Y = 61.6056 +3.6599 = X3 -7.052851 = X3=+3

int = 68.0000 [ c ] pr = -104.4371 +4.6324 = agr -0.0313 = agr * agr

One dimenszional interzection at X1 =0, %2=0

Y = 69498523 +3.659933 = X3 -7.052851 = X37X3
int = 78.0000[c ] pr = -101.1766 +4.6324 = agr -0.0313 = agr = agr
MocTpoasane Ha egHomMepHo ceveHue 3a X1 =0, X2 = +1

Y = 68.0316 +3.6599 = X3 -7.052851 = X3X3

int = 88.0000[b] pr = -102.6435 +4.6324 ~ agr -0.0312 = agr * agr

MocTponeane Ha egHomMepHo cevenue 3a X1 =0, X3 = -1
Y = 587857 +3.2130 * X2 -4 679923 = X2*X2

agr =55.0000[t] pr = -251.0020 +7.6220 * int -0.046799 = int = int

MocTpoaeaHe Ha eaHoMepHo ceveHue 3a X1 =0, X3 =0
Y = 69.498523 +3.212974 = X2 -4 679923 = X2°K2

agr = 70.0000[t] pr = -240.2892 +7.6220 * int -0.046793 = int = int

MocTpoaeade Ha egHoMepHo cevende 3a X1 =0, X3 = +1
Y = 6610596 +3 6999 = X2 -4.679923 = X272

agr = §5.0000[t] pr = -247_1684 +7.66E7 = int -0.046799 ~ int = int

X3ex. = 02595
Yek. = 62.0804

K3ex_ = 0.2595
Yex. = 69.9733

Xiex. =0.2595
Yer. = 68.5064

XK2ex. = 0.3433
Yer. = 59.3372

K2ex. = 0.3433
Yex. = 70.0500

K2ex. = 0.3910
Yek. = 66.8212

agrexk. = 73.8920
prex. = 62 0804

agrex. = 73.8920
prex. = 69.9733

agrek_ = ¥3.8920
prex. = 68.5064

intex. = 81.4327
prex. = 59,3372

intex. = §1.4327
prex. = 70.0500

intex. = 81.9102
prex. = 66.8212

EaHomMepHo cevenue npu X1 = -1, X2 = -1

Y =552317 +3.6599 = X3 -7.052851 = K373
int = 68.0000 [ c ] pr = -110.8110 +4 6324 = agr -0.0313 = agr = agr
EnaHomepro cevenne npu X1 =-1.X2=0

Y = 69.498523 +3.659933 = X3 -7.052851 = X3=¢3
int = 78.0000[c] pr = -107.5505 +4.6324 = agr -0.0313 = agr = agr
EnHomepro cevyenHue npu X1 = -1, X2 = +1

Y = 6165677 +3.6699 = X3 -7.052851 = X3=x3

int = 88.0000 [ b] pr = -109.0174 +4.6324 = agr -0.0313 = agr = agr

Eanomepro cevenme npu X1 =-1. X3 =-1
Y =524118 +3.2130 = X2 -4.679923 = X2°X2

agr = 55.0000 [ t] pr = -257.3759 +7.6220 ~ int -0.046799 ~ int * int

EaHomepHo cevenue npd X1 =-1.X3 =0
Y = 69.498523 +3. 212974 = X2 -4 679923 = X2=K2

agr = 70.0000 [ ] pr = -246.6631 +7.6220 = int -0.046799 = int = int

EpHorepHo ceveHde npy X1 = -1, X3 = +1
Y =59.7317 +3.6599 * X2 -4 679923 = X27K2

agr = 85.0000 [t] pr = -253.5423 +7 BEE7 = int -0.046799 = int = int

X3(exc.) = 0.2595
Yiekc.] = 55.7065

X3lekc.] = 0.2595
Y[ekc.] = 63.5994

®X3[ekc.] = 0.2595
Yiekc.) = 62.1325

X2(exc.] = 0.3433
Ylekc.]) = 52.9633

®X2(ekc.) = 0.3433
Yiekc.) = 63.6761

X2(exc.) = 0.3910
Yiekc.) = 60.4473

agrlexc.] = ¥3.8920
pi(exc_ ] = 55.7065

agriekc.] = 73.8920
priexkc.] = 63.5994

agifexc.] = 73.8920
prlekc.) = 62.1325

intlekc.) = 81.4327
priekc. ) = 52.9633

intfexc.) = 814327
priekc.] = 63.6761

intlekc.] = 819102
priexc.) = 6G0_4473
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EaHomMepHo ceyeHde npy X1 = +1. X2 = -1
Y = 61.7317 +3.6599 = X3 -7.052851 = X3=X3

int = 68.0000 [ ¢ ] pr = -104.3110 +4.6324 = agr -0.0313 = agr = agr

EavomepHo cevende npi X1 =+1_%2=10
Y = 69.498523 +3.659933 = X3 -7.052851 = XI K3

int = 78.0000 [ c ] pr = -101.0505 +4.6324 = agr -0.0313 = agr = agr

EnHomepHo cevende npu X1 = +1. X2 = +1
Y = 6B 1577 +3.6599 = X3 -7.052851 = X3=+3

int = £8.0000 [ b ] pr = -102.5174 +4.6324 = agr -0.0313 = agr = agr

Eanomepro cevenue npu X1 = +1. X3 =-1

Y =589118 +3.2130 = X2 -4 679923 = X2=X2
agr = 55.0000 [t] pr = -250.8759 +7_6220 * int -0.046799 ~ int * int
EaHomepHo ceveHde npy X1 =+1.X3 =0

Y = 6B9.498523 +3 212974 = K2 -A 679923 = K22
agr = 70.0000 [ ] pr = -240.1631 +7.6220 = int -0.046799 = int = int
EaHomMepHo ceveHde npy X1 = +1. X3 = +1

¥ =B66.2317 +3.6599 = X2 -4 679923 = X2=x2

agr = 85.0000 [t ] pr = -247.0423 +7 G667 * int -0.046799 = int = int

®3(exc.]) = 0.2595
Ylekc.) = 62.2065

X3(exc.) = 0.2595
Yiekc.) = 70.0994

X3(ekc.) = 0.2595
Yiekc.) = 6B.6325

X2(ekc.) = 0.3433
Yiekc.) = 59.4633

®2(ekc.) = 0.3433
Yiekc.) = 70.1761

®2(exc.) = 0.3910
Ylekc.) = 66.9473

agifexc_] = ¥3.8920
prlekc.) = 62 2065

agr(exc.] = 73.8920
priexc. ) = 70.0994

agrlexc.] = 73.8920
priekc_ ) = 68.6325

intlexc.) = 81.4327
prlexc. ] = 59.4633

intlexc.] = 81.4327
priexc.]) = ¥0.1761

intlexc.) = 81.9102
priexc_ ) = 66.9473

We can see here three one-dimensional intersections by all possible combinations with

X2=-1; X2=0and X2 =+1.

EaHomepHo cevenue npu X2 = -1, X1 = -1

Y =03 7127 +3 3687 = X3 -7.052851 = XFK3
co = 52.0000 [pr] pr = -109.4252 +4. 6124 = agr -0.0313 = agr = agr
EaHomepHo cevenune npu X2 =-1. X1 =0

Y = 69498523 +3. 659933 = X3 -7.052851 = XIH3

co = 64.0000 [pr ] pr = -109.0695 +4.6324 = agr -0.0313 = agr * agr

EaHomepHo ceveHde npu X2 = -1, X1 = +1
Y = 601387 +3. 9612 = X3 -7.052851 =~ XFK3

co = 76.0000 [pr] pr = -111.9423 +4. 6525 = agr -0.0313 = agr * agr

EaHomepHo cevenue npu X2 = -1, X3 = -1

Y = 50.8928 +2 9487 = X1 -3.123905 = X1=X1
agr = 55.0000 [ t] pr = -53.6916 +3.0225 * co -0.021694 * co * co
EnvomepHo ceveHue npu X2 =-1.%3=0

Y = 69.498523 +3.249996 = X1 -3.123905 = X1°X1

agr = 70.0000[t] pr = -44.5854 +3.0476 * co -0.021694 * co * co

EaHomepHo ceveHde npu X2 = -1, X3 = +1
Y =58 2127 +3.5512 = X1 -3.123905 = X171

agr = 85.0000 [ t ] pr = -49.5850 +3.0727 * co -0.021694 = co * co

®3(exc.) = 0.2381
Y[ekc.] = 54.1126

®3(exc.] = 0.2595
Ylekc.) = 62.0804

*X3(exc.) = 0.2808
‘flekc.) = 60.6949

K1[exc.) = 0.4720
lekc.) = 51.5887

®1[exc.] = 0.5202
Ylekc.) = 62.4509

®1[exc.) = 0.5684
Y(ekc.) = 59.2220

agilexc.] = ¥3.5716
priexc.] = 54.1126

agrlexc.] = 73.8920
pilexc.] = 62.0804

agifexc.] = 74.2123
priexc.] = 60.6949

colekc.] = 69.6636
priexc.] = 51.5887

colexc.) = 702422
pilexc. ] = 62.4509

colekc.) = 70.8208
priekc.] = 59.2220
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EaHomepHo cevenme npu X2 =0, X1 = -1
¥ = 631246 +3.3587 = X3 -7.052851 = X3X3

co=54.0000b] pr = -101.5323 +4 124 = agr -0.0312 * agr = agr

EaHomepHo cevenme npu X2 =0,%1 =0
¥ = 69498523 +3.659933 = X3 -7.052851 = X3*X3

co=64.0000[b ] pr = -101.1766 +4.6324 * agr -0.0313 = agr * agr

EavomepHo cevenue npu X2 =0, X1 = +1

Y = 69.6246 +3.9612 * X3 -7.052851 * X33
co=740000[b] pr = -102 4563 +4 B525 * agr -0.0313 * agr * agr

EaHomepHo cevenme npu X2 =0, X3 = -1
¥ =58.7857 +2. 9487 = X1 -2.123905 * X17X1

agr = 55.0000 [t ] pr = -45 7987 +3.0225 * co -0.021694 * co * co

EaHomepHo cevenme npu X2 =0,X3 =0
Y = 69498523 +3.249996 = X1 -3.123905 = X1=X1

agr = 70.0000 ] pr = -B0.7552 +4 4277 * co -0.032499 * co * co

EavomepHo cevenue npu X2 =0, X3 = +1
Y =66.1056 +3.5512 = ¥1 -3.123905 = ¥1=X1

agr = 85.0000[t] pr = -41 6921 +3.0727 * co -0.021694 * co * co

¥3(ekc.) = 0.2381
Y(ekc.) = 63.5245

®3[exc ) = 0.2595
Ylexc.) = £9.9733

®3(exc.] = 0.2808
Y([exc.]) = 70.1808

%2(ekc.) = 0.4720
Y(ekc.) = 59.4816

®2(ekc.) = 0.5202
Ylexc.) = 70.3438

X2(ekc.] = 0.56084
Ylexc.) = 67.1149

agrfexc.] = 73.5716
pifexc ] = 63.5245

agrfexc.] = 73.8920
prlexc.] = 69.9733

agrlexc.] = 74.2123
pilexc.] = ¥0.1808

colexc.] = 69.5925
priekc.) = 59.4816

colexc.] = 70.2422
pilexc.] = FD.2460

colexc.] = 708208
priexc.] = 67.1149

EnHomepho cevenue npy X2 = +1, X1 = -1
Y = 60.1387 +3.3587 =X3 -7.052851 = X3=X3

co=52.0000(b] pr = -104.5183 +4.6124 * agr -0.0313 = agr = agr

EnvomepHo cevenue npy X2 =+1,.X1 =10
Y = 69.498523 +3.659933 = X3 -7.052851 = X3=X3

co=64.0000(b] pr = -102.6435 +4.6324 = agr -0.0313 * agr = agr

EnHomepho cevenue npy X2 = +1, X1 = +1

Y = 66.5646 +3.9612 = X3 -7.052851 = X33
co=76.0000(b] pr = -105. 5163 +4.6525 * agr -0.0313 * agr = agr

EnHomepHo cevenue npy X2 = +1, X3 = -1
Y =57.3188 +2 9487 = X1 -3.123905 = ¥1=X1

agr = 55.0000[t] pr = -A7.2656 +3.0225 = int -0.021694 * int * int

EnHomepHo cevenue npy X2 =+1.X3 =10
Y = 69.498523 +3.249996 = X1 -3.123905 = X1-X1

agr =70.0000[t] pr = -38.1595 +3.0476 ~ int -0.021694 * int * int

EaHomepHo cevenme npu X2 = +1, X3 = +1
Y = 64.6387 +3.5512 = X1 -3.123906 = X1=X1

agr = 85.0000[t] pr = -43.1591 +3.0727 ~ int -0.021694 * int * int

X3erc.] = 0.2381
Y(ekc.] = 60.5385

¥3(erc.] = 0.2595
Y(ekc.] = 68.5064

X3(erc.] = 0.2808
Y(ekc.] = 67.1208

X1(exc.] = 0.4720
Y(erc.] = 58.0146

Kl(exc.) = 0.5202
Ylexc.) = 688769

Kl(ekc.) = 0.5684
Ylexkc.) = 65.6479

agr{ekc._] = 73.5716
prlekc.] = 60.5385

agriekc._] = 73.8920
prlekc.] = 68.5064

agr(ekc.] = 74.2123
prlexc.] = 67.1208

colekc.] = 69.6636
prlexc.] = 58.0146

colexc.] = 70.2422
priexc.] = 688769

colexc ] = 708208
prfexc.] = 65.6479
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We can see here three one-dimensional intersections by all possible combinations with
X3 =-1; X3=0and X3 =+1.

EAHOMEPHD CEYEHHE NpH

co =52.0000/[ pr]

EaHomepHo ceyenHe npy

co =64.0000[ pr ]

EAHOMEPHD CEYEHHE NpH

co =76.0000[ pr ]

EaxHomepno ceyeHHe npH

int = 68.0000 [ ¢ ]

EAHOMEpPHD CEYEeHHE NpH

int=78.0000[c ]

EaxHomepno ceyeHHe npH

int = 88.0000 [ c ]

XI=-1.¥1=1
Y =524118 +3.5342 = X2 -4 679923 = X272

pr = -252 2275 +7 6541 * int -0.0468 = int = int
Xi=-1.X1=0
Y = 69498523 +3.212974 ~ X2 -4 679923 ~ R27K2
pr = -251.0020 +7.6220 = int -0.0468 = int = int
X3 =-1.¥1 =141
Y =589118 +2 8917 = X2 -4 679923 = X272
pr = -248. 3702 +7.5899 * int -0.0468 = int = int

X3=-1.X2=1
Y =50.8928 +3.5712 * X1 -3.123905 * X1°X1

pr=-57.0116 +3.0744 * co -0.021694 * co * co
X3=-1.¥X2=0

Y = 69498523 +3.249996 = X1 -3.123905 = X1=X1

pr = -47.4053 +3.0476 * co -0.021694 * co ~ co
HI=-1.¥2=1+1

Y = 573188 +2.9287 * X1 -3.123905 = X171

pr=-47.1589 +3.0209 * co -0.021694 * co * co

X2(exc.) = 0.3776
Ylekc.) = 53.0791

X2(exc.] = 0.3433
Yiexc.] = 59.3372

X2(exc.) = 0.3089
Y(ekc.) = 59.3585

Xllexc.] = 0.5716
Ylerc.] = 51.9135

¥1[ekc.) = 0.5202
Ylekc.) = 59.6310

X1lekc.] = 0.4688
Ylexc.] = 58.0052

intfexc. )] = 81.7759
prlekc.] = 53.0791

int{fexkc.] = 81.4327
prlexc.] = 59.3372

intfexc. ) = 81.0895
priekc.] = 59.3585

colekc.] = 70.8592
prfexc.] = 51.9135

colexc.] = 70.2422
priexc.] = 59.6310

cofexc. ] = 69.6252
priekc.] = 58.0052

EavomepHo ceveHue npH

co=520000[h]

EavomepHo ceveHHe npy

co=640000[b]

EaHOMEpHO ceveHHe npH

co=76.0000[b ]

EaHOMEpHO ceveHHe npH

int = 68.0000 [ ¢ |

EaHOMEpPHD ceveHUe npH

int = 78.0000 [ t |

EAHOMEPHD CEeYeHHE NpH

int = 88.0000 [ t |

XiI=0.X1=-1
¥ = 631246 +3.5342 = X2 4679923 = X272

pr = -241.5148 +7 6541 = int -0.0468 = int = int
Xi=0.X1=0

T = 69498523 +3. 212974 = K2 -4 679923 = K272

pr = -240.2892 +7_ 6220 = int -0_0468 = int = int
XKI=0.X1=+1

Y = 696246 +2. 8317 = X2 -4 679923 = X2-%2

pr = -237.6574 +7 5899 * int -0.0468 * int = int

XKi=0.X2=-1
¥ = 616056 +3.5712 = X1 -3.123305 = X1°X1

pr = -46.2988 +3 0744 * co -0.021694 * co * co
Xi=0.X2=0

Y = 69498523 +3.249996 = X1 -3.1233905 = X1=X1

pr=-36.6925 +3.0476 * co -0.021694 * co * co
X3=0%X2=4+1

Y = 68.0316 +2.9287 =X1 -3.123905 = X1=X1

pr = -36.4462 +3.0209 * co -0.021694 * co * co

®2[exc.) = 0.3776
Yiekc.] = 62.7919

®2(exc.) = 0.3433
Y(ekc.] = 70.0500

®X2[exc.) = 0.3089
Y(exc ] = 70.0713

¥X1[exc.) = 0.5716
Y(exc.) = 62.6263

®1[ekc.] = 0.5202
Y(exc ] = 70.3438

®1[exc.) = 0.4688
Ylekc.) = 68.7180

intfexc.) = 81.7759
priexc.] = 63.7919

int(exc.) = 81.4327
priexc.] = 70.0500

int{exc.] = 81.0895
prlexc. ] = 70.0713

colekc.) = 70.7881
priexc.] = 62 6263

colekc.] = 70.2422
priexc_ ] = 70.3438

colexc.] = 69.6252
priexc.] = 6B.7180
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EnHomepo cevende npu X3 = +1. %1 =-1
Y =59.7317 +3.5342 = X2 -4.679923 = X27X2

co =52.0000[b] pr = -244.9077 +7.6541 = int -0.0468 = int = int

EnvomepHo cevenme npu X3 = +1, X1 =10

¥ = 69.498523 +3.212974 = X2 -4.679923 = X27K2

co =64.0000[b] pi = -243.6821 +7 6220 * int -0.0468 * int * int

EnvomepHo ceveHue npu X3 = +1_X1 = +1

Y = 66.2317 +2.8917 = X2 -4.679923 = X2°X2
co=76.0000[b] pr = -241.0503 +7.5899 = int -0.0468 = int = int

EnvomepHo ceveHue npu X3 = +1_X2 = -1
Y =55.3928 +3.5712 = X1 -3.123905 = X1-X1

int = 66.0000 [c] pr = -49.6917 +3.0744 = co -0.021694 = co = co

EnHomepHo cevende npy X3 =+1,.%2=10
Y = 69498523 +3.249996 = X1 -3.1239305 = X1=X1

int = 78.0000 [ ¢ ] pi = -40.0855 +3.0476 * co -0.021694 = co = co

Eavomepro cevenue npu X3 = +1_ X2 = +1
¥ = 646387 +2.9287 = X1 -3.123905 = X1-X1

int = 88.0000 [c ] pr = -39.8391 +3.0209 * co -0.021694 = co = co

X2(ekc.] = 0.3776
Ylexrc.] = 60,3390

X2lerc.) = 0.3433
Y[exc.) = 666571

¥2(exc.] = 0.3089
Ylexc.) = 66.6784

¥l1(exc.] = 0.5716
Ylexc.) = 59.2334

X1(ekc.) = 0.5202
Ylexc.] = 66.9509

X1(exc.] = 0.4688
Ylexrc.] = 65.3251

intfexc.] = 81.7759
prlexc.) = 60.3990

intlexc.] = 81_4327
pifexc.] = 66.6571

intlexc.] = 810895
priekc.] = b6.6784

colekc.] = 708592
priekc.] = 59.2334

colekc.]) = 70.2422
prfekc.] = 66.9509

colekc.] = 69.6252
pilexc.] = 65.3251

One-dimensional intersections by Motivation of 70%

By Motivation of 70% we can observe the following one-dimensional intersections of the

two-dimensional ones.

We can see here three one-dimensional intersections by all possible combinations with

X1=-1; X1 =0and X1 =+1.
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EavomepHo cevenue npu X1 =-1, X2 =-1
Y = 65.5789 +4 4392 = X3 -8.319736 = X33

int = 68.0000 [ ¢ ] pr = -130.8502 +5.4727 * agr -0.0370 = agr * agr

Enxomepro cevenue npu X1 =-1,X2=10
Y = 82384068 +4.439234 = X3 -8.319736 = X343

int = 76.0000 [ c ] pr = -127.0840 +5.4727 = agr -0.0370 = agr * agr

EaHomepHo cevenne npu X1 = -1, X2 = +1

Y = 73.0754 +4.4392 = X3 -8.319736 = X3°X3
int = 88.0000 [ b ] pr = -128.8264 +5. 4727 * agr -0.0370 = agr * agr

EavomepHo cevenue npu X1 =-1, X3 =-1
Y = 62.0588 +3.7482 = X2 -5.490612 = X272

agr = 55.0000 [ t] pr = -301.2263 +8.9402 * int -0.054906 * int = int

EnvomepHo cevenne npu X1 =-1. X3 =10
Y = 82 384068 +3.748234 = X2 -5 490612 = X2=xX2

agr = 70.0000 [t] pr = -288.4673 +8.9402 * int -0.054906 = int  int

EaHomepHo ceveHHe npu X1 = -1, X3 = +1
¥ o= 709373 +4.4392 = X2 -5 490612 = X272

agr = 85.0000[ t] pr = -297 7376 +9.0092 * int -0.054906 * int = int

®3(exc.] = 0.2668
Y(ekc.) = 66.1711

®3(exc.) = 0.2668
Y(ekc.) = 75.4099

¥3[exc.] = 0.2668
Ylekc.) = 73.6676

®2[exc.) = 0.3413
‘Ylekc.] = 62.6985

®2(exc.] = 0.3413
Y(ekc.) = 75.4575

®2(exc.) = 0.4043
Y(ekc.) = 71.8346

agrlexc.] = 74.0018
pifexc.]) = B6. 1711

agrlexc.] = 74.0018
priexc.] = 75.4099

agrlexc.]) = 74.0018
priexc.] = ¥3.6676

intlexc.] = 81.4133
priexc.] = 62.6985

int(fexc.] = 81.4133
pilexc. ] = 75 4575

intlekc.] = 82.0426
priexc.] = 71.8346

Mocrpossane Ha eqnomepHo cevenue sa X1 =0, X2 = -1
Y =73.1452 +4.4392 = %3 -8.319736 = X3"¢3

int = 68.0000 [c ] pr = -123.2839 +5.4727 * agr -0.0370 * agr * agr

One dimenzional intersection at X1 =0.X2=0
Y =82 384068 +4.439234 = X3 -8.319736 = X3K3

int = 78.0000 [ ¢ ] pr = -119.5177 +5.4727 * agr -0.0370 = agr = agi

Mocrposeane Ha egqHomepHo cevenue 3a X1 =0, X2 = +1

Y - B0.6417 +4.4392 = X3 8319736 = X33
int = 88.0000[b] pr = -121.2601 +5.4727 = agr -0.0370 * agr * agr

Mocrpossane Ha egqnomepHo cevenue sa X1 =0, X3 =-1
Y = 69.6251 +3.7482 = %2 5490612 = X272

agr = 55.0000 [t ] pr = -293.6599 +8.9402 * int -0.054906 ~ int = int

MNocTpoABaHe Ha egHoMepHo ceveHde 3a X1 =0, X3 =0
Y = 82384068 +3.748234 = X2 -5.490612 = X27X2

agr =70.0000 [t] pr = -280.9010 +8.9402 * int -0.054906 = int = int

Mocrposeane Ha egHomepHo cevenue 3a X1 =0, X3 = +1
Y =78.5036 +4. 4392 = X2 5490612 = X27K2

agr = 85.0000[t] pr = -290.1713 +9.0093 * int -0.054906 ~ int = int

X3ex. = 0.2668
Yer. = 73.7374

X3ex. = 0.2668
Yek. = B2.9762

X3ex. = 0.2668
Yek. = 81.2339

X2ex. = 0.3413
Yek. = 70.2648

X2ex. =0.3413
Yer. = 83.0238

X2ex. = 0.4043
Yer. = 79.4009

agrex. = 74.0018
prex. = 73.7374

agrex. = 74.0018
prex. = 82 9762

agrex._. = F4.0018
prex. = 81.2339

intex_ = 81.4133
prex. = 702648

intex. = 81.4133
prex. = 83.0238

intex_ = 82.0426
prex. = 79.4009
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EpHomepHo ceveHue npy

int = 68.0000 [ ¢ |

EaHOMEPHO CEYEHHE NpH

int=78.0000[c]

EpHomepHo ceveHue npy

int = 88.0000 [ b |

EnHomepHo cevenue npu

agr =55.0000 [ t]

EavomepHo ceueHue npu

agr = 70.0000[t]

EnHomepHo cevenue npu

agr = 85.0000 [ t]

Bl=41,%2=1
¥ = 73.4435 +4.4392 = X3 -8.319736 = X3"K3

pr = -122 9856 +5. 4727 = agr -0.0370 * agr * agr
XKl=+1.%2=10

Y = 82 384068 +4. 439234 = X3 -B.319736 = X33

pr=-119.2194 +5.4727 = agr -0.0370 * agr * agr
Hl=41,42=+1

Y = 809400 +4 4392 = X3 -8.319736 = X33

pr = -120.9618 +5.4727 = agr -0.0370 * agr * agr

Kl=+1,%¥3=-1
Y = 69.9234 +3.7482 K2 -5 490612 *~ X27K2

pr = -293.3616 +8.9402 * int -0.054906 * int = int
Kl=+1.%3=10

Y = 82384068 +3.748234 = X2 5490612 = X272

pr = -2B0.6027 +8.9402 * int -0.054906 * int = int
¥1=+1,¥3=+1

¥ = 78.8013 +4.4392 = X2 -5.430612 = X27K2

pr = -289.8730 +9.0093 * int -0.054906 * int = int

®3(exc.] = 0.2668
Y(ekc.) = 74.0357

®3ekc.) = 0.2668
Ylekc.) = 83.2745

®3(exc.) = 0.2668
Y(ekc.] = 81.5322

®2{exc.) = 0.3413
Y(ekc.) = 70.5631

®2[exc.] = 0.3413
Ylekc.) = 83.3221

®2(exc.) = 0.4043
Y(ekc.) = 79.6992

agrlexc.] = 74.0018
prlexc.] = 74.0357

agriexc.]) = 74.0018
priexc.] = 83.2745

agi[exc.]) = 74.0018
prlexc.] = 81.5322

intlexc.] = 81.4133
priexc.] = ¥0.5631

int{exc.] = 81.4133
priexc.] = 83.3221

intlexc.] = 82.0426
priexc.] = 79.6992

We can see here three one-dimensional intersections by all possible combinations with
X2=-1; X2=0and X2 =+1.

EaHomepHo ceveHHe npH

co=520000] pr]

EnHOoMepHO ceveHHe NpH

co=64.0000([ pr ]

EAHOMEPHD CEYEHHE NpH

co=76.0000[ pr ]

EaHomepHo ceyeHHe npH

agr =55.0000 [ t]

EAHOMEPHO CEeYeHHEe NpH

agr=70.0000[t]

EAHOMEPHD CEYEeHHE NpH

agr = 85.0000[t]

K2=-1.X1=-1
Y = 63.9064 +4 2017 = X3 -B.319736 =~ X3"X3

pr = -129.7577 +5_ 4568 = agr -0.0370 * agr * agr
®2=-1.X1=0

Y = 82 384068 +4.439234 = X3 -B.319736 - X3°X3

pr = -128. 7566 +5_ 4727 = agr -0.0370 * agr * agr
X2 =-1.¥1=4+1

Y = 71.4028 +4 6767 = X3 -B.319736 = X373

pr =-131.6073 +5_ 4885 = agr -0.0370 ~ agr * agr

K2=-1.X3=-1
Y = 60.3863 +3.6948 = X1 -3.633999 - X1-X1

pr = -62. 6865 +3.5381 = co -0.025236 = co * co
X2=-1,X3=0

Y = §2 384068 +3.932305 = X1 -3.633999 = X1=X1

pr = -51.1942 +3.5579 = co -0.025236 = co = co
K2 =-1.%X3=1+1

Y = 69.2647 +4.1698 = X1 -3.633999 =~ X1=X1

pr =-56.3413 +3.5777 = co -0.025236 * co * co

K3lekc.] = 0.2525
Ylexc.]) = 64.4369

®3(exc.] = 0.2668
‘Ylekc.) = 73.7374

¥3lekc.] = 0.2811
Yleke.) = 72.0601

®1[exc.] = 0.5084
‘Ylekc.) = 61.3254

¥1[exc.] = 0.5410
‘Ylekc.) = 74.2090

Kllekc.]) = 0.5737
Ylekc.]) = 70.4609

agrlexc.] = 737877
priekc.] = 64.4369

agrfexc.] = 74 0018
priexc.] = 73 7374

agrlexc.] = 74.2159
priexc.] = 720601

colexc_ ] = 70.1004
prlexc.] = 613254

colekc.] = 70.4925
priexc.) = 742090

colekc.) = 70.8847
prlexc.] = 70 4609
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EnHomepHo cevenne npu X2 = 0. X1 = -1

Y =T74.8178 +4.2017 = X3 -8.319736 = XFXK3
co=54.0000{b] pr = -120.5188 +5.4568 = agr -0.0370 = agr * aqr
EnvomepHo cevenve npy X2 =0, X1 =10

Y = 82.384068 +4.439234 = X3 -8.319736 = X3°K3
co = 64.0000[b ] pr = -119.5177 +5.4727 = agr -0.0370 * agr * agr
EaHomepHo ceverue npu X2 =0, X1 = +1

Y = 82 6824 +4 B767 = X3 -8.319736 = X3"X3

co =74.0000[b] pr = -120.3277 +5.4885 * agr -0.0370 * agr * agr

EnHomepHo cevenne npu X2 =0, X3 = -1

Y = 69.6251 +3.6948 = X1 -3.633999 = X1=X1
agr = 55.0000 [ t] pr = -53.4476 +3.5381 = co -0.025236 * co = co
EnvomepHo cevenve npy X2 =0, X3 =10

Y = 82 384068 +3.932305 = X1 -3.633999 = X1=K1

agr = 70.0000 t] pr = -93.7839 +5.1929 = co -0.038129 * co * co

EaHomepHo ceveHne npy X2 =0, X3 = +1
¥ = 78.5036 +4.1698 = X1 -3.633999 = X1=X1

agr = 85.0000 [ t] pi = -47.1025 +3.5777 = co -0.025236 * co * co

EaHomepHo cevenue npu X2 = +1, X1 = -1
Y =7F1.4028 +4. 2017 = X3 -B. 319736 = X3X3

co =52.0000[b] pr = -123.9338 +5.4568 = agr -0.0370 * agr = agr

EnHomepro cevenue npu X2 =+1,X1 =0

Y = 82 384068 +4 439234 = X3 -8.319736 = X33
co=64.0000[b] pr = -121.2601 +5.4727 = agr -0.0370 = agr = agr
EnHomepHo cevenue npu X2 = +1, X1 = +1

Y = FB.8993 +4. 6767 = X3 -B.319736 = XI K3

co =76.0000[b] pr = -124.1108 +5.4885 = agr -0.0370 * agr * agr

EaHomepHo cevenue npu X2 = +1, X3 = -1
Y = 67 8827 +3.6948 = X1 -3.633999 = X131

agr = 55.0000 [t] pr = -55.1900 +3.5381 = int -0.025236 = int * int

EnHomepro cevenue npu X2 =+1, X3 =10

¥ = 82 384068 +3. 932306 = X1 -3.633999 = X1=x1
agr = 70.0000 [t ] pr = -43.6977 +3.5579 * int -0.025236 = int = int
EnHomepHo cevenue npu X2 = +1, X3 = +1

¥ =F6.7612 +4.1698 = %1 -3.633999 = X17%1

agr = 85.0000 [t] pr = -48.8449 +3. 5777 = int -0.025236 = int = int

X3(ekc.] = 0.2525
Y(ekc.] = 75.3483

®3lexc.) = 0.2668
Y(ekc.) = 82.9762

®3(exc.) = 0.2811
Y(ekc.) = 83.3396

¥2(exc.) = 0.5084
Yiexrc.) = 70.5643

®2(exc.] = 0.5410
Y(ekc.) = 83.4478

®2(exc.) = 0.5737
Y(ekc.) = 79.6997

®3(exc.) = 0.2525
Ylekc.) = 71.9333

®3[exc.) = 0.2668
Ylerc.) = 81.2339

®3exc.) = 0.2811
Y(ekc.] = 79.5565

®1[exc.] = 0.5084
Y(ekc.) = 68.8219

®1[exc.) = 0.5410
Ylekc.) = 81.7055

X1lexc.) = 0.5737
Yiekc.] = 77.9573

agrlexc.) = F3.7877
priexc.] = 75.3483

agrfexc.]) = 74.0018
prlexc.] = 82 9762

agifexc.] = 742159
prlexc.) = 83.3396

colexc.] = 69.7965
prlexc.) = 70.5643

colekc.] = 70.4925
prlexc.] = 83.3029

colerc.) = 70.8847
prlexc.) = 79.6997

agrlexc.) = F3.7877
pilexc. ) = 71.9333

agrlexc.] = 74.0018
priexc.] = 81.2339

agrlerc.] = 74.2159
prlekc.] = 79.5565

colexc.] = 70.1004
priexc.] = 68.8219

colexc.) = 70.4925
priexc.] = 81.7055

colexc.] = 70.8847
prlexc.] = 77.9573
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We can see here three one-dimensional intersections by all possible combinations with
X3 =-1; X3 =0and X3 =+1.

co=520000]pr]

co=564.0000][ pr]

co=76.0000]pr]

int =68.0000[c ]

int = 78.0000 [ ¢ ]

int = 88.0000 [ ¢ |

EnvomepHo cevenue np X3 =-1. X1 = -1

Y = 62 0588 +3.9857 = X2 -5 490612 = X272
pr = -294 1148 +8.9639 ~ int -0.0549 ~ int = int

EnvomepHo cevenue npu X3 =-1, X1 =0

Y = 82.384068 +3.748234 = X2 -5.430612 = X2=K2
pr = -293.6599 +8.9402 = int -0.0549 = int = int

Egvomepro cevenue npu X3 = -1, X1 = +1

Y = 69,9234 +3.5107 = X2 -5.490612 = X272
pr = -291.5091 +8.9164 ~ int -0.0549 = int * int

Egvomepro cevenue npu X3 =-1, X2 = -1

Y = 60.3863 +4. 1698 = X1 -3.633999 = X1=x1
pr = -65.2198 +3.5777 = co -0.025236 *co = co

EaHomepHo cevenne npu X3 =-1,X2=0

Y = 82 384068 +3.932305 = X1 -3.633999 = X1=X1
pr=-547143 +3.5579 * co -0.025236 * co * co

EaHomepHo ceveHnde npy X3 = -1, X2 = +1

Y = 678827 +3.6948 = X1 -3.633999 = X171
pr =-551900 +3.5381 * co -0.025236 * co * co

K2[exc.] = 0.3630
Ylexc.) = 62.7821

®2[exc.) = 0.3413
Yiekc.] = 70.2648

X2(ekc.) = 0.3197
Yiekc.) = 70.4846

®1[ekc.) = 0.5737
Yiekc.] = 61.5824

¥1[exc.) = 0.5410
Ylekc.]) = 70.6889

®1(exc.] = 0.5084
Yiexc.) = 68.8219

intlexc.] = 81.6296
priexc.) = 62.7821

intfexc.]) = 81.4133
prlekc.] = 70.2648

intfexc.) = 81.1970
priexc_ ] = 704846

colekc.) = 70.8847
priekc.] = 61.5824

colekc. ] = 704925
pr(exc_ ] = 70.6889

colexc.) = 70.1004
pilexc. ] = 68.8219

co=520000[b]

co=64.0000[b]

co=76.0000[b]

int =68.0000[c ]

int = 78.0000 [ t ]

int =88.0000[¢t]

EaHomepHo cevenue np X3 =0, X1 = -1

W= F4 8178 +3.9857 = X2 5490612 = X27K2
pr = -281.3559 +8.9639 = int -0.0549 = int * int

EaHomepHo cevenme npu X3 =0, X1 =0

Y = §2.384068 +3.748234 = X2 -5.430612 ~ X2*K2
pr = -280.9010 +8.9402 = int -0.0549 = int * int

Envomepro cevenuwe npu X3 =0, X1 = +1

Y = 82.6824 +3.5107 * X2 5430612 = X2*K2
pr = -278.7502 +8.9164 * int -0.0549 * int * int

EaHomepho cevenme npu X3 =0, X2 = -1

Y =73.1452 +4.1698 = X1 -3.633999 = X1=X1
pr = -52 4608 +3.5777 = co -0.025236 * co * co

Eavomepro cevenwe npu X3 =0, X2 =10

Y = 82384068 +3.932305 = X1 -3.633999 = X1=X1
pr = -41.9553 +3.5579 * co -0.025236 * co * co

EaHomepHo ceveHue np X3 =0, X2 = +1

Y = 806417 +3. 6948 = X1 -3.633999 = X1=X1
pr=-42. 4310 +3.5381 * co -0.025236 * co * co

®2{exc.]) = 0.3630
Y(ekc.) = 75.5411

¥2(erc.) =0.3413
Y(exc.] = 83.0238

X2(ekc.]) = 0.3197
Y(ekc.] = 83.2436

Xl(exc.) = 0.5737
Y(ekc.) = 74.3414

Xl(erc.] = 0.5410
Y(erc.] = 83.4478

®1[exc.] = 0.5084
Y(ekc.) = 81.5808

int{exc.] = 81.6296
priexc.] = ¥5.5411

intfexc.] = 81.4133
priexc.] = 83.0238

intfexc.] = 81.1970
prlerc.] = 83.2436

colexc.) = 70.5807
priexc.]) = 74.3414

colekc.] = 70.4925
prierc.] = 83.4478

colexc.]) = 70.1004
pr{exc.] = 81.5808
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EaHOMEpHO cEMEHWE NMPH

co=520000[b]

EAHOMEPHO CEYEHWE NMPH

co=64.0000[b]

EAHOMEPHO CEYEHWE NPH

co=76.0000[b]

EaHomMepHo ceveHWe npu

int =66.0000[c ]

EaHoMepHO ceyveHue npu

int =78.0000[c]

EAHOMEPHO CEMEHWE NMPH

int=880000[c]

Ki=+1.K¥1=-1
Y = 70.9373 +3.9857 = X2 -5.430612 = X2*X2

pr = -285.2364 +8.9639 * int -0.0549 * int * int
KI=+1.X1=0

Y = 82.384068 +3.748234 = X2 -5.430612 = X27X2

pr = -284. 7815 +8.9402 * int -0.0549 ~ int * int
X3=+1.%1=4+1

Y =78.8019 +3.5107 = X2 -5.490612 = X27¥2

pr = -282.6307 +8.9164 * int -0.0549 ~ int * int

Ki=+1.K2=-1
Y = 69.7446 +4.1698 = X1 -3.633999 = X17X1

pr = -56.3413 +3.5777 * co -0.025236 * co * co
KI=+1.X2=0

Y = 82.384068 +3.932305 = X1 -3.633999 = X1=X1

pr = -45.8358 +3.5579 * co -0.025236 * co * co
KI=+1,%2=4+1

Y =76.7612 +3.6948 = X1 -3.633999 = X1=X1

pr = -46.3115 +3.5381 * co -0.025236 * co * co

¥2(exc.] = 0.3630
Y(ekc.] = 71.6606

X2(exc.) = 0.3413
Y(ekc.) = 79.1433

X2(exc.) = 0.3197
Ylexc.) = 79.3631

Xl(ekc.] = 0.5737
Ylekc.) = 70.4609

X1(exc.] = 0.5410
Y(ekc.) = 79.5673

X1(ekc.) = 0.5084
Y(exc.) = 77.7003

intlexc.] = 81.6296
prlekc.] = 71.6606

intlexc.] = 81.4133
prlexkc.] = 79.1433

intlexc.] = 81.1970
prlexc.] = 79.3631

colexkc.] = 70.8847
prlexc.] = 70.4609

colekc.] = 70.4925
prlekc.] = 79.5673

colexc.] = 70.1004
prlexc.] = 77.7003

One-dimensional intersections by Motivation of 85%

By Motivation of 85% we can observe the following one-dimensional intersections of the

two-dimensional ones.

We can see here three one-dimensional intersections by all possible combinations with
X1 =-1; X1 =0and X1 =+1.

EavomepHo cevyeHue npy

int = 68.0000 [ ¢ |

EaHOMEpHD ceveHHE NpH

int = 78.0000 [ ¢ |

EaHomMepHo cevyeHue npy

int =88.0000[b ]

EaHomMepHo cevyeHue npy

agr =55.0000 [t ]

EavomepHo ceveHue npH

agr = 70,0000 [t]

EavomepHo ceveHue npu

agr=85.0000 [t ]

Kl=-1,X2=-1
Y =75.5998 +4.2753 = X3 -8.346049 ~ X3"X3

pr=-120.6319 +5.4781 = agr -0.0371 = agr = agr
XKl=-1.X2=0

Y =92.183152 +4.400294 = X3 -8.346049 = X33

pr =-117.6400 +5_4865 * agr -0.0371 * agr * agr
XKl=1%2=4+1

Y = 83.0969 +4 5253 = X3 -8.346049 = X3=X3

pr =-119.7795 +5.4948 = agr -0.0371 = agr = agr

Kl=-1,X3=-1
Y = F1.9067 +3.6236 = X2 -5.304741 = X272

pr = -279.0976 +8.6378 ~ int -0.053047 = int * int
X1=-1.X3=0

¥ =92183152 +3. 748571 = X2 -5.304741 = X2=K2

pr = -267.3262 +8.6503 = int -0.053047 = int = int
X1=-1.X3=4+1

Y = 80,7073 +4.5253 = X2 -5 304741 = X272

pr = -277.3304 +8.7279 ~ int -0.053047 = int * int

®3(exc.) = 0.2561
Y(ekc.) = 76.1473

K3lerc.) = 0.2636
flexc.] = §5.2331

¥3(exc.]) = 0.2711
Ylexc.] = 83.7103

¥2(ekc.) = 0.3415
Ylekc.) = 72.5255

®2(exc.] = 0.3533
Y[ekc.] = 85.3153

®2(exc.) = 0.4265
Y(ekc.) = 81.6724

agrlexc.] = 73.8413
pilexc.] = 761473

agifexc.] = ¥3.9542
prlexc.]) = 85.2331

agi(exc._] = 74 0666
priexc.) = 83.7103

intlexc.] = 81.4154
prlexc.) = 72 5255

int{exkc.] = 81.5332
priekc.] = 85.3153

intlexc.] = 82.2653
prlexc.) = 81.6724
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NocrpoaBaHe Ha egHOMEpHO ceueHue 3a X1 =0, X2 = -1
Y = 831298 +4 2753 = ¥3 -B 346049 * X33

int = £8.0000 [ c ] pr = -113.1018 +5.4781 = agr -0.0371 = agr * agr

One dimensional intersection at X1 =0 X2 =0
¥ =92183152 +4. 400294 = %3 -8 346049 = XFK3

int = 78.0000 [c ] pr = -110.1100 +5.4865 = agr -0.0371 = agr = agr

MocrpoaBaHe Ha eaHomepHo cevyeHde 3a X1 =0, X2 = +1

¥ = 90,6270 +4.5253 = X3 -8.346049 = X3°X3
int = 88.0000 [b] pr = -112.2495 +5.4948 = agr -0.0371 ~ agr * agr

MocrpoaeaHe Ha eaHomepHo ceveHde 3a X1 =0, X3 = -1
Y = 7O 4368 +3 6236 = X2 5304741 = K2H2

agr = 55.0000 [t ] pr = -271.5675 +8.6378 * int -0.053047 * int * int

MocTpoasaHe Ha eaHomepHo cevenne 3a X1 =0.X3 =0
Y =92183152 +3. 748571 = X2 5304741 = X2=H2

agr = 70.0000 [ t] pr = -259.7961 +8.6503 ~ int -0.053047 ~ int = int

MocrpoasaHe Ha egHOMepHo ceueHHe 3a X1 =0, X3 = +1
Y = 882374 +4 5253 = X2 5 304741 = L2=H2

agr = 85.0000[ t] pr = -269.8003 +8.7279 = int -0.053047 = int = int

EnHomepno cevende npu X1 = +1_ %2 = -1
Y = 83.5869 +4.2753 = X3 -8.346049 = X3=X3

int = 68.0000[ ¢] pr = -112.6448 +5.4781 = agr -0.0371 = agr * agr

EnHomepHo cevenne npu X1 = +1,. %2 =10
Y = 92183152 +4. 400294 = X3 -8.346049 = X3=X3

int = 76.0000 [ ] pr = -109.6529 +5 4865 * agr -0.0371 * agr * agr

EaHomepHo cevenue npu X1 = +1, X2 = +1

Y = 91.0840 +4.5253 = X3 -8.346049 = X3K3
int = 88.0000b ] pr = -111.7925 +5.4948 * agr -0.0371 = agr = agr

EaHomepHo cevenue npu X1 = +1, X3 = -1
Y =79.8938 +3.6236 = X2 -5.304741 = X2=X2

agr = 55.0000 [ t] pr = -271.1105 +8.6378 * int -0.053047 = int = int

EaHomepHo cevenue npu X1 =41, X3 =0
Y =92.183152 +3.748571 = X2 -5H.304741 = X2=X2

agr =70.0000 [ t] pr = -259.3391 +8.6503 = int -0.053047 = int * int

EnHomepro cevende npu X1 = +1, %3 = +1
Y = 88.6944 +4 5253 = X2 -5.304741 = X2=K2

agr = 85.0000 [ t] pr = -269.3433 +8.7279 * int -0.053047 = int = int

Klex. = 0.2561
Yek. = B3.6773

Kler. = 0.2636
Yex. = 32.7631

Kex. = 02711
Yex. = 91.2404

KZer. = 0.3415
Yex. = B0.0556

K2ex. = 03533
Yex. = 32.8454

K2er_ = 0.4265
Yek. = B9.2025

X3[erc.) = 0.2561
Ylexc.] = 84.1344

¥3(exc.) = 0.2636
Y(exc.] = 93.2202

¥3lexkc.) = 0.2711
Ylexc.) = 91.6974

X2(exc.) = 0.3415
Ylexc.) = 80.5126

X2[erc.]) = 0.3533
Ylekc.] = 93.3024

X2[exc.) = 0.4265
Ylekc.) = 89.6595

agrek. = 73.8419
prek. = 836773

agrex. = 73.9542
prex. = 92 7631

agrex. = 74 D666
prex. = 91.2404

intex. = §1.4154
prex. = 80.0556

intex. = 81.5332
prex. = 92.8454

intex. = 822653
prex. = 89,2025

agiferc.] = 73.8419
priexc.) = 84.1344

agr(ekc.] = 73.9542
prfexc ) = 93.2202

agriexc.] = 74.0666
prlexc.] = 91.6974

intlexc.] = 814154
prlekc.] = B0.5126

intfexc.] = 81.5332
prlexc.) = 93.3024

int(exc.] = 82.2653
prlexc.] = 89.6595
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We can see here three one-dimensional intersections by all possible combinations with
X2 =-1; X2 =0and X2 =+1.

EnHomepHo ceveHHe npu

co =52.0000] pr]

EaHomepHo ceveHue npy

co=64.0000]pr]

EaHOMEPHO CEYEHHE NpH

co = 76.0000 [ pr]

EaHOMEpHO CEYEHHE NpH

agr=55.0000[t]

EAHOMEPHO CEYEHHE NpH

agr=70.0000 [t]

EnHomepHo cevenHe npu

agr=85.0000[t]

X2=1.X1=1
Y = 74.0765 +4.2753 X3 -B.346049 * X33

pr=-120.6319 +5.4781 = agr -0.0371 = agr * agr
X2=-1.X1=0

¥ =92183152 +4. 400294 = X3 -8 346049 = X33

pr=-119.16332 +5.4865 * agr -0.0371 * agr * agr
2=1.X 1=+

Y = 815737 +4.5253 = X3 -8 346049 = X373

pr =-121.3028 +5.4948 = agr -0.0371 * agr * agr

X2=-1.¥3=1
Y = 70.3835 +3.8685 ~ X1 -3.536538 ~ X17X1

pr = -50.8436 +3.4660 = co -0.024559 * co * co
X2=-1.X32=0

¥ =92183152 +3.993549 = X1 -3.536538 = X171

pr = -38.7640 +3.4764 * co -0.024559 * co * co
H2=-1.¥3=4+1

Y =79.1841 +4.1185 = X1 -3.536538 = X171

pr=-43.3764 +3.4868 * co -0.024559 * co * co

®3Hekc.) = 0.2561
Y(exc.) = 74.6240

X3(exc.] = 0.2636
Ylekc.] = 83.7098

®3exc.) = 0.2711
Yiekc.) = 82.1871

¥1(exc.) = 0.5469
Yiekc.) = 71.4414

®1[exc.] = 0.5646
Y(ekc.) = 84.2572

®1[ekc.) = 0.5823
Y(exc.) = 80.3832

agrlexc.] = 73.8419
pilexc.] = 74.6240

agr{exc.) = 73.9542
prlekc.] = 83.7098

agrfexc.]) = 74 0666
prlexc.] = 82.1871

colexc.] = 70.5633
prlekc.] = 71.4414

colekc.] = 707754
pilexc.] = 84 2572

colekc.] = 70.9874
prlexc.] = 80.3832

EaHOMepHO cEeYEHHE npu

co=540000[b]

EaHomepHo cevyeHHe npy

co=64.0000[b |

EaHOMEpHD cevyeHue npH

co=74.0000[b |

EaHOMepHO cEeYEHHE npu

agr=550000[t]

EaHomepHo cevyeHHe npy

agr = 70.0000 [t ]

EaHOMEpHD cevyeHue npH

agr = 85.0000 [t ]

X2=0.X1=-1
Y = 84,6531 +4.2753 * X3 -8.346049 = XIFK3

pr =-111.5786 +5.4781 = agr -0.0371 = agr = agr
H2=0.X1=0

Y =92183152 +4 400294 = X3 -B 346049 = X33

pr=-110.1100 +5.4865 = agr -0.0371 = agr = agr
X2=0.X1=4+1

Y =92 6402 +4 5253 = X3 -8.346049 = X373

pr=-110.2363 +5.4948 = agr -0.0371 = agr * agr

X2=0.¥3=-1
Y = 79,4368 +3.8685 * X1 -3.536538 = X1°X1

pr=-41.7903 +3.4660 * co -0.024559 * co * co
H2=0.X3=0

Y =92183152 +3.993549 = ¥1 -3.536538 = X1={1

pr = -78.6996 +5.0277 * co -0.036838 " co * co
X2=0.%3=+1

¥ =882374 +4.1185 = X1 -3.536538 = X1=x1

pr=-34.3231 +3.4868 * co -0.024559 * co * co

¥3(exkc.) = 0.2561
Yierc.) = 85.2006

®3[exc. ] = 0.2636
‘Ylekc.) = 92.7631

®3exc.) = 0.2711
Y(ekc.) = 93.2536

X2(exc.] = 0.5469
Y(exkc.) = 80.4947

¥2[exc.] = 0.5646
‘Ylekc.] = 93.3106

®2(exc.) = 0.5823
Y(ekc.) = 89.4365

agrlexc.] = 73.8419
priekc.] = 85.2006

agrlexc.] = 73.9542
pifexc.] = 92.7631

agrlexc.] = 74 0666
priexc.] = 93.2536

colexc.) = 70.1477
priekc.] = 80.4947

colekc.) = 707754
pifexc.] = 93.1527

colekc.] = 70.9874
priexc.] = 89.4365
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EAHOMEPHO CEYEHHE NPH

co=520000[b]

EaHomMeEpHO CeveHHE NpH

co=564.0000[b ]

EaHomMepHO ceveHWe npy

co=76.0000[b]

EaHomepHo ceveHWe npy

agr=55.0000[t]

EaHomepHo cevenwe npy

agr = 70.0000[t]

EAHOMEPHO CEYEHHE NPH

agr = 85.0000[t]

K2 =4+1,K¥1=-1
¥ = 81.5737 +4.2753 = X3 -B.346049 = X37X3

pr = -114.6580 +5.4781 = agr -0.0371 = agr * agr
X2=+1.X1=0

Y =92.183152 +4 400294 = ¥3 -8.346049 = X373

pr = -111.6661 +5. 4865 = agr -0.0371 = agr * agr
H2=+1.¥1=+1

Y = 89.0708 +4. 5253 = X3 -8.346049 = X3=K3

pr = -113.8056 +5.4948 = agr -0.0371 = agr * agr

K2=41,XK3=-1
¥ = 77.8806 +3.8685 = X1 -3.536538 * X171

pr = -43.3465 +3.4660 * int -0.024559 ~ int * int
X2=+1,X3=0

¥ =92.183152 +3.993549 = X1 -3.536538 = X171

pr = -31.2668 +3.4764 * int -0.024559 * int = int
X2 =141,X3=+1

¥ = 86.6812 +4.1185 = X1 -3.536538 = X171

pr = -35.8792 +3.4868 * int -0.024559 ~ int * int

®3(exc.) = 0.2561
Yleke.) = 82.1212

¥3(exc.) = 0.2636
Ylexc.) = 91.2070

¥3(exc.] = 0.2711
Y[exc.) = 89,6842

Xl[exc.) = 0.5469
Ylexkc.) = 789386

K1(ekc.) = 0.5646
Ylexc.) = 91.7544

Xl1[ekc.]) = 0.5823
Ylexc.) = 87.8803

agrfexc.] = 73.8419
priexc.] = 82.1212

aqrfexc.] = 73.9542
priexc.] = 91.2070

agifexc.) = 74 0666
prlexc.] = 89.6842

colerc.] = 70.5633
prfexc.] = 78.9386

colexc.] = FO.7754
priexc.] = 91.7544

colerc.] = 70.9874
prfexc.] = 87 8803

We can see here three one-dimensional intersections by all possible combinations with
X3=-1; X3=0and X3 =+1.

EaHOMEpHD CevyeHUue Npu

co=520000]pr]

EaHoMepHO ceueHUue npu

co=564.0000] pr]

EaHOMEPHO CeueHHe NpH

co=76.0000]pr ]

EaHOMEpHD CevyeHUue Npu

int = 68.0000 [ c ]

EaHoMepHO ceueHUue npu

int = 78.0000[ c ]

EaHOMEPHO CeueHHe NpH

int = 88.0000 [ ¢ |

XKI=-1.X1=-1
¥ = 71.9067 +4.1236 = X2 -5.304741 = X27X2

pr = -274.3098 +8.6878 ~ int -0.0530 ~ int = int
X3=-1.X1=0

Y =92 183152 +3. 748571 = X2 5304741 = X27X2

pr = -272 5425 +8.6503 = int -0.0530 = int = int
KI=-1.X1=+1

Y = 79.8938 +3.3736 = X2 -5.304741 = K272

pr = -269.1605 +8.6128 ~ int -0.0530 * int = int

KI=-1.X2=-1
¥ = 70.3835 +4.3685 = X1 -3.536538 = X17X1

pr = -53.5103 +3.5076 = co -0.024559 = co * co
Xi=-1.X2=0

Y =92.183152 +3.993549 = X1 -3.536538 = X1X1

pr = -42 4570 +3.4764 = co -0.024559 = co * co
Xi=-1.%2=41

Y = ¥7 8806 +3 6185 = X1 -3.536538 = X1-X1

pr=-42.0132 +3.4451 * co -0.024559 = co * co

®2(exc.] = 0.3887
Y(ekc.) = 72.7081

X2(exc.] = 0.3533
*Ylexc.] = 80.0990

X2(exc.] = 0.3180
Ylexc.] = 80.4302

¥1[exc.] = 0.6176
Y(ekc.) = 71.7326

®1(exc.) = 0.5646
Ylekc.] = 80.5642

®1[exc.) = 0.5116
Y(ekc.) = 78.8063

int{exc.] = 81.8867
priexc.] = ¥2.7081

intlexc.] = 81.5332
prlexc.] = 80.0990

intlexc.) = 81.1798
pifexc.]) = 804302

colekc.) = 71.4116
pilexc.) = ¥1.7326

colexc.] = 707754
prlexc.) = 80.5642

colexc.) = 70.1391
pilexc.]) = ¥8.8063
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EaHOMEPHO CEMYEHHE NpH

co=52.0000[b ]

EnHomepHo ceveHue npy

co=64.0000[b]

EaHOMEPHO CEMEHHE NpH

co=76.0000[b]

EaHOMEPHO CEMEHHE NpH

int =68.0000[c ]

EnHomepHo ceueHue npy

int=78.0000[t]

EpHomepHo ceveHue npu

int =88.0000[¢t]

EaHOMEPHO CEYEHHE NpH

co=520000[b]

EnHomepHo ceveHWe npu

co=64.0000[b]

EaHomMepHO ceveHHe npu

co=76.0000[h |

EnHomepHo ceveHne npu

int =66.0000[c ]

EAHOMEPHO CEYEHHE NpH

int =78.0000 [ c ]

EnHomepHo ceveHHe npu

int =88.0000[c ]

X¥3=0.X1=1

Y = 84 6531 +4.1236 = X2

-5.304741 = X27K2

pr = -261.5635 +8.6878 * int -0.0530 * int = int

¥3=0.¥X1=0

Y =92.183152 +3.748571 -

K2 5304741 = X2K2

pr = -259.7961 +B.6503 ~ int -0.0530 ~ int * int

Xi=0X1=+1

Y =92.6402 +3.3736 = X2

-5.304741 = X27K2

pr =-2956.4141 +8.6128 = int -0.0530 * int = int

Xi=0X2=1

Y = 831298 +4 3685 = X1
pr = -40.7640 +3.5076 * co

X3i=0.¥2=0

Y =92.183152 +3.993549 =
pr=-29.7106 +3.4764 = co

X3=0,K2=4+1

Y = 906270 +3.6185 = X1
pr = -29.2668 +3.4451 * co

KI=+1.X1=-1

Y =80.7073 +4.1236 = X2

-3.53B6538 = X171
-0.024559  co * co

X1 -3.536538 = X1=X1
-0.024559 = co * co

-3.536538 = X1°X1
-0.024559 * co * co

-5.304741 = X27K2

pr = -265.5092 +8.6878 * int -0.0530 = int * int

X3=4+1,X¥1=0D

Y =92.183152 +3.748571 =

X2 5304741 = X27K2

pr = -263.7419 +8.6503 ~ int -0.0530 ~ int * int

X3=+1.X1=4+1

Y = 88.6944 +3.3736 = X2

-5.304741 = X27K2

pr = -260.35939 +8.6128 * int -0.0530 * int * int

Xi=+1,%K2=11

Y = 75.4911 +4.3685 = X1 -3.536538 = X1°X1

pr = -44 7097 +3.5076 ~ co

XKI=+41,%2=0

¥ =92183152 +3.993549 =
pr = -33.6564 +3.4764 * co

XI=+1.¥2=4+1

-0.024559 = co * co

X1 -3.536538 = X17X1

-0.024559 * co * co

Y = 86.6812 +3.6185 =1 -3.536538 = X1°X1

pr=-33.2126 +3.4451 = co

-0.024559 = co * co

*2(exc.) = 0.3887
Y(ekc.) = 85.4544

X2(exc.) = 0.3533
Y(ekc.) = 92.8454

®2{exc.) = 0.3180
Y[ekc.) = 93.1765

¥1[exc.) = 0.6176
Ylekc.) = 84.4789

X1(ekc.] = 0.5646
Y(ekc.) = 93.3106

®1[exc.) = 0.5116
Ylekrc.] = 91.5526

X2(exc.) = 0.3887
Ylexc.] = 81.5087

¥2(exc.) = 0.3533
Y(exc.] = 88.8996

X2(exc.] = 0.3180
Y(ekc.) = 89.2308

X1(ekc.) = 0.6176
Y(exc.) = 80.5332

®¥1[exc.] = 0.5646
Ylekc.) = 89.3648

Xl[ekc.) = 0.5116
Y(exc.] = 876068

int(exc.] = 81.8867
prlexc.] = 85.4544

intlexc.] = 81.5332
priekc.] = 92.8454

int{exc.] = 81.1798
prlexc.] = 93.1765

colexc.] = 70.9959
priexc.] = 84.4789

colekc.] = 70.7754
priekc.] = 93.3106

colexc.] = 70.1391
prlexc.] = 91.5526

int(exc.] = 81.8867
prlekc.] = 81.5087

intlexc.] = 81.5332
priexc.] = 88.8996

intlexc.]) = 81.1798
prlexc.) = 89.2308

colexc.] = 714116
prlexc.] = 80.5332

colexc.] = 707754
priexc.] = 99.3648

colekc.] = 70.1391
prlexc.) = 87.6068
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Complete list of the validation results

The complete list with the 100 validation results from the ‘Software Human Factors Test” can
be seen on the following figures:

OTTO VON GUERICKE
(IR 8 b FAKULTAT FUR
MAGDEBURG [RTTYTHe Software Human Factors Test
Surgency or Emotional Intellect or Self estimated Calculated
Extraversion Ag reeableness [ Conscientiousness sta D|||ty Iﬂ’laginal\on Motivation pen.orrnance Performance Difference
86% 90% 80% 78% 76% Low (~55%) 62% 60% 2%
78% 8% 8% 78% 829 '(‘f'%"nj{; 80% 839 a9
4% 72% 84% 64% 80% '(V'Ne.r,‘f]"jﬁr; 85% 80% 5%
08% 82% 629% 74% 74% Low (~55%) 682 5% 29
52% 88% 70% 76% 74% Low (~55%) 65% 63% 2%
96% 90% 84% 2% 80% '(‘fu‘?,‘fj'tﬂ 70% 71% 1%
50% 58% 74% 92% 68% '(‘1%5{; 70% 73% 3%
78% 82% 8% 4% 89 Hal e 71% 30
: (~85%) k =
72% 94% 86% 90% 74% '(‘le.j,%"jﬁr; 60% 62% 2%
o, 0, 0, 0, 0, H‘gh , 0, 0,
82% 80% 0% 929 663 i 70% 739 a9
0% 86% 84% 88% 82% '(‘l‘?ff]“ﬂ 70% 75% 5%
96% 0% 70% 0% 849 '(‘i'ue?‘f]",,j{; 80% 77% a9
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High

82%
2 82% a2% 72%
6 0% .
- - 0 i 70% 71% 19
849 76% ! fo
: 849 bl
- - L 80% 85% :
749, 8% ! -
A 60% Medium
82% 94% 76% — — - .
;
60% 74% Hign
049, 78% - — b D
749, a2y ! -
: 643 Ll
029 80% = — N D
829 08% ! -
. 6E% Medium
96% 86% a2% — ~ - .
;
72% 80% hcdilan
- 6 72%
3 80% 88% 70% -~ = -
: 643 bl
889 89, 80% - — = -
:
. : 74% 089 el 5
78% 74% 86% . == - i -
= ~ - 70% Low (~55%) 66% 659
2 76% 98% b = -
849 789 64% — — — :
o 88% 749, bl
b 2% P i - D
74% 86% 80° — -
94% 7 5 % Low (~55%) 70% 669
. 2 62% 76% bt = -
6
76% 86% 92% 729 - s = -
~ - - 2, Low (~55%) 60% 29
3, 849, 88% MUy = -
i B8Y
60% 6% — o = =
749
o 54% 96% NI
I .
72% 86% 06% o — — " -
> 86% 729 et
- - i E0% 50%
92% 729 -
= : b Low (~55%) 5
= = 60% 57%
90% 88% M .
I .
B2% 74% 86% - — - -
74% 00% Al
- - | b 78% 70% 19,
58% 76% ! o
= ~ o a8% Medium ~
> - - : bk 70% 69% 1%
— : 78% Low (~55%) 2
- - £5% £4%
g% g9, Medium =
2 0,
74% 82% 52% - — — -
80% 92% Hull
| .
i i g il 75% 78% 3%
o, 089 ' 0
. 789, Medium
2 ,
0% 96% 82% — - ~ -
2 72% 76% NI
i £ 0 bk 60% 63% 39
52% 049 :
2 729 High
- - 0 ik 76% 80% 49,
72% 76% o
80% Fan
i i 0 sl 85% 89% 4
74% 929 :
869 High
i 0,
ok 8% 87% 19
:
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High

90% 80% 68% 94% 96% S 76% 76% 0%
68 729, 049, o6Y a8u gl G4u 68% 43
3 2 : 1 ] 3 2 ;
2% 94°% 72% 8% 70% it 65% 67% 29
(] ‘o 0 ] (‘85%} (] o i}
849, 029, 643 76% 80% g 789 75% a9
3 2 ; 2 Cis 3 3 ;
90°% 74% 70% 0% 2% High 75% 71% 4%
(] L] 0 L] (*85%} (] (] i}
84% 80% 70% 64% 72% ﬂ%t}:}‘ 75% 79% 4%
80% 8% 66% 86% 70% Low (~55%) 8% 64% 4%
66% 74% 08% 60% 88% (fgg:,n} 70% 68% 2%
88% 78% 64% 74% 78% ?{%'tj,”}] 78% 82% 4%
70% 88% 82% Q0% 70% gl 78% 73% 59
3 3 b b G 3 b b
929 74% 729, 008 8% gl 70% 74% 4%
(~85%)
94% 84% 80% 74% 74% '2{%“;0”}1 75% 76% 1%
70% 80% 80% 70% 849 gl 80% 85% 59
(~85%)
70% 76% 8% 6% 8% '2{‘?(%‘;0? 70% 75% 5%
84% 86% 829 849, 729 '2{9?‘3]“’{”}‘ 70% 729 29,
86% 70% 60% 98% 88% gl 80% B4% 4%
(~85%)
56% 94% 74% 90% 68% Low (~55%) 55% 51% 4%
66% 82% 98% 64% 84% (fgg;o) 68% 68% 0%
72% 96% 72% 70% 90% ?E%% 60% 63% 3%
08% 74% 70% 849 88% '(‘ff?f]"ojr; 80% 829, 2,
n - . % = High - i P
98% 92% 92% 88% 74% e 60% 63% 3%
6% 62% 78% 98% 90% '(‘fg‘f]"ojr; 729, 739% 1%
86% 62% 66% 90% 94% ?E%Lﬂ 75% 70% 5%
6% 84% 78% 0% 849 '(‘fg‘f]"ojr; 759% 70% 4%
n - . 5 - High = 7 A
86% 82% 86% 70% 66% s 72% 70% 2%
90% 88% 76% 80% 86% Low (~55%) 629 £4% 2,
96% 94% 94% 76% 82% '(‘1?%'% 60% 57% 3%
0, oy 0, 0, 0, H‘gh 0, aQ, 0,
86% 76% 70% 629 90% i 00% 85% 59
4% 82% B4% 92% 04%, Low (~55%) 0% 57% 3%
72% 78% 06% 64% 72% (fé‘g;} 66% 70% 4%
0, oy 0, 0, o, H‘gh 0, 0, 0,
8% 84% 829 849 629, s 602 64% 4%
82% 66% 76% 88% 82% '(‘1%;? 78% 81% 3%
= = ; : : High . : :
b o 76% 78% 90% i 78% 81% 3%
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Medium

0% 8% 4% 70% 829, st 80% 76% 4%
70% 86% 80% 66% 70% Rl 75% 76% 1%
(~85%)
949, 6% 90% 749 729 bl 70% 75% 5%
(~85%)
a9, 76% 80% 889 869 Bl 829 86% 4%
(~B5%)
Medium
88% 78% 70% 98% 96% ozt 74% 72% 2%
88% 929, 88% 629 76% il 659% 68% 3%
(~B5%)
80% 92% 62% 74% 92% ';“f'ﬁ,%'ﬁj:;‘ 62% 65% 3%
0% 86% 6% 72% 90% il 75% 79% 4%
(~85%)
Medium
0% 78% 829 06% 76% s 849 70% 5%
80% 70% 86% 66% 94% fan 78% 74% 4%
(~B5%)
82% 64% 76% 58% 70% il 85% 80% 5%
(~85%)
Medium
63 6% 829 4% 849 s 80% 78% 29
88% B0% 80% 6% 94% Low (~55%) 5% 60% 5%
88% 80% 0% 80% 8% Low (~55%) 60% 59% 1%
90% 70% 6% 68% 94% Low (~55%) 68% 63% 5%
High
63 70% 80% 86% 76% (~sg%) 829 86% 4%
Medium
90% 90% 4% 88% 74% o 70% 71% 19%
o, 0, o, ngh ]
947, 6% 729 74% 949, 76% 78% 29
(~85%)
78% 729 78% 84% 82% Low (~55%) 72% 70% 2%
o o o o High a
8% 86% 929 90% 80% s 76% 729% 4%
80% 94% 68% 50% 90% Medium 70% 6% 4%
(~70%)
6% 76% 589 58% 74% Medium 80% 81% 1%
(~70%)
8% 0% 0% 64% 8E% High 76% 79% 3%
(~85%)
o o o o High
70% 72% 74% 82% 94% 54% 80% 4%
(~85%)
o, 0, 0, ngh 0
100% 94 85% 849 78% 72% 63, 4%
(~85%)
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List of Acronyms:
Chapter 2

SEI — Software Engineering Institute
NN — Neural Networks

PCA — Principal Component Analysis
GA — Genetic Algorithm

BBN — Bayesian Belief Network

SRE — Software Risk Evaluation

RED — Risk in Early Design

IS — Information Systems

FMEA — Failure Mode and Effect Analysis
COTS — Commercial On The Shelf
SPP — Software Production Process

SS — Software System

RM — Risk Management

RA — Risk Assessment

RC — Risk Controlling

MIPS — Million Instructions Per Second
HF — Human Factors

HRF — Human Risk Factors

Chapter 3

SE — Software Engineering

CASE — Computer Aided Software Engineering
iCASE — integrated Computer Aided Software Engineering
SP — Software Product

SD — Software Development

SR — Supporting Resources

SAM - Structured Analysis Methods

OOSA — Object-Oriented Software Analysis
CBSE - Component-Based Software Engineering
AOSE - Agent-Oriented Software Engineering
SOSE — Service-Oriented System Engineering
SA/SD — Structured Analysis/Structured Design
HIPO — Hierarchical Input Process Output

UML — Unified Modeling Language

OMT - Object Modeling Technique

OOD - Object-Oriented Design

RDD — Responsibility-Driven Design

HOOD - Hierarchical Object-Oriented Design
OOSA — Object-Oriented Software Analysis
DCOM - Distributed Component Object Model
EJB - Enterprise Java Beans

CURE - COTS Usage Risks Evaluation

B-COTS — Building COTS Software Systems
AAII — Australien Al Institute agent development
AUML — Agent-oriented UML

IMPACT — Imperative Maryland Platform for Agents Collaborating Together
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COCOMO - Constructive Cost Model

ISBSG — International Software Benchmark Standards Group
MAS - Multi Agent System

MaSE — Multiagent Systems Engineering

MASSIVE — Multiagent Systems Interactive View Engineering
SODA — Societies in Open and Distributed Agent spaces

SOA — Service Oriented Architecture

(GRID, DESIRE, SPR Knowledge-Plan and QSM SLIM are self-names)

SR — Software Resources

CARE — Computer Aided Re-Engineering

CAME — Computer Assisted Measurement Evaluation

SA — Software Application

SM — Software Measurement

GUI — Graphic User Interface

SWOT - Strengths, Weaknesses, Opportunities and Threats
S/W — Software

Chapter 4

RPN — Risk Priority Number

S — Severity

O — Occurrence

D — Detection

UPS — Uninterruptible Power Supply

SFMEA — Software Failure Mode and Effect Analysis
SHF-FMEA — Software Human Factor FMEA
PM — Project Manager

TL — Team Leader

SA — Software Architect

BA — Business Analyst

SD — Software Developer

ST — Software Tester

QE — Quality Engineer

Chapter 5

FFM — Five Factor Model

OCEAN - Openness, Conscientiousness, Extroversion, Agreeableness, Neuroticism

Chapter 6

DoE — Design of Experiment
co = conscientiousness

int = intelligence

agr = agreeableness

pr = performance
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