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Zusammenfassung

In der vorliegenden Arbeit wird untersucht, ob die Metho@e dichtlinearen Fre-
guenzganganalyse (engl. Nonlinear Frequency Respondgsi)dNFRA) fur die Di-
agnose von Polymerelektrolytmembran-Brennstoffzellsmgl. Polymer Electrolyte
Membrane Fuel Cell, PEMFC) geeignet ist. Die NFRA ist einlwgesprechender
Ansatz, da sie in-situ und wahrend des laufenden Betriebesetzbar ist und mit
geringem geratetechnischen Aufwand leicht implementiearden kann. Mit der
NFRA ist es moglich, kritische Zustande von Brennstdfére zu diagnostizieren,
welche zu Leistungsverlust, erhohter Degradation odés@edigung fihren konnen.
Der Fokus der Arbeit liegt auf den reversiblen kritischerstamden, welchen durch
eine Anderung der Betriebsparameter entgegengewirkt werden.k@aher wurden
speziell die Zustande der Austrocknung, Flutung und degifteng mit Kohlenstoff-
monoxid in PEMFC untersucht.

In ersten Voruntersuchungen wurde die NFRA an einer PEMuBs®ffzelle im
technisch relevanten Massstab zur Diagnose der oben genadnstande erprobt.
Dabei wurde ein vereinfachter mathematischer Ansatz d&A¥erwendet, welcher
es ermoglicht die Frequenzgange erster und zweiter @@, , und H, ) simul-
tan zu ermitteln. Dabei wurde festgestellt, da&s) unter Flutungsbedingungen klare
Merkmale (vor allem einen Anstieg des Stofftransportwstkendes) zeigt, welche zur
eindeutigen Diagnose von Flutung eingesetzt werden karireider sind die Merk-
male derH; , Spektren unter Austrocknung und CO-Vergiftung qualitgligich, so
dass eine eindeutige Diagnose dieser beiden Zustandemdalich ist. Interessan-
terweise zeigen diél,, Spektren wahrend dieser beiden Zustande jedoch qualita-
tiv unterschiedliche Merkmale, die eine Unterscheidung soistrocknung und CO-
Vergiftung und damit eine eindeutige Diagnose ermogliche

Diese Beobachtungen motivierten eine weitere, detaliertJntersuchung von
Austrocknung und CO-Vergiftung. Das Ziel dabei war eingssaufzuklaren, warum
die H,, Spektren in beiden Fallen gleiche Merkmale zeigen und r@nseits die
mogliche Nutzung der?,, Spektren zur Diagnose beider Falle genauer zu unter-
suchen. Dazu wurde ein kombinierter Ansatz von ExperimeadtModellierung en-
twickelt. Auf experimenteller Seite wurde eine differegii® H,/H,-Zelle entworfen,
in welcher maskierende Effekte durch die langsame Sadfestoktion auf der Ka-
thode durch den Austausch dieser Reaktion mit der schnélesserstoffentwick-
lung unterdriickt wurden. AuRerdem wurden durch differglhkurze Kanale Konzen-
trationsgradienten entlang des Kanals vermieden. Diegperenentelle Ansatz



ermoglichte eine stark vereinfachte Modellierung, weldie numerische Berechnung
der NFRA-Spektren erlaubte.

An dieser differenzielle HHH,-Zelle wurden NFRA-Spektren unter anodischer
CO-Vergiftung gemessen. Zunachst wurde ein praxisratevaArbeitspunkt be-
stimmt, der eine beginnende CO-Vergiftung simuliert. Aasdéim Arbeitspunkt wur-
den NFRA-Spektren gemessen und der Einfluss der CO-Komtiemtrauf diese un-
tersucht. Die Hauptmerkmale der NFRA-Spektren unter C@iftang wurden iden-
tifiziert. Zusatzlich zu den Messungen wurde ein vereinfac Modellierungsansatz
aus der Literatur genutzt um NFRA-Spektren der differdtemeH,/H,-Zelle unter
CO-Vergiftung zu simulieren. Dadurch konnte bestatigtdea, dass die gemessenen
Hauptmerkmale der Spektren vom CO-Vergiftungsmecharssfdun. der Blockade
der Katalysatorplatze durch praferenzielle Adsorption CO) verursacht werden.

In weiteren Messungen wurden NFRA-Spektren unter Austroog an der dif-
ferenziellen H/H,-Zelle gemessen. Dabei wurde in d&h, Spektren neben der er-
warteten Verschlechterung des Protonentransportes itMdetrbran auch eine viel
dominierndere Verschlechterung der Reaktionskinetikegs®an. Eine Hypothese fur
diese Beobachtung war, dass die Austrocknung der Zelle awetner Verringerung
des Protonentransportes im Polymernetzwerk der Katalgsgaticht fuhrt. Somit wird
die protonische Anbindung von Katalysatorpartikeln zumhbean verschlechtert und
weiter entfernte Katalysatorplatze werden inaktiv. Oigst zum Verlust von aktiver
Katalysatorflache und damit zur beobachteten Verschédeehg der Reaktionskinetik.

Um diese Hypothese zu bestatigen, wurde ein Modellansatwendet. Dazu
wurde ein Modell der differenziellen 4#H,-Zelle mit zusatzlichem Protonentrans-
port in der Katalysatorschicht aufgestellt. Mit diesem Mibavurden NFRA-Spektren
unter Austrocknungbedingungen numerisch simuliert. Debente die in den expe-
rimentellent; , Spektren beobachtete Verschlechterung der Reaktiongkqealita-
tiv abgebildet werden. Zusatzlich bildeten die Modelédbgisse auch die qualitativen
Hauptmerkmale dek, , Spektren unter Austrocknung ab.

Leider bildete das Modell die Verschlechterung der Reakkmetik nur quali-
tativ aber nicht quantitativ ausreichend ab. Ursache wassdlie Verringerung des
Protonentransportes in der Katalysatorschicht nur aufsBder geanderten Gasbe-
feuchtung abgeschatzt wurde, was nicht ausreichend weae. \ieitere Verringerung
des Protonentransportes war notwendig, um die experite@n@hten auch quantita-
tiv zu erfassen. Diese Verringerung konnte vom elektramsohen Wassertransport
verursacht werden, welcher aus Komplexitatsgrundeint me Modell berticksichtigt
wurde.



Zuletzt wurden die Hauptmerkmale der NFRA-Spektren déedihziellen H/H,-
Zelle unter CO-Vergiftung und Austrocknung verglichendien H; , Spektren wur-
den in beiden Fallen gleichartige Merkmale festgesteie (schon in der technischen
Zelle), insbesondere eine Verschlechterung der Reakiiogisk verursacht von einer
verringerten aktiven Katalysatorflache. Daher ist diewdsrdung det; , Spektren
nicht ausreichend fur eine eindeutige Diagnose. Big Spektren bieten jedoch qua-
litative als auch quantitative Unterschiede, welche eindeautige Diagnose erlauben.

Abschlieend muss jedoch erwahnt werden, dass die NFRidde leider
schwierig ist. Die praktische Messung der NFRA-Spektreordert selbst in der
stark vereinfachten differenziellen,HH,-Zelle eine sorgfaltige Messprozedur, speziell
im Hinblick auf die Bestimmung der korrekten Anregungsatode, das Mess-
rauschen und die Reproduzierbarkeit der Messungen. In dselMerungsarbeiten
wurde festgestellt, dass die ermittelten Spektren hohémelnung sehr anfallig
gegen Parameterungenauigkeiten ist. Aul3erdem erforadenpliexere Modelle einen
wesentlich hoheren Aufwand fur die numerische oder drsalye Ermittlung der
NFRA-Spektren. Insgesamt zeigen die Frequenzgangad&d@ednung ein sehr viel
komplexeres Verhalten, welches nicht direkt einzelnerz&ssen zugeordnet werden
kann und eine Interpretation sehr schwierig und wenig fintmacht.

In dieser Arbeit wurde neben dem Hauptaspekt der NFRA féragnose von
PEM-Brennstoffzellen noch ein weiterer Nebenaspekt gotdt. Wahrend der Mes-
sungen zur CO-Vergiftung an der differenzielles/H,-Zelle konnten zum ersten Mal
autonome Spannungsoszillationen in einer Brennstoffzeit Platinkatalysator beob-
achtet werden. In einer ersten Messreihe wurde der Einflas®-Konzentration
auf das Verhalten der Oszillationen untersucht. Eine g@®RO-Konzentration erhoht
die Oszillationsfrequenz aufgrund der schnelleren COefgson. In einer zweiten
Messreihe wurde der Einfluss der Zelltemperatur untersieirch eine Bestimmung
der Aktivierungsenergie wurde ein unterschiedlicher Terafureinfluss am Platin
(E, = 40.5+0.6 kJ mot) als bei in der Literatur genannten Oszillationen an Platin
Ruthenium (E = 60.9 kJ mot!) festgestellt. Des weiteren wurden in der differen-
ziellen Zelle auch Oszillationen imJHD,-Betrieb gemessen. Diese treten auf, wenn
die Anodeniuiberspannung bis auf Werte erhoht wird, anmeie CO-Oxidation am
Platin einsetzt. Solche Anodeniiberspannungen werdertheitn normalen Brenn-
stoffzellenbetrieb an passiven Lasten nicht erreicht,idageoRer Teil der Zelluber-
spannung durch di8berspannungen von Kathode und Membran verursacht werden.
Allerdings konnten durch Verwendung der differenziellesiHi-Zelle diese Oszilla-
tionen enthullt werden.
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Chapter 1
Introduction

Today’s energy supply encounters two main problems: on tleel@and, the emis-
sion of greenhouse gases causes an anthropogenic clinaatgectvith negative con-
sequences for natural and human systems on a global 5cal®filthe other hand,
fossil energy sources, on which today’s energy supply isiméased, are limited and
expected to run out within the next generatians [2]. Possblutions and mitigation
strategies for these problems include the use of sust@&nadriewable energy sources
and the increase of the efficiency in the use of energy.

Fuel cells play a key role in this context. On the one handy tre able to use
a variety of fuels. This opens up the possibility to use reatd#e energy sources like
biogas, methanol, ethanol or hydrogen produced by refayrofrrenewable hydro-
carbons. Furthermore, the combination of fuel cells andrdyein production from
electrolysis might be used as an intermediate energy sdoagntermittent sources
like solar or wind energy. On the other hand, they have therdi@ to reach a high
efficiency as direct converters of chemical into electrieaérgy. This is possible,
because in contrast to conventional combustion enginescélls are not subject to
the restrictions of the Carnot cycle. Therefore, they arelingted to its efficiency,
which is strongly temperature dependent and reaches #udeeptlues only at very
high temperatures. In contrast, the thermodynamic effogieri the fuel cell reaches
high values even at low temperatures which are more favteifedm a material and
operation point of view.

It is aimed to use fuel cells in the fields of automobile, stadiry and decentralised
energy supply. In the medium-term, fuel cells might be idtroed into these fields via
niche markets like auxiliary, uninterruptible or self-stient power supply as well as
power supply for warehouse vehicles, light vehicles andsda form of micro fuel



cells, they might be an alternative to lithium ion batteiiesmall and micro mobile
devices|[3].

Polymer electrolyte membrane fuel cells (PEMFCs), whighthe subject of this
work, are highly suitable for most of these applicationseifldesign, function and
principle is described in detail in the literature [4—8] astherefore not repeated here.
The advantages of PEMFCs are easy operation managemertdp&ation tempera-
ture, the ability for fast load changes, quick start-up amat-slown, good scalability
and a high technical maturity. Compared to their strongesventional competitors,
i.e. combustion engines and combined heat and power umtdgj$advantages of PEM
fuel cells are their high price and low durability.

Furthermore, the operation of a PEM fuel cell is not a trivéek. Improper oper-
ation of PEMFCs can lead to critical states (e.g. impropagewaanagement can lead
to dehydration or flooding of the cell), which can result imfpemance loss, enhanced
degradation or even damage of the cell. In order to prevengamt to such critical
states, a clear diagnosis of the cell is necessary. Ideahlyethod for such a diago-
sis should be applicable in-situ and during operation. ¢isth be simple, practically
applicable and useable on unmodified commercial cells.

Methods which use the electrical input-output behaviour fcéfil these require-
ments and are preferred because they can be easily impletheng. in power elec-
tronics like DC/DC or DC/AC converters which are alreadygarmet in the fuel cell
system.

The best developed method on this basis is Electrochemigpédance Spec-
troscopy (EIS). It is widely used for the analysis of PEMF@sler laboratory condi-
tions and attempts were made to use it for practical diagnékwever, under certain
operation conditions ambiguities in the results of EIS Hasen reported. These might
result from the linear analysis principle of EIS appliedhe highly nonlinear PEMFC
system. Due to these ambiguities, a clear diagnosis of tiv faEl cell by means of
EIS is not possible in all cases.

Aim and Approach of This Work

The aim of this work is to analyse the applicability of thecadled nonlinear frequency
response analysis (NFRA) method for fuel cell diagnosisRNFas the potential to
overcome the aforementioned drawbacks of EIS, becauseaitisnlinear analysis
method. With NFRA, not only the linear electrochemical irdaece spectra are ob-
tained (as with EIS) but also nonlinear spectra of higheegrahich contain additional



information about the nonlinearities of the system.

Using the NFRA method, this work analyses on the one hand thimnear spec-
tra can be ambiguous for some critical states and evaluatéiseoother hand, if the
nonlinear information obtained with NFRA can be used forscdmination of these
states. To do so, at first possible critical states in a PEM&@ been reviewed system-
atically (ChaptelrR2). Reversible critical states are melgvant for practical diagnosis,
because they can be counteracted by changing the operatiiitions. Therefore,
they have been chosen for further analysis. Methods for idigndsis of these states
were reviewed with respect to their applicability. As mengd before, EIS was found
to be the most suitable method for practical diagnosis bobisufficient for the dis-
crimination of certain critical states. Therefore, the MARethod (explained in Chap-
ter[3) was adapted for fuel cell diagnosis.

In preliminary experiments (described in Chapier 4), NFRa#swsed for the diag-
nosis of the most important critical states flooding, dehyidn and CO poisoning in
a PEMFC of technical size (Chapfér 5). It was seen that theANgppectra of the first
order, which are identical with classic EIS spectra, candszluo identify flooding but
show similar qualitative features under dehydration andgé@oning. However, the
spectra of the second order showed qualitatively diffeceatacteristics, which might
be used for the discrimination of these two cases.

In order to clarify these preliminary results in detail, atmned experimental and
modelling approach was used. A special experimental appnoas developed[9-11],
because a fuel cell of technical size and dimensions isrratimplex, interesting pro-
cesses might be masked and the modelling of such a systenyigtécate. There-
fore, a differential fuel cell design was developed, in whacvery short channel length
and highly over-stoichiometric gas flow rates avoided althregchannel effects like
concentration gradients, fuel gas starvation or CO accatioul. Additionally, H/H.
operation, well established in literature [12+-14], wasduseavoid the slow cathodic
oxygen reduction kinetics and to prevent cathodic landinkhaeffects like oxygen
starvation or water accumulation under the ribs [15].

With this setup, the case of CO poisoning was investigatédp@f 6). In a first
step, steady-state polarisation curves were measureden trfind a suitable working
point for the intended NFRA measurements. During these uneaents, in galvano-
static operation autonomous potential oscillations werendl for the first time in a
PEMFC with Pt catalyst. The mechanism and occurence of theg&lations was
analysed in order to determine a working point for the NFRAalhs reliable in the
non-oscillatory region. This was necessary because otbetive autonomous oscilla-
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tions would interfere with the applied perturbation of thERA method. This would
lead to a much more complex behaviour and would require a mazle complicated
analysis.

At the determined working point, NFRA spectra at differavidls of CO poisoning
were measured and analysed. Furthermore, the differé#yibl, cell made a simpli-
fied modelling approach possible focussing on the main C@gming mechanism.
From the comparison of experimental and numerically sitedlqNFRA spectra, key
features of the NFRA spectra under CO poisoning could betiitkh which might be
useful as a “fingerprint” for diagnosis.

In the next step, NFRA spectra under dehydration conditivese investigated
in the same differential 5iH, cell setup (Chaptér] 7). It was seen that the first order
spectra (i.e. EIS spectra) under dehydration showed simlalitative behaviour as
under CO poisoning: a strong decrease in the anodic reakitetics. For the case
of CO poisoning this decrease was caused by the CO poisongepanism but for
the case of dehydration this behaviour was not clear. Iralitee, such behaviour was
found but controversially discussed. Therefore, in thiskn hypothesis was devel-
oped that is able to explain the observations made in liezas well as in the current
measurements: dehydration leads not only to a decreasetohpconductivity in the
membrane but also in the electrolyte phase within the csttédyer. As a result, the
protonic connection of the catalyst sites to the membrardeceased. Especially
sites with a long protonic path to the membrane are affeatednaight become in-
active. This effectively leads to a loss in active area ofdatalyst for the hydrogen
oxidation reaction (as proposed by Ciuregnu [16]) but wowitdichange the active area
measured during stripping voltammetry (as done by Neyetlal. [17]).

In order to prove if this proposed mechanism leads to therebdecharacteristics
in the NFRA spectra, a model of theMi, cell was developed which includes the pro-
ton transport in the catalyst layer. Thus, the model was t@bteproduce and explain
the main dehydration effects, which lead to the observedfé&atures of the NFRA
spectra under dehydration. The differences of the key featduring CO poisoning
and dehydration were analysed. Based on this comparisqedifis strategy to use
these features for an unambiguous diagnosis was developed.

At the end of this work, a final resumé about the usability 8 for the diagno-
sis is drawn. Although NFRA has the potential to discrimen@ifferent critical states,
the method itself uncovers practical difficulties in theatetination and interpretation
of the higher order frequency response functions. This m&keRA a possible, but
rather complex method for practical diagnosis.

4



Chapter 2

Critical States of PEMFC and
Methods for their Diagnosis

As discussed in the introduction, the operation of a PEMR@itdrivial. If the cell is
operated improperly, critical operation states can oacwvhich the cell suffers from
performance loss, enhanced degradation or even damageietvief possible critical
states is given in Sectién 2.1. In order to avoid or react th suitical states, they have
to be diagnosed clearly. Therefore, possible methods fir awliagnosis are reviewed
in Sectior Z.P.

2.1 Critical States of PEMFCs

Critical states of PEM fuel cells can be divided into two gyeuirreversible and re-
versible states. While reversible states lead only to tearggerformance losses and
can be omitted by changing the operation conditions, inglike states leave a perma-
nent negative impact.

Although the present work focuses on reversible criticatest, the irreversible
states have to be kept in mind especially during the experiahevork. They have
to be minimized and controlled, not only to be sure to work atlywerforming cells
with practical relevance but also to avoid mistaking théfeas with the effect under
investigation. Therefore, in the following a detailed oxrew of irreversible critical
states will be given before the investigated reversiblestare explained.



irreversible critical states
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Figure 2.1: Schematic overview of irreversible criticaltss in PEMFCs.

2.1.1 Irreversible critical states

Irreversible critical states can result from a defectivik geeparation process, degra-
dation or irreversible destructive processes during djperaA schematic overview of
irreversible critical states can be found in Figure 2.1

Defective Cell Preparation

Defects during the cell preparation process can be purgamd holes in the mem-
brane, which lead to gas crossover. Thus, a part of the fuedgactly react with
the oxidant at the catalyst surface without electrical gnéeing produced (e.d. [18]).
A second sort of defects is ohmic shortening of the cell, eygfibers from the gas
diffusion layer material piercing through the membrang.(EL2]). Finally, after the
cell preparation high ohmic resistances can occur. Theseezult from materials
with low electronic conductivity or from high contact resisces e.g. because of low
or non-uniform contact pressure or from detrimental ox&els covering the fuel cell
components (e.g. [18]).



Degradation

A further source of irreversible critical states is degtama Mainly three types of
degradation occur: membrane degradation, carbon corresid catalyst degradation
(for survey articles see e.@. [20/21]).

Membrane Degradation In order to understand the degradation mechanisms of the
membrane, it is necessary to elucidate the chemical steictuits polymer mate-
rial. State-of-the-art proton conducting polymers areflperosulfonic acid (PFSA)
iononomers. Reviews of different types of PFSA membrane$edound in[[22-26].
One of the most important PFSA ionomers is Naffofproduced by DuPont). A re-
view of Nafion’s characteristics can be foundiin/[27]. Nafis@icopolymer consisting

of a backbone of polytetrafluoroethylene (PTFE) with sigacs formed from a per-
flourinated vinyl ether co-monomer:

HCF2—CFy)—(CFy—CF ),

\
[0—CFy—CF —CF3]
\
O—[CF,),—SO; HY

wherex=>5-13,y2 1000, m =0-3 andn =2-6 [23/27].

The hydrophobic PTFE backbone ensures mechanical and chiestability, while
hydrophilic sulfonic acid end groups of the side chains nyakéon transport possible.

The degradation of such a Nafion membrane can be caused bycah@mme-
chanical degradation. The chemical decomposition meshanf PFSA membranes
is based on the attack of the polymer backbone by hydraxyH) or hydroperoxyl
radicals #OOH). Several sources of these radicals are discussed irtliter@0, 21].
They can be formed either directly from oxygen-containipgaes on Pt (e.g. Pt-OH
and Pt-OOH)[[28—30] or indirectly by decomposition of imediate hydrogen perox-
ide (HOy).

For the latter, it is discussed that®, might be formed either on the anode, cath-
ode or at a Pt band formed inside the membrane by Pt dissolarid re-deposition (an
issue discussed later in this chapteér)l [20, 21]. First, LatCet al. [31| 32] proposed
a mechanism, in which oxygen crossover to the anode sids teathe formation of



hydrogen peroxide (kD-):

H, + 2Pt — 2(Pt—H) 2.1)
Pt—H+0, — eOOH + Pt 2.2)

Itis known that HO, formation is greatly enhanced in the anode potential re(dV/
vs. RHE) with a yield that can exceed 80% (in rotating diskttele experiments with
Pt/C catalyst highly dispersed on glassy carbbn) [33].

For the explanation of membrane degradation in the cathegiemn, it has been
suggested that HD, might form at the cathode by reduction of adsorbed oxygeh wit
permeating hydrogen [34,35].

Additionally, Ohma et al.[36] found Pt band formation in ik membrane in a
relatively short time (several tens to a few hundreds of §ourhey suggested that Pt
band formation greatly enhances® formation, because it occurs at places where the
theoretical potential profile in the membrane suddenly gkarfrom the cathode side
(=1V vs. RHE) to the anode sidezQV vs. RHE) and therefore meets the potential
necessary for KD, formation. Additionally, since the Pt band is in the vicindf the
cathode the oxygen flux to the Pt band is much higher than taxrtbde side (especially
under H/air conditions).

After its formation, HO, is assumed to decompose into hydroxy or hydroperoxy
radicals on Fenton reagents (e.g>FeCu?t) [31]:

H,O00 + M*™ — M3' + eOH + OH™ (2.4)
¢OH + H,O, — H>0 + «OOH (2.5)
Directly or indirectly formed radicals primarily attackeHinear polymer backbone.

A mechanism that is widely agreed upon is the "unzippingh& polymer backbone
[37,38], beginning at incompletely fluorinated end-groapsh as -COOH:

R — CF,COOH + ¢OH — RcFy e +CO, + H,0 (2.6)
RcF,e+e¢0H — R - CF,0H — R — COF + HF (2.7)
R— COF + H,0O — R — COOH + HF (2.8)

Thereby, after decomposition of a complete PFSA unitintg @l HF, Reaction (21.8)
leaves again a -COOH end-group vulnerable for further attac

However, attack of reactive end groups is not the only soafademical degra-
dation. Even if these end groups are fully fluorinated, theragation rate can not be



reduced to zero. Durability tests of Hommura et [al| [38] sedwot only a decrease
of the average molecular weight but also an increase of theoruof -COOH groups

with time. Therefore, they concluded that main-chain serssvhich produces vulner-
able -COOH groups, is additionally involved in the membrdegradation mechanism.

Finally, the attack of Nafion side chains by oxygen radicalalso possible [39],
but occurs less prevalent during normal fuel cell opergd@j.

In addition to chemical degradation, mechanical membragradiation can oc-
cur. Membrane creep, micro-crack fractures and morphoéghanges are the three
main issues. During normal operation, the MEA is subject tom@stant compressive
force between the bipolar plates. Under such stress, polgrambranes sustain time-
dependent deformation, i.e. creep. This polymer creep@asecpermanent membrane
thinning and even failures like pinhole formation.

Additionally, micro-crack formation can occur in areashwitigh local stress like
the edge of the flow channels, the boundary region betweetioraand non-reaction
zones or at "hot spots”. Especially membrane swelling anmitrection caused by
changing membrane water content induces local stressescdrnlead to micro-crack
formation and can also change the morphology of the polyleading to weak spots
and tears in the membrane.

Other morphological changes are the formation and brea&fupn clusters of
the functional end groups due to hydrothermal processezlP41 These clusters are
formed during membrane drying at elevated temperature @ad o a decrease of
water uptake, conductivity and water/gas transport of tihgrper [41,42]. Conversely,
immersing the membrane in water of elevated temperatuds keean increase of these
properties|[43, 44].

Carbon Corrosion A second material in PEMFCs that is prone to degradation is
carbon. It is commonly used as a catalyst support, in gdssiltin and microporous
layers and as material for bipolar plates. However, carbBarot thermodynamically
stable under all conditions encountered during fuel cedrafjon. The general corro-
sion reaction of carbon material in aqueous acid elecsliytcluding proton exchange
membranes is:

C + 2H,0 — COy + 4H™ + 4e” (2.9)

This reaction is enhanced with higher temperatures andl@ehigjectrode potential.
Because the operating temperature of PEMFCs is relatiwsly the corrosion rate
is generally slow enough to allow long-life operation. Hoee there are operating



conditions that lead to elevated potentials severely asing the carbon corrosion
rate. Especially at or near open circuit voltage (OCV), thteptial of the cathode is
relatively high (about 1V). Slightly higher potentials (ali 1.1V) are reached when
the cell is turned off and has air at both sides, e.g. duriatage of the fuel cell. In
this case, the electrodes achieve a mixed potential that isysoxygen reduction and
corrosion reactions of the components.

Even higher potentials that lead to serious carbon comasiight be reached dur-
ing start-up, shut-down or during operation with local fstrvation areas (e.g. caused
by low fuel stoichiometry or under ribs or droplets of liqucter). During start-up,
the fuel flow field is usually filled up by air at first, which mus# replaced by the fuel
gas. This process usually takes several hundreds of noibliisks. During this transi-
tion time, the entering fuel causes the cell voltage to riedeathere is still air at the
exit of the fuel flow field. This voltage rise drives an ioniant through the cell at
the exit location, which runs in reverse direction to themalcurrent flow (therefore,
this mechanism is called "reverse-current mechanism’). [4%his current drives the
air electrode at the exit to very high potentialsl(4V), at which carbon corrosion is
strongly enhanced.

The same mechanism occurs during shut-down if the fuel gpsrged out for
safety reasons. When the purge gas enters the cell, thereei®ise current in the
inlet region that drives the potential of the air electrodehigh values resulting in
enhanced carbon corrosion. In the same way, a reverse tisrimced in regions
where hydrogen starvation takes place, e.g. at the end @bthehannel during under-
stoichiometric fuel supply or under ribs and even under ktspf liquid water([46].

In a fuel cell stack, fuel starvation in a single cell is a s®uof carbon corrosion
at the anode. Due to the series connection of the cells intéol,sthe same electron
and proton current is flowing at every anode. In case of stiarvaf a single cell, this
current cannot be produced from fuel oxidation. A substinal reaction takes place,
i.e. the potential of the anode shifts unti} ®volution takes place. At this potential
(> 1.2V vs. RHE) rapid carbon corrosion takes place and caradeghe electrode
within seconds [21].

Catalyst Layer Degradation The catalyst layer can be affected by various degra-
dation mechanisms. The carbon support of the catalyst caodmvia the aforemen-
tioned carbon corrosion mechanism. This leads to detachar&hloss of catalyst
particles. The presence of catalyst can even increase thercaorrosion rate (by the
so-called spillover mechanism [47]). Additionally, theamplete oxidation of carbon
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can also impact the catalyst. For example, surface groupfca on the carbon (e.g.
qguinones, phenols, lactones [48]) and interact directiythe catalyst or indirectly
via interactions with water or OH species [49]. Carbon stefgroups can also change
the hydrophobicity of the electrode, which can impact theeas of reactants to the
catalyst sites.

Additionally, the polymer electrolyte network can be akizd by the same chem-
ical degradation mechanism as the membrane, which wasildegdan the previous
section. This leads to a decrease of the proton conduct¥itye electrode.

Furthermore, the catalyst material itself can degrade. gda of using a catalyst
is to minimize the reaction overpotential. Therefore, gdaglectrochemically active
surface area (ECSA) is necessary. To obtain a large surfaeenath minimal cata-
lyst mass requires very small catalyst particles. Unfataly, these small particles
are thermodynamically less stable than larger particladtiMe mechanisms can lead
to particle growth and thus to loss in ECSA: local coalesearfaagglomerated parti-
cles, agglomeration of non-adjacent crystallites viaipl@migration and subsequent
ripening and finally dissolution of platinum and subsequergrecipitation.

Such platinum dissolution takes place in acid electrolytpaentials between 1
and 1.25 V vs. RHE at 28C [50], which occur especially at the cathode under “idling”
conditions. Potential cycling, e.g. caused by varying Jdadds to even higher disso-
lution rates than potentiostatic operation at similar poéds [51+53]. Platinum dis-
solution causes ECSA loss in several ways. On the one hasghlded platinum can
redeposit on existing catalyst particles. Since smalldgigyes are thermodynamically
less stable, they will dissolve and redeposit on largeligdast This leads to a growth
of the larger particles and vanishing of the small partichetion - an effect called Ost-
wald ripening. On the other hand, dissolved platinum mafudd and redeposit into
electrochemically inaccessible portions of the membmeetrode assembly (MEA),
i.e. sites not fulfilling the requirements of gas, electrod aroton access.

A special form of the last mechanism mentioned above is theaRtl formation
in the membrane: platinum dissolves, diffuses into the nramd and is reduced to
Pt particles by dissolved hydrogen in the membrane neart®de-membrane inter-
face. As mentioned before, this Pt band is a possible soditde®, production in the
chemical membrane degradation mechanism (Equiatioh B)p—2.

In addition to loss of ECSA, changes in the surface composdf the catalyst can
decrease its inherent activity. Especially in alloy cagtdy the surface composition
can change in time as the particles grow or rearrange to lemergy states. In pure
platinum, common surface changes that might lower the iacwve chemisorption,
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place exchange reactions or platinum oxide formation [54].

Destructive Processes

This section focusses on critical states that lead to fadtimaversible destruction
or degradation of the cell or its vital components. The masues are cell reversal,
extreme dehydration and hot spots. As explained beforkresarsal occurs in a fuel
cell stack as a result of fuel starvation. It leads to enhdcegbon corrosion, especially
of the anode catalyst support and can degrade the anodgstddgier within seconds.

Extreme dehydration has been mentioned in the previoug@édembrane Degra-
dation”. Especially at high temperatures, strong dehyainadf the ionomer leads to
the formation of ion clusters and thus to a decrease of therwgitake, conductiv-
ity and water/gas transport properties of the polymer. phexess can be reversed
by immersing the membrane in hot water, e.g. by boiling, big procedure is not
practically possible with a built-in MEA. Thus, extreme gdhation does not destroy
the cell but leads to an irreversible performance loss. #althlly, low humidification
conditions enhances the membrane degradaitian [55].

Hot spots can be caused by high local electrical currentitiesisA local increase
of the current density can be the result of a non-uniformentrdistribution. This
can be caused by an inhomogeneous fuel or oxidant diswibutiFurthermore, the
electrolyte conductivity can be non-uniform because ofritisted water content or
changing thickness of the membrane (e.g. as a result of digtipa or the preparation
process). Finally, non-uniform contact resistances ahbyenhomogeneous contact
pressure are an additional source of inhomogeneous cutisgribution.

Hot spots can also occur when fuel is oxidised chemicalliesns of electrochem-
ically. This can be a result of severe gas crossover (e.gcatibns with a very thin
membrane caused by chemical or mechanical degradatiomj&s im the membrane.
Thus, fuel and oxidant can react directly with each othehatdatalyst. Such direct
reaction produces heat, which is not only lost as electaoargy but can even burn
the MEA.

2.1.2 Reversible critical states

The mostimportant reversible critical states occuringiiVHuel cells are dehydration
and flooding (i.e. problems of water management) as well aopimg of the anode
catalyst with carbon monoxide. A schematic overview of reNae critical states can
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Figure 2.2: Schematic overview of reversible critical staih PEMFCs.

be found in Figuré 2]2.

Dehydration

An inevitable source of performance loss in a PEMFC is thetelgyte resistance
resulting from finite proton conductivity. In current polgmelectrolytes, proton con-
ductivity depends on the water content of the membrane, wisiclependent on the
humidification of the gases and the rate of water producfidrerefore, proper water
management is necessary, otherwise dehydration of thengolglectrolyte leads to
an increased electrolyte resistance and thus to increassédd. In order to elucidate
the relationship of humidification and proton conductiyityis necessary to under-
stand the structure of the polymer electrolyte (i.e. Nafitd@ mechanisms of proton
conduction and the role of water within these mechanisms.

The chemical structure of Nafion has been described in det@haptel 2.1]1,
paragraph “Membrane Degradation”. It consists of a hydotythpolymer backbone
with side chains ending in hydrophilic sulfonic acid enagps. Properly humidified,
the sulfonic acid dissociates into $@roups which are fixed to the polymer back-
bone and into mobile, solvated protons. Hydrophilic iorligsters are formed from
solvated SQ, water and protons (or some other counter-ions like N&" etc. de-
pending on pretreatment). These clusters are connectdtbyasd narrow channels.
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A widely known model of the nature and geometry of these ehsst that of Gierke et
al. [24/56,57], who proposed an inverted micellar struetuith spherical clusters in-
terconnected by cylindrical pores. A different concephatof Yeager and Steck [58],
who proposed a three-phase model in which the ionic cludterot have a strict geo-
metric definition. Additionally, they proposed a transitieegion between hydrophilic
and hydrophobic regions because of the side chain aralieeof Nafion. This transi-

tion region swells with increasing hydration (observed BXS studies|[59]) indicat-

ing side chain unfolding (an idea supported by electromacstire calculations [60]).

Beside these two important models, a large number of pulditson this topic exist

but no single view on the structure of Nafion membranes has éstablished yet.

Whatever the true structure of Nafion is, within this struetthere is water in two
different environments: surface water and bulk wéter [&L¢ertain amount of water
is needed for the solvation of the $@nd groups and is therefore bound to the inner
surface of the ionic clusters. Water that is additionalketa up fills the volume of
pores and channels and acts bulk-like.

Proton transport in Nafion membranes can be categorisedlifiesent mecha-
nisms (for reviews of proton transport mechanisms see B}, @irect proton trans-
port between vibrating polymer side chains (without watng involved), the Grot-
thus mechanism (a proton hopping mechanism, also callectstal diffusion) and the
vehicle-mechanism . The latter is the diffusion of protonsaovehicle, e.g. as D™
ions, in a Zundel ion KOZ with a symmetric positioning of the proton between two
water molecules or as an Eigen iog®f with a H;O™ ion hydrated by three water
molecules.

The proton conductivity results from the combination ofsstructural and kinetic
characteristics of the membrane. Macroscopically, théopreaonductivity increases
approximately linear with water content [41)63]. Therelng water content is deter-
mined by the relative humidity of the fuel gases via a phasdibgum. Up to a rela-
tive humidity (rh) of 75% rh the membrane water content inses only weakly from 2
to 6 mol of H,O per mol SQH but then a strong increase up to 14 melmolsp.y at
100% rh follows[[41]. This results in a highly nonlinear dagency of proton conduc-
tivity on humidification, which approximately follows anganential function[[64].

As aresult, insufficient humidification of the gases can leaastrongly decreased
electrolyte conductivity. This can lead to three kinds afdes([65]: first, the mem-
brane resistance increases leading to larger ohmic loSsesnd, the resistance of the
ionomeric component in the catalyst layer increases. Thitdss in oxygen reduction
reaction (ORR) kinetics has been found|[65, 66].
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Different possible explanations for the latter observatian be found in literature.
Uribe et al. [66] suggest that loss of ORR activity may be edusy ionomer surface
restructuring where the hydrophobic component of the iosrooomes into contact
with the Pt surface at a low ionomer water content. This fatgal configuration
leads to poor ORR reactivity. Alternatively, Xu et al. [6ggested that a decrease
in relative humidity would lead to a decrease in proton and/ater activity, leading
to an increase in the cathode overpotential. However, thieoesi did not account
for the potential drop in the electrolyte phase of the catalstyer, which brought
Neyerlin et al.[[17] to a more detailed analysis. They codellithat the decrease of
the exchange current density of ORR by a factor of 2 is moshfitue to a lowering of
the proton activity. A third explanation for the loweringtbe ORR kinetics was given
by Ciureanu([16], who investigated electrochemical impegaspectra (EIS) under
dehydration. Ciureanu concluded that the observed actildtrease of the cathode
may in principle be due to a decrease in the intrinsic agtivitof the cathode or a
decrease in the electrocatalytically active surface axgaaccording to:

i° = S, (2.10)

apparent

Bode plots (phase angle of the impedance vs. frequencygtidtpdecide between
these two options: while a change it would lead to a change in the phase an-
gle, a change of,.; would affect only the magnitude but not the phase angle of the
impedance (because real and imaginary part of the impedaockl be affected in
the same proportion). The latter effect was visible in Camg&s measurements, ergo
it was concluded that a decrease of humidification leads teceedsed ECSA caused
by dehydration of the Nafion’s pathways for protons in thealyast layer, which is
equivalent with the disappearance of part of the active site

Flooding

The formation of excess liquid water (so-called flooding) t& a source of perfor-
mance loss in a PEMFC. Several comprehensive review a&tisiehis topic can be
found in literature [[68—71], therefore only the most imjaoitt points will be sum-
marised in the following. Liquid water occurs as a result mfimproper balance be-
tween: 1. the water transported into and out of the cell byr¢laetant gas streams, 2.
water generated at the cathode by the electrochemicaloea8 water transported
through the membrane by electro-osmosis, back-diffugpoessure driven hydraulic
permeation([71] or thermal-osmotic drag [72] 73]. Becausthe water production
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and the electro-osmotic drag of water to the cathode, flgpdiainly occurs at high
current densities at the cathode side, although at low cudensities flooding of the
anode is possible, tob [69].

In the catalyst layer, liquid water can fill the pores and kltiee active sites from
direct contact with the fuel or oxidant gas. Thus, the gaaaseach these sites only by
dissolution and diffusion through the covering water filmhigh hinders mass trans-
port dramatically.

In the GDL, liquid water fills the hydrophilic part of the ponetwork, making it
impassable for gas transport. However, due to impregnatitbrhydrophobic material
(usually PTFE) a part of the pore structure repels liquidawahd ensures gas transport
at least to some extend. On the contrary, the hydrophilic giathe pore network
wicks the liquid water out of the catalyst layer and trangpdrinto the flow channel
via capillary transport. In the flow channel, liquid watendze transported out of the
cell by the gas streams. However, if too much water accumsilat the flow field,
complete channels can be blocked by liquid water (espgdialparallel flow fields)
and transport of reactant gases into these channels israthde

Flooding results in a performance loss mostly attributabléhe greatly reduced
oxygen transport rate at high current densities, where Hiengeneration rate exceeds
the water removal rate. This becomes visible as a steepagerie the polarization
curve at high current densities (e.g. see Figure 2 in [68})cdse flooding leads to
complete oxygen starvation (e.g. in a blocked channel obineked single cell within
a stack), the oxygen reduction reaction would be replacethbyproton reduction
reaction (i.e. hydrogen evolution):

2H;0" +2e~ = Hy+2H,0  (E°=0.00V) (2.11)

In this case, the cathode potential shifts towards the iegdirection. This leads to
a smaller cell voltage in case of partial oxygen starvatiloncase of starvation of a
complete cell (e.g. within a stack), the result is a negatelevoltage & —0.2V), i.e.
cell voltage reversal. Note, that in contrast to cell vodtagversal by fuel starvation
as described in Sectidn 2.1.1, oxygen starvation does adt tie enhanced carbon
corrosion (both electrodes are at low potentials). Needess, it seriously impairs the
stack performance.

An additional transient effect is oscillation-like behawr of the cell voltage during
galvanostatic operation [68,69,74]. In this case, liquatev accumulates until severe
flooding occurs and the gas flow path becomes temporarilyjkbthc Thus, the cell
voltage drops in form of a negative spike. The blocking ofdhs flow path leads to a
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sudden build-up of local pressure, which then flushes ouidhel water and restores
the cell voltage again. Thus, periodic build-up and remafdiquid water causes
typical cell voltage patterns.

Catalyst poisoning

Contaminants are a further source of performance loss inNARHEE An overview of
contaminant sources, their impact, poisoning mechanismdsnatigation strategies
can be found in[75]. One of the most relevant contaminargarison monoxide. It is
a side product of the industrial production of hydrogen Wateforming of hydrocar-
bons, such as methane or hydrocarbons from renewable sdikebiogas, methanol,
ethanol or biomass. Due to preferential adsorption on tleeh@md and reduction of
catalytic activity on the other hand, CO is a strong catgbgson (e.g.[[76]). Even
trace amounts of 5-50 ppm are sufficient to cause large anvdipotentials reducing
the cell voltage dramatically (e.d. [77]). A compreheng@ew of carbon monoxide
poisoning was given by Baschuk and Li[78], therefore onljharssummary will be
given in the following.

Carbon monoxide chemisorbs preferentially on the Pt csttalfes to the exclusion
of hydrogen[[79,80]. This is because CO has a more negatiee3dibbs energy of ad-
sorption and is more strongly bonded to Pt (indicated by atgreoxidation potential)
with a 15 times higher sticking probability [79].

Additionally, CO poisons the electrode not only by site esabn but reduces the
catalytic activity of unoccupied catalyst sites for hydeagoxidation [[81-83]. Sev-
eral suggestions for an explanation of this behaviour caiotyed in literature. Dhar
et al. [82] suggested that either CO preferentially adstolibe “best” sites for hy-
drogen oxidation or that hydrogen is involved in the CO apion process. On the
contrary, Springer et al. [83] assumed that an adsorbed G€cule affects the rate of
dissociative adsorption of hydrogen at a number of CO-fchacant sites.

There are two main mitigation strategies for CO poisoningstFoxygen or air
can be mixed into the CO-containing fuel gas (so-callediikeed”) [84]. Thus, CO is
chemically oxidised into C@at the catalyst (without producing electrical energy). An
indirect method of introducing oxygen into the fuel gas is thjection of hydrogen

peroxide [85]. HO, decomposes at the catalyst and oxidises CO without theysafet

issues associated with mixing hydrogen and oxygen |gas [BBg disadvantage of
air-bleed is that a part of the fuel gas is oxidised chemyctib.
A second strategy is the development of catalysts which are @O tolerant.Alloys
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with a second metal (Ru, Sn, Co, Cr, Fe, Ni, Pd, Os, Mo, Mn) aic.even ternary
or quaternary alloys are very popular. More details on thysct can be found in [87].
Two main models were proposed to explain the positive efiéetloying: a bifunc-
tional model involving a promotion mechanism and an elestronodel dealing with
an intrinsic mechanism [75]. On the one hand, the bifunetiomechanism suggests
an improved water activation reaction on the second alfpyietal which enhances
the electrochemical oxidation of CO:

M+H,O — M—-OH+H" +e” (2.12)
Pt —-CO+M—-OH — Pt+M+COy+H" +e- (2.13)

This mechanism was supported by CO stripping [88] and rugatisc electrode (RDE)
experiments [89-91].

On the other hand, the intrinsic mechanism suggests thatiad) decreases the
stability of the CO bond to the catalyst surface more thahdah&l by modifying the
electronic properties of the pure Pt. This mechanism wafircoed by experimental
studies on PtRu [92,93] as well as by density functionaldateons and Monte Carlo
simulations for Rt;Ru, 5 [94].

The development of catalysts with improved CO oxidatiorultesl in the sug-
gestion of a PEMFC-like reactor for deep CO removal from fg&s based on the
electrochemical preferential oxidation (ECPrOx) of CO,[®&. During galvanostatic
operation of such a reactor, autonomous potential ogoitlatoccur which greatly en-
hance CO oxidation [97—100]. These oscillations consist &fO adsorption phase
followed by a CO oxidation phase [95] forming a cyclic seéahing process of the
anode. Note that in such an ECPrOx reactor the energy of Cdaten and undesired
H oxidation is partly converted into electrical energy, ppased to chemical oxidation
(e.g. during air bleed or preferential oxidation).

2.2 Methods for Diagnosis

As explained before, this work focusses on the diagnosisv@sible critical states. In
the previous section it has been discussed that the mosttampaoeversible criticals
states are dehydration, flooding and CO poisoning. Thezefarthis section meth-
ods for the diagnosis of those states are briefly reviewelitelature, comprehensive
reviews of diagnostic tools for PEM fuel cells can be founifted into electrochem-
ical [101] and physical or chemical methods [102] or focugson different length
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scales[[103]). In the current work, the focus is on methodk piactical applicability,
i.e. methods that are applicable in-situ and non-intrusive

In the following, at first methods for the diagnosis of watemagement issues,
i.e. dehydration and flooding, are discussed (Se¢tion)R.8dcond, methods for CO
poisoning diagnosis are explained (Secfion 2.2.2). Rinabinclusions for practical
application and suitability of the reviewed methods areviréSection 2.2.13).

2.2.1 Diagnosis of Water Management Issues

A variety of measuring techniques related to water manageonan be found in liter-
ature (for reviews seé [62,68-70] and for reviews focussimgjquid water see [104,
105]). From these techniques, intrusive methods using fieddiells (first paragraph)
and intricate non-intrusive methods (second paragraghbesas suitable for practical
application in the field of diagnosis but might be usefull feference measurements.
In the last paragraph non-intrusive in-situ methods whighraore practice-oriented
are discussed.

Intrusive Methods Using Modified Cells

A straightforward approach to gain insight into liquid wadestribution inside a PEMFC
is direct visualisation. With this approach, a transpawsit plate allows access to
the channels for optical devices such as digital camcoraledshigh-speed cameras
[106/107], infrared cameras [108] or CCD cameras [109-1TR¢se techniques pro-
vide a high temporal and spatial resolution. With this, wansport was investigated
in the flow channels [106-108, 113-124], GDL potes [111]12%;-131] and on the
micro-scale of the catalyst surface [106]. The effect ofdperating conditions on wa-
ter droplet formation, growth and movement were inveséidat07,115,121,125,126]
and different flow patterns have been classified [109, 119].

Additional techniques for direct measurement of water eonare based on ad-
sorption spectroscopy. The groups around Basu, Renfro atefjén et al[ [132-137]
developed a tunable laser diode measurement system to maghsuwater vapour
concentration in the gas channel spatially resolved untbady state and dynamic
conditions. Fushinobu et al. [138] developed an infraradgmission measurement
technique for the measurement of membrane water conterriteMa al. [139] used a
near-infrared laser sheet beam to measure the two-dinresmplane distribution of
water in the membrane.
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In situ water vapour distribution can also be measured ugasgextracting systems
in combination with gas chromatography [140] or mass speauttry [141-143]. A
review of techniques and concepts for local online gas amatan be found in [143].
With these techniques, local species concentrations careasured along the channel.
Additionally, by use of tracer gases the through-plane pation and in-plane gas
diffusion layer permeation can be measured. Thus, comeigsabout local liquid
water distribution can be drawn [143].

A further approach for the measurement of local humidityhis integration of
humidity sensors into the cell [144,145]. In the same wayj®at al. [146] introduced
optical fibre sensors for simultaneous measurement of tecaperature and relative
humidity. Herrera et al/ [147] placed sensing electrodestime cell for the diagnosis
of flooding, dehydration and low fuel stoichiometry.

With the measurement of current density distribution, dasions about local flood-
ing or dehydration can be drawn. This is possible using setgdecells, a technique
introduced by Cleghorn et al. [148]. Three main types of saged cells are used
based on printed circuit boards, resistor networks and ¢ttt sensors. Recently, a
comprehensive literature review on these approaches wan by Pérez et al. [149]
and is therefore not repeated here.

Intricate Non-Intrusive Methods

In addition to the segmented cell approach, it is possibla¢asure the current den-
sity distribution non-invasively by sophisticated magndield measurement devices
[102,149]. Claycomb et all [150] used high and low tempegaguperconducting
(HTS and LTS, respectively) quantum interference devi&3YID) and flux gate
magnetometers to obtain spatial magnetic field maps of arabpg PEMFC. Can-
dusso et al[[151] used SQUID in combination with magneisti#e sensors. Hauer
et al. [152] introduced a magnetic induction tomographyategue to indirectly mea-
sure the 3D current density distribution of the cell.

An elaborate method for direct visualisation of water in &/HE is nuclear mag-
netic resonance imaging (NMR) (also known as magnetic @smimaging, MRI).
With this method, the PEMFC is put into a static magnetic feahdl excited with a
radio frequency signal. Thus, specific atomic nuclei with4zero spin moments such
as'H are excited to higher energy levels. Relaxation of thesitexk atoms emits a
characteristic radio-frequency signal. The amplitudehig signal is proportional to
the number of water molecules in the cell. Frequency andepbithe signal are used
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to encode spatial informatioh [105]. With this techniqueu3hima et al. investigated
the spatial distribution of water in through-plane direntof the membrane depending
on operating conditions [1583—155], membrane thickness][1&rying membrane ma-
terials [154), 157, 158] and liquid water supgly [154]. Thewp of Feindel et al. used
NMR to measure the water distribution in in-plane directjtf9-+162] and demon-
strated that hydrogen-deuterium exchange can be usedreasethe contrast [163].
Minard et al. [164] used NMR in the in-plane direction and etved the formation
and slow propagation of a dehydration front from the gad tol¢he outlet. However,
drawbacks of NMR are the limited temporal resolution (50@51153]), limited in-
plane spatial resolution (2&m [105/153]), limited sensing volume (cells of 0.5-2cm
active area [105]) and the invasiveness due to necessangesan the fuel cell ma-
terials (e.g. non-magnetic current collectors). Addisithyy water content is difficult
to measure in the GDL due to negative effects of magneticepuality differences,
electrical conductivity and the paramagnetic nature ofGid. materials on the sig-
nal [162].

Beam interrogation techniques are another principle teaeiquid water in fuel
cells. Mainly X-rays and neutron beams are used to visuétised water. X-rays
are used in two configurations, either measuring the bearadieih by diffraction or
measuring the beam attenuation [105]. In both cases theureghgansmitted beam
amplitude is proportional to the water content. Especially the use of synchrotron
radiation, high spatial resolutions (3« [165]) coupled with high signal to noise ra-
tios [166] are possible. Albertini et al. reported the firstay diffraction experiments
of membrane dehydrationh [166] and real time changes of veatetent using energy
dispersive X-ray diffractior [167]. X-ray microtomograpfi68/169] and synchrotron
X-ray radiography [165,170,171] were used to measurediguster saturation distri-
bution [165, 168, 170] and liquid water accumulation [1681L

Neutron imaging has developed significantly in the last ye&teutrons are sen-
sitive to hydrogen-containing compounds such as waterendging relatively insen-
sitive to common fuel cell materials (e.g. aluminium, griég@h This makes neutron
imaging an ideal, non invasive method for liquid water viggion in all dimensions.
Thus, the development of this method has lead to ever inagapatial and tem-
poral resolutions[[172]. The main disadvantage is the rs#tyesf a high intensity
thermal neutron source, which is only available at a fewitinsbns worldwide [104].
Bellows et al.[[173] were the first to use neutron imaging ttedaine water distribu-
tion inside a PEMFC. Further works have recently been restetay Mukundan and
Borup [172] in a paper focussing especially on visualisiggitl water using neutron
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imaging. For further information, additional review agslcan be found in abundance
in literature [68, 69, 101, 104, 105].

Non-Intrusive In-situ Methods

A common and simple technique for fuel cell characterisatsothe measurement of
polarisation curves (i.e. measurement of cell voltagewseant) [101]. They are useful
indicators for the performance of the cell (or stack) as aleshader specific operating
conditions. However, they fail to obtain detailed inforioatabout individual compo-
nents of the cell, are incapable of resolving time depengestesses and cannot be
used to differentiate different mechanisms from each other

However, the hysteresis of a polarisation curve recordédesguently both in in-
creasing and decreasing current density direction candzkassan indicator for flood-
ing or dehydration[[70, 174]. When the backward curve shawselt voltages than
the curve recorded with increasing current, this indicéitesding. This is because
during the forward scan more and more liquid water is prodwrel thus flooding is
enhanced. Conversely, if the backward scan shows highterged, the cell was dehy-
drated and the increased water production during the falwean leads to increased
cell voltage in the backward scan.

An additional technique in combination with polarisatiamge measurement is the
exchange of the cathode gas. Comparison of polarisatiatesuecorded during oper-
ation with air and pure oxygen can be used to characteriss traassfer limitations on
the cathode (e.g. due to liquid water) [175-177]. Ralph glld@6] used air, pure oxy-
gen and helox (mixture of 79% helium and 21% oxygen, in whiggen diffusion
is easier than in air, thus reducing mass transport lossed)dracterise losses asso-
ciated with oxygen gas diffusion (comparison of air and ke&lperation) and oxygen
permeability (comparison of helox and pure oxygen opemnatio

Because polarisation curve measurements are time congudehydration is usu-
ally detected by an increase of the membrane resistancené&imbrane resistance can
be measured with an electrical excitation of the cell. Onahe hand, current steps
in form of current pulses [178—180] or current interrupt[@B81--184] can be used to
determine the ohmic resistance of the cell. The principléhisf technique is that af-
ter a current step the ohmic voltage drop has a much fas@xatebn time than the
electrochemical overpotential. Thus, the ohmic resigtaran be determined from the
voltage before and directly after the current step accorthrR, = AU/AI. In order
to obtain accurate results, the current step has to be varp siherefore, Biichi et

22



al. [178+180] designed a current pulse generator with alegrynductance of the cur-
rent pulse path which resulted in very fast trailing edgeséy time< 5 ns). Thus, it
was possible to accurately separate the ohmic resistameetifre other overpotentials
at the electrochemical interface in a fuel cell under DC apen.

On the other hand, the ohmic resistance of the cell can beureshby a sinusoidal
electrical perturbation. Therefore, a sinusoidal sigoafrent or voltage) of small am-
plitude and high frequency (usually 1kHz) is superimposxeitié DC operating point.
This is done either by controlling the load itself (this ifed high frequency resistance
(HFR) method and is a sub-method of the electrochemical dapes spectroscopy
explained later in this section) [185] or by using an extedA@ milliohm meter in
parallel to the load (this is called high frequency milliometer (HFM) method or
AC resistance method) [185, 186]. The latter method has aeremstrumentation
setup, but has the disadvantage of measuring both the cElibad resistance in paral-
lel, which makes it necessary to measure the impedance @dbdeseparately and can
lead to considerable errors due to interferences of loadvatiohm meter.

Flooding itself can be detected by pressure drop measutsr{¥l] 102, 105], be-
cause liquid water increases the gas flow resistance in thd-oe example, Barbir et
al. [187] and He et al [188] used pressure drop in cells witbrdigitated flow fields
as diagnostic tool for liquid water, which strongly decesaghe gas permeability in
the porous electrodes. Liu et al. [113, 114] studied the @mibe of operating param-
eters and defined a parameter assessing the channel floatergsra function of the
pressure drop. General Motors patented a method and appévatlooding detection
and correction based on pressure drop monitofing/[189].

Stumper et al. [190] developed an in-situ cathode dischagtdod (i.e. galvanos-
tatic cell discharge with interrupted reactant supply) dsagnostic tool to determine
ohmic resistance, effective diffusivity and the free gakinee of the fuel cell. The
ohmic resistance enables the determination of the membvater content, whereas
the free gas volume measurement makes it possible to ddukieetount of liquid wa-
ter. Combination of the discharge method with a current riragpgpproach allowed to
measure the membrane resistance locally resolved.

Electrochemical impedance spectroscopy (EIS) is a welbdished method for the
diagnosis of critical states in fuel cells [65, 191-194]isTimethod is based on a small
sinusoidal perturbation of the electrochemical systerth€eiin current or voltage)
and measuring the response signal. Because of the smalitaaepdf the perturba-
tion, the system is assumed to be linear in the range of tharpation and the linear
impedance is analysed. Due to the variation of the pertinbb&tequency, processes
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with different time constants can be separated. For exariy@digh frequency end of
the impedance spectra provides the ohmic resistance oéth&om which the change
of the membrane resistance due to dehydration can be deduibed, EIS has been
applied for the analysis and diagnosis of dehydration arutlftey [16] 184, 195-199].

2.2.2 Diagnosis of CO Poisoning

Usually ceramic sensors [200—202] or miniature PEMFC-tygesors [203—206] are
used for the detection of CO. For fuel cell diagnosis, thay lba placed in the gas
streams before they enter the fuel cell.

Polarisation curve measurements as explained in the ewioapter can also be
used as an indicator for CO poisoning. Polarisation cumrgmtentiostatic operation
under CO poisoning show typical S-shape profiles [207, 208]ch have especially
been discussed by Camara etlal. [209] and Lopes et al. [21@jalyanostatic opera-
tion, the polarisation curve is identical until higher gvetentials are reached at which
oscillations might occur, as explained in Secfion 2.1.2eSehfeatures can be used as
indicators for CO poisoning.

CO stripping voltammetry, i.e. a variant of the well estabéd cyclic voltamme-
try [211], is another common technique for the diagnosisuef tcells [101]. It is
used to measure the electrochemically active surface &fEg pr explore the reac-
tion mechanism at catalyst alloys [88+90]. Additionallye® et al. [212] used CO
stripping voltammetry in a segmented cell to investigateltcal CO concentration
distribution at varying gas flow rates.

Electrochemical impedance spectroscopy, as explaindgkilast section, has also
been widely used for the analysis and diagnosis of CO paiganiPEMFCs([13,199,
213+215]. It can be appliead easily in situ, non-intrugivaeld during operation and
allows the separation of processes with different time taonts.

2.2.3 Conclusions

In literature, there are numerous methods available foratteysis of dehydration,
flooding and CO poisoning. However, for a practical appi@atnon-invasive in-situ
methods without the necessity of special cell designs afeped. Intricate methods
as described above are useful tools for basic research fem@mee measurements
but are not suitable for wide commercialisation becaus@e@if tost and complexity.
Additionally, an ideal method should not interrupt the ctiem.
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Techniques that fulfil these requirements are pressurem@mptoring for the di-
agnosis of flooding, high frequency resistance measurenretite high frequency
milliohm metre method for dehydration, external sensorsx® and electrochemical
impedance spectroscopy for the diagnosis of all threecatistates. Therefore, EIS is
the most favourable method for the simultaneous diagnddisading, dehydration
and CO poisoning. Otherwise, a combination of differenthnds would be neces-
sary which would require numerous external measurememnte®RvOn the contrary,
EIS uses the electrical behaviour for diagnosis, which slyaccessible for in-situ
measurement. For example, it can be easily implementecoteer electronics like
DC/DC or DC/AC converters [216].

Nevertheless, some deficiencies of EIS have been found. rided®in operating
conditions, impedance spectra for different processeseasimilar, like for flood-
ing and CO poisoning [199] or for dehydration and flooding7qRas will be shown
in Chaptef_b. This similarity of the spectra is the case if phecesses have similar
time constants and therefore are measured in the same fi@quenge. Addition-
ally, a masking effect due to the high double layer capaaty accur. This makes it
impossible, e.g. to distinguish between thin film diffuseomd agglomerate diffusion
of oxygen at the cathode [2118, 219]. Another drawback of Elgat for the com-
plete characterisation of the nonlinear fuel cell behaviaultiple impedance spectra
at various working points would be necessary.
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Chapter 3

Nonlinear Frequency Response
Analysis

In this chapter, the method of nonlinear frequency respansdysis is explained in
detail. NFRA is a nonlinear electrochemical method basediousoidal electrical
perturbation. Therefore, a literature review of such meghis of interest and is pro-
vided in Sectiori_3]1. In this review, the advantages andddaastages of NFRA in
comparison to other methods are discussed. Afterwardseatidh[3.2 the princi-
ple and mathematical background of NFRA is explained. Wik, tit is possible to
derive NFRA spectra analytically from model equations. sThill be explained in

Section 3.B and demonstrated using a simple electrical hsydeem. Additionally,

the NFRA spectra can be determined from measured or nurigrsoaulated data,
which will be explained and exemplarily demonstrated int®ed3.4.

3.1 Nonlinear Electrochemical Methods

A variety of nonlinear electrochemical methods using sl perturbation was es-
tablished during the last decades. These can be dividetivotolasses. The first class
is referred to as high amplitude AC voltammetry. It has bemretbped independently
by Engblom et al.[[220] and Gavaghan and Band [221]. It exdehé second order
AC voltammetry which was developed by Smith in the 1960s [2RPthis technique,
a sinusoidal potential of a single frequency and elevateglitude is superimposed
onto the linear or cyclic voltage sweep used in classic vaiteetry.

The second class of nonlinear methods is based on high agkinusoidal per-
turbation of the system around one steady operating pointhid perturbation is
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applied to nonlinear electrochemical systems, the outgnas is characterised by
a DC rectification signal and the occurrence of higher haiosonThis second class
of nonlinear methods can be divided into three subcatego(ie) methods dealing
with the DC rectification (faradaic rectification; see [238} a review); (2) meth-

ods analysing the higher harmonics (harmonic analysis{Z&-225] for reviews),

e.g. faradaic distortion, harmonic impedance spectros@ctrochemical frequency
modulation/intermodulation voltammetry, harmonic syadis, total harmonic distor-
tion analysis[226,227] and nonlinear frequency responabyais [217,228]; (3) meth-
ods analysing the amplitude dependence of the fundameartaldmics (nonlinear EIS,
suggested by Darowicki [220—-231]).

Among these methods, nonlinear frequency response asdlyBRA) is highly
suitable for the analysis of PEM fuel cells because it is adoted to one special
model or mechanism but allows the analysis of complex modets mechanisms.
Additionally, with NFRA analytical solutions of modeledesgira are possiblé [228].
Thus, problems with the numerical treatment, e.g. long ading times, numerical
errors, solver problems etc., can be avoided.

3.2 Principle of the NFRA Method

NFRA uses a sinusoidal input signal with a moderately irmedamplitude. Thus, the
system can no longer be assumed to be linear around the \ggekint but nonlinear
distortions occur. These distortions can be analysed wittatnematical framework
of Fourier transform from which Volterra series approxirmatand so called higher
order frequency response functions (HFRF) are obtainedrelly, the HFRF of first
order is identical to the EIS spectrum and describes thaidibhehavior of the system
around the working point. Additionally, HFRF of higher ordsntain information
about the nonlinearities of the system. NFRA has been dpedl the 1980 for the
analysis of analogue electrical circuits [232] and sudcdigsised for the investigation
of adsorption systems (see [233] for a review) and methaxidation kinetics[[228].
One important result was the possibility to discriminateatsen different adsorption
kinetic mechanisms [233, 234] and different methanol axwtekinetics [228] based
on the shape of the second order frequency response fusction

In the following, the generic mathematical background oRMHs explained. This
concept can be applied to any weakly nonlinear system witiiyapmial nonlinearity.
Other systems can be transformed into polynom form by Tesdoiles expansion, as
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explained later in this chapter. The respopsg of a nonlinear system with polyno-
mial nonlinearity to any input(¢) can be represented by the Volterra sefies|[235]:

2::_4 / (11, m)a(t — 7))zt — 7)dr . .. dr, (3.1)

n— fold
In this equation, the functioh,, (7, ..., 7,) is the generalised impulse response func-
tion of ordern, also known as the-th order Volterra kernel. If the input(¢) to the
nonlinear system is a single harmonic function of the form:
A

A .
z(t) = Acos(wt) = 56”” + 56_]” (3.2)

the output signal can be described as:

(e0=m) 4 e=it=m)\qr, . dr, (3.3)

The application of thex-dimensional Fourier transform to this function providies t
higher (-th) order frequency response function (FRE)(w1, . . ., w,) [232]:

Hy(wi, ... wy / / (T1,... e dWimtedent)dr dr,  (3.4)

n— fold

With this, the first three elements of the Volterra seriesu@ipn3.1) are as follows:

v = (5) e+ (3 ) etiami-w +

AN? AN?

(5) X% Hy(w, w) + 2 <§> " Hy(w, —w) +
2

(é) e U Hy (—w, —w) +

AN 3
(5) eMwtH, (w,w,w)+3< ) e Ha(w, w, —w) +

3 3

3(?) e 7Y Ha(w, w,—w)+<§) e 39t Hy(—w, —w, —w)
+ (3.5)
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In this equationj; is the linear impulse response function afid is the linear fre-
guency response function, which corresponds to the cl&Sicspectrum. The fre-
guency response functions of higher orddis,(H3,...) contain the nonlinear finger-
print of the system and are therefore able to provide inféiomawhich cannot be
obtained from EIS.

Note that for reasons of readability, in the following a shmatation for the HFRF
is introduced:H,,; wheren is the order of the FRF andis the “number of negative
ws”, e.9.Hs(w,w, —w) is written asH ;.

With this, the Volterra series for the special harmonic irgignalz(t) = cos(wt)
(Equatiori.3.5) can be written in a short form las [236]:

y(t) = i i (7;) H,, (g)n pi(n=2i)wt (3.6)

n=1 i=0
Furthermore, the symmetry of the FRF has to be mentioned:sRRth the same
difference of positive and negative's are symmetrical, i.eH;(w) is symmetrical
to Hy(—w), Hy(w,w) is symmetrical toH,(—w, —w) and H3(w,w, —w) iS symmet-
rical to H;(w, —w, —w). Therefore, in the following the focus will be on only one
of the symmetrical FRFs (namely the more positive ones Hig,, Hs o, Hso, Hs31
etc.). A specialty are the FRFs with the same number of pesitnd negativess, i.e.
Hy(w, —w), Hy(w,w, —w, —w) etc. As explained later in Section B.4, they form the
DC part of the signal.

3.3 Analytical Derivation of Higher Order Frequency
Response Functions

The mathematical framework described in the previous sedan be used to derive
the higher order frequency response functions analyi¢edin mathematical model
equations of the system. To do so, the following procedueasribed by Bensmann
et al. [228] might be used:

1. Defining the input and output variables. In this work, ulsuthe current is used
as an input and the cell voltage as output.

2. Taylor series expansion of the nonlinear terms. For thivaten of the fre-
guency response functions, all nonlinear terms in the megeations (e.g. ki-
netic equations) must be of polynomial form. This can be edad by Taylor
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Figure 3.1: Schematic representation of the analysedriglalctircuit.

series expansion of these terms around the working poirgrefly, the Taylor
series should be expanded to the same order as the order lmfjtiest HFRF
that shall be derived. Higher orders of the Taylor expangi@mot change the
results of the obtained HFRF, but lower orders lead to appration errors.

. Substituting the Taylor-approximated kinetic equadiamo the balance equa-
tions of the model. Thus, a set of ordinary differential eoures or a set of
differential algebraic equations is obtained.

. Substituting the ansatz functions of the input (Equd8dl) and output signal
(Equatiori3.6) into the equations resulting from step 3.

. Applying harmonic probing. This is done by collectingtak terms correspond-
ing to the same order (i.e. same power of input amplitdtland same frequency
nw) from the equations obtained from step 4. Thus, a set ofliegaations cor-
responding td7, o, H o etc. is obtained.

. Solving the set of linear equations obtained in step 5. iésalt, the higher order
frequency response functions are obtained as functiofgeahbdel parameters.

In the following, a simple nonlinear electrical system isdias an example to illustrate
the aforementioned procedure. This system is shown in &@ur and consists of a
parallel connection of a diode (i.e. a nonlinear element)aoapacitor (i.e. a dynamic
element). The current flowing through the diode can be apprately described as
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[237]:
I = I, (e(%_?)—l) (3.7)

where the reverse currehtis a parameter of the diode and the thermal voltggean
be determined from the temperature Boltzmann constant and elementary charge
e according tdJ; = kT'/e.
The current through the capacitor is given by:
dUc¢

where(' is the capacity. According to Kirchhoff’s first law, the oaéircurrent is:
U aUu

[=Io+1p=1, (eUt —1> + 0= (3.9)
Separating the differential leads to the system equation:

aUu 1 U

==z (1-15 (% 1)) (3.10)
According to step 1, the currefitis defined as the input(¢) and the voltagé/ as the
outputy(t).

Following step 2, the nonlinear system equation (3.10) zaeded in a Taylor
series around the working poifit P(Uy p; Iy p):

dU 0
o f (Uwp, Iwp) + 8_§ o (I —Iwp)
of
N Pfl (U—Uwp)?
ou?|,, 2
Ffl (U—Uwp)®
v, i T (3.11)
where the function f is the right-hand side of Equafion B.10:
1 u
fo= c (I— I, (evt - 1)) (3.12)
f(Uwp,Iwp) = 0 (3.13)
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For a given working point currerty p, the working-point voltagé/y, » can be calcu-
lated from the stationary solution of the system Equdiid3.

Uwp

0 = ]Wp—]r(6 Ut —].)

Upwp = Uln (IS,VP + 1) (3.14)

For convenience, offset variables for current and voltagerdroduced:
U'=U—-Uyp; I'=1—ITyp; U'=U—-Uyp (3.15)

i.e. only the AC part of the signal (amplitude and phase klsftanalysed and the
DC part is neglected, because it is already known (Equéatidd)2and constant, i.e.
it does not influence the higher harmonics. With this, the eh@djuation Taylor-
approximated around the working point becomes:

v I* I, Uwe

dt C cl,

U
e U 4 (3.16)

For simplicity, the constant factors are combined into glamnstants:

1 ) I, Uwe

K = — K = — Ut
1 c 2 C'Ute
I Uwp I Ywp

K et ——T Uy N K = ——T Ut 317

3T oot T 0 M T Tecup” (3.17)

So the Taylor-approximated system equation becomes:

au*

o =K, - I"+ Ky, U +K3-U?*+ K, U3+ ... (3.18)

Substituting the ansatz functions (Equation| 3.2) with) = [* for the input and
Equation[3.b withy(t) = U* for the output signal) into this equation (step 4) and
applying harmonic probing for the first order’? results in:

A A A .

EeJ“tHLO . jw = K1 . gejwt —+ KQ . §€Jth170
Hip-jw = Ki+ Ky-Hpp

Ky

Hyy = 3.19
T o (3.19)
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In the same way, harmonic probing for the second oedlet results in:

Hypg-2jw = Ky -Hyo+ Ks- (Hl,o)2
Ks - (Hip)? K3K
Hyy = —> o) ___ i - (3.20)
2jw — Ky (2jw — K)(jw — Ks)
Similarly, harmonic probing foe*“* results inH; o:

6KsH, (w)Hsy(w,w) + 3K, H;(w)?
Hay — ( >3(_<K2 2 - ) 3.21)

As can be seen from Equation 3.19, the first order FRF (i.eEl8espectrum) contains
only the linear system parametéeis and K, of the system. Thus, as seen from Equa-
tions[3.17, only the capacity is containedin, but K, contains both diode parameters
I, andU,. To separate these, knowledgerof (i.e. a nonlinear system parameter) is
necessary, which can only be obtained fréfy, or higher order FRFs.

In the next chapter, this example will be further developedi¢monstrate the

derivation of the HFRF from measured or numerically simedatigher harmonics.

3.4 Experimental and Numerical Derivation of Higher
Order Frequency Response Functions

In addition to the analytical derivation, the HFRF can beedeined from experimen-
tally measured or numerically simulated quasi-frequemsponse functions (QFRF)
H,.(w,A). These functions are obtained by measuring or simulatiagttiput sig-
nal and transforming it into the frequency domain (e.g. Iscaite Fourier transform,
DFT) for a whole spectrum of frequencies of the input sign@hen, these quasi-
frequency response functions can be related to the HFRE.CBInibe demonstrated by
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rearranging the \Volterra series (Equation 3.6) by the pafet:
A2

3
—H ZAYH
5 Hi21 + 3 42+ +

-~

'

Hq,DC(wvA)

; 3 ; 3
6JWt AHLQ + ZA3H371 + ... + €_th AH171 + ZA3H372 + ..+

- -

L Hq,;(rw,A) Hq_,[(tw,A)
- A? At - A2 At
Zwt | —H .. “Het |, — ..
e E 2,0 T 5 41+ : +e 5 2,2+ 5 4,3 T +
L Hy r1(w,A) Hy 11(—w,A)
A3 5 | A3 5
Sjwt | | —A%H . Wt | [ —A°H ..
e 3 3,0t 16 511 : +e 1 3,3+ 16 54 1
L Hg r11(w,A) Hy rrr(—w,A)
+... (3.22)

With this, the individual higher order frequency responsectionsH,, (w1, . . .,w,)
can be related to the amplitude dependent quasi-responsgdius of the harmonics

Hq,i(w,A):
3 5
HqJ(w, A) = AHLQ + ZA H371 + g 5,2 + ... (323)
A? At
Hy(w,A) = - H20 + 7H4,1 +... (3.24)
A3 5 .
HqJII(CU,A) = IH370+1—6A H571 —+ ... (325)

One possibility to determine the HFRF is to measure the geasgionse functions at
several exciting amplitudes and to use a conversion matrapproximate the HFRF.
From Equatiof 3.23 it can be seen that if one measures thguest-response function
at three different amplitudes, the conversion can be dorsolwng [236]:

Hq,[(w, Al) Al %A% gA? Hl,O
HqJ(CU, AQ) = A2 %Ag gAg H371 (326)
HqJ(CU, Ag) Ag %Ag %Ag H572
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Alternatively, if the amplitude is chosen carefully, the RFFcan be approximated in a
very simple way and only one measurement with one specifiditude is necessary.
If the amplitude is chosen such that the third and higherrdrdemonics are negligibly
small in comparison with the first and second harmonic, themthe third and higher
order HFRF become negligible, i.e. Equatidn (8.25) can lggested and the sums in
Equationg 3.23 and 3.P4 can be aborted after the first teadirlg to the following
simple conversion equations:

Hiy = Lq’lfjlu’A) (3.27)
H, 1w, A
Hyy = 2% (3.28)

Both of these conversion methods of QFRF into HFRF (i.e. Eqn&.26 or Equa-
tions[3.27E53.28) have advantages and disadvantages. Onéleand, the first method
(Equatiori 3.26) requires several measurements at diffareplitudes. However, with
this approach itis possible to derive as many HFRF as deghaditionally, the accu-
racy of the results can be improved by taking more harmontosdaccount. Therefore,
this method is suitable for basic analysis, e.g. model oiignation or parameter es-
timation. On the other hand, the second method (Equalidtig+3.28) requires a
carefull determination of the excitation amplitude. Hoegwnce a suitable ampli-
tude is determined, this method already gives additionalinear information in one
experiment with the same experimental effort as EIS. Wiid this especially suitable
for diagnosis.

As an example for the first method, the determination of HFREfexperimen-
tally measured and numerically simulated QFRF for the gladtsystem described
in Section3.B is demonstrated in Figlire]3.2. The diode pai@ms/, and U; were
determined in advance from polarisation curve measureneniith these parame-
ters, the analytically derived HFRF (Equatidns 3[19-3w2dne plotted. Additionally,
numerical simulations of the time signal for three diffaramplitudes of the input
signal were done. Fourier transform into the frequency domesulted in numeri-
cal QFRFs which were transformed to HFRFs according to therfiethod described
above (Equatiof 3.26). In the same fashion, experimentafgsured QFRFs were
transformed to HFRFs. The comparison of analytical, nucak@and experimental
HFRF shows a good congruence and validates the method. legveevall deviations
are observed, especially for high frequencies at which thgnitude of the higher
harmonics become very small. These deviations are causedrbgrical inaccuracies
of the simulation and by measurement errors of both QFRF atatipation curve
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Figure 3.2: Comparison analytically (solid black line)pmerically (green circles) and
experimentally (red crosses) determirfégd, spectra (a—c)H» o spectra (d—f) and/; ,
spectra (g—i) of the electrical circuit example depictedrigure[3.1. (a),(d) and (g)
magnitude, (b),(e) and (h) phase angle and (c),(f) and @u\st-plot of 1, o, H, and
Hj;, respectively. Experimental conditions: Capacitance F)Diode type 1N4004
with experimentally determinetl;=39.4 mV,1,=3.137 1071 A, working point cur-
rent Iy p=1 MA, measurements with 3 perturbation amplitudes: 0.3 & mA and
0.7 mA, determination of NFRA spectra according to [Eq.[3.26.
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measurements.

The second method of deriving HFRF from QFRF after Equai®@3 and 3.28
is demonstrated in Figufe 3.3. In Figlre]3.3a—c, the experially determined?, ,
spectrum of a PEM fuel cell is compared to an EIS measurentieistseen that;
is in congruence with the EIS spectrum (as expected fromryhedthough it was
measured with a much higher amplitude (90mA in NFRA comp#&oegmA in EIS).
Simultaneously withH, o, the Hy, spectrum (Figuré_3l3e—f) was obtained (Equa-
tion[3.28) with the same experimental effort (measuremiemd,tequipment etc.) as
the EIS measurement. This spectrum provides additiondinear information which
characterises the system.
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Figure 3.3: Demonstration of the experimental derivatidnH&#RF with Equa-
tions3.27 anf3.28. (a—c) Comparison of experimentallivddi; , spectra (crosses)
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5 mA.
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Chapter 4
Experimental

As explained in the introduction (Chapkér 1), preliminaxperiments with a PEM fuel
cell under dehydration, flooding and CO poisoning are donbkigwork (Chapter5).
The methods and materials for those experiments are erglamSectiori 4]1. As
a consequence of those preliminary experiments, a speqarienental setup was
designed for a further detailed analysis of the most interggases of CO poisoning
(Chaptei b) and dehydration (Chapiér 7). This so-callefémiftial H,/H, cell setup
is described in Sectidn 4.2 and the experimental procedarebe detailed analysis
are explained. Finally, some comments on stability, acyuead reproducibility of
the measurements are given in Section 4.3.

4.1 Experiments with PEMFCs of Technical Size

The experiments which will be presented in Chapter 5 wertopaed using a single
26 cnt PEM fuel cell with a Nafio® 1035 membrane. The Nafi®hmembrane was
prepared by boiling in 5% §D, solution for one hour at 90C, washing in hot water,
boiling in 1 molar HSQO, solution for two hours at 100C, washing in hot water and
boiling in water for two hours. Deionised water additiogdiltered with a Millipore®
purification system and an ohmic resistivity greater thaiMt® cm was used for all
experiments.

A catalyst ink consisting of platinum black (Alfa Aesar) ah@ wt% Nafior®
from Nafion solution (10 wt% in water) was spray-painted ah® membrane with a
resulting catalyst loading of 1 mg crhPt. After spraying, the catalyst layer was dried
at 120°C and sintered onto the membrane at 280for 30 min to ensure protonic
conductivity between catalyst layer and membrane.
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Toray paper TGP-H-060 hydrophobised with 30 wt% PTFE was asegas dif-
fusion layer. Graphite plates with a flow field consisting ofif parallel serpentine
channels with a length of 142 mm, width of 1.5 mm, depth of 2 rmd 2 mm ribs
between them and covering an area of 40 mr63 mm were used for the gas distri-
bution. Gold-plated copper current collector plates patedithe electrical connection.
Stainless steel end plates braced the cell together witlerEvs fixed with a torque
of 7 Nm, thus providing mechanical stability and high heatrabution whereas the
clamping pressure supported a low contact resistance. dihemperature was set by
a PID controlled heating band. The feed gases were humidifigdmperature con-
trolled bubbler bottles and then further heated up to thé&edsemperature by PID
controlled heated gas pipes. The desired relative hunmvdity set by the ratio be-
tween humidification and gas temperature. The relative Hilies and temperatures
of the gases were measured directly before the cell entnigestier the cell exits by
Driesen+Kern DKRF400-EXT Humidity and Temperature ProbEse volume flow
rates of the gases were adjusted by ABB Model A6100 flowmeters

The cell was electrically controlled by an Amel Instrumelsdel 7060 High
Current Potentiostat/Galvanostat with two Model 7061 RoB@osters, resulting in
a maximum current range of 30 A. The resulting output signadee analysed by a
Newtons4th PsimetriQ PSM1700 Phase Sensitive Multimeter.

The gas flow rates were set to 161'Hor hydrogen and 25 |t for air. The gas
temperature and the cell temperature were set t&€70n the CO experiments 10 ppm
CO were mixed into the hydrogen and the humidification terajpee was 70C. Po-
larisation curves were taken before each experimentaseith 0.5 A increments of
45 min holding time each and a ramp of 1 mA etween each increment.

The NFRA spectra were taken in galvanostatic mode at thiéereht working
points, i.e. 3 A, 6 A and 9 A (corresponding to 0.115 A©n0.231 A cnm? and
0.346 A cnt?), with excitation amplitudes given in Tadle 4.1. The fregeyinterval
of the spectra ranged from 1 kHz to 10 mHz with five points parade. The first
five harmonics of the output signal were measured to ensatéith harmonics higher
then the desired second were sufficiently small. To detezrthie appropriate ampli-
tude to meet the criteria for the analysis correspondingetti®n[ 3.4, a first spectrum
at a sufficiently high amplitude was measured. The frequentye maximum of the
third harmonic was determined. At this frequency, the atagé was varied to deter-
mine the value at which the third harmonic disappears, whigesecond harmonic is
still visible. Consequently, the determined amplitude wsead to measure the desired
NFRA spectra in this working point. These NFRA spectra wetednined according
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Table 4.1: Excitation amplitudes for a 26 ¢REMFC under dehydration, flooding
and anode CO poisoning.

operating condition working point
3A 6A 9A
dehydrated 15A 15A 2A
normal 15A 15A 15A
flooded 1.2A 15A 1A
without CO 15A 25A 25A
with CO 15A 25A 1.7A

to the mathematical method described in Sedtioh 3.4 usingfians 3.2)7 and 3.28.

In order to obtain NFRA spectra under dehydrated, optimdl ffsoded condi-
tions, the influence of humidification on the fuel cell belvavi was determined in
preliminary experiments. For this, the cell was kept at tamscurrent and the rela-
tive humidity of the feed gases was increased stepwise fognvalues until flooding
occurred. If the cell voltage increased after increasimghhmidity, the cell had been
dehydrated before. If the voltage decreased rapidly afteasing the humidity, the
cell had been flooded. After this, NFRA spectra were measuneiér all operating
conditions after a minimum holding time of at least 30 min.

4.2 Experiments with Differential Hy/H 4 cells

In this section, the preparation and conditioning of a défeial H,/H, cell as used in
Chapter$ 6 andl 7 is described. Furthermore, the instruti@mt@nd procedures for
the measurement of polarisation curves, EIS spectra and\N#pBctra are explained.

A sketch of the differential kfH, PEM fuel cell can be found in Figufe 4.1. The
polymer electrolyte membrane consisted of Na%fiatD35 and was prepared with the
same boiling procedure as described previously in Sectifn 4

The catalyst layer was prepared by a spray painting proeesiidescribed in the
previous section. The active area of the differential desigs 1.6 mm x 63 mm, i.e.
1 cn¥ with a target Pt loading of 1 mg cm. Due to the low overall Pt mass the target
loading could only be prepared with high relative error aridrge inaccuracy in the
Pt loading was expected. Therefore, the mathematical mdel to account for this
inaccuracy, as will be explained later in the discussiomefresults.

The gas diffusion layer consisted of Toray paper TGP-H-0glrdphobised with
15 wt% PTFE. Graphite flow field plates with 21 parallel flow ©hels with a length
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Figure 4.1: Sketch of the differential fuel cell assembly.

of 40 mm, width of 2 mm, depth of 2 mm and 1 mm ribs between thestriduted the
gases. Similar gold plated copper current collectors aaithlsss steel end plates as
described in Sectidn 4.1 completed the cell.

The cell was run in a FuelCon Evaluator C test station at a éeatpre of 80C.
The gases had flow rates of 200 ml minon both sides in order to ensure a high
overstoichiometry. They were humidified by the bubbler lestat 70°C and kept
at 90°C between the bubbler bottles and the cell in order to presemdensation of
the water. A Solartron 1286 potentiostat together with aaBan 1250 frequency
response analyser were used for the measurements.

The cell was initially conditioned by a method similar totb&Himanen et al [14].
During the conditioning, the cell was operated in normal & mode with hydrogen
at the anode and oxygen at the cathode. The current was secdratepwise from 0
to 1 A cnm 2 in steps of 50 mA cm? with a duration of 20 min. After this, the cell
was purged with nitrogen, anode and cathode were revergktharprocedure was
repeated. This whole procedure was repeated three timiéghentell performance
was stable and the polarisation curve was reproducibler Alfis, the cell was purged
with nitrogen and the HHH, measurements were started.

Cell polarisation curves were taken by applying constatiage steps from the
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open circuit voltage 0 V to -0.9 V with 2 min duration, after isfh the measured
current was stable and in steady state.

All EIS and NFRA spectra were taken in galvanostatic modedeito control the
reaction rates directly. If potentiostatic control wouk/e been used, especially in the
case of NFRA, a high amplitude voltage signal could forcey¥egh currents to flow
and the resulting faradaic rectification current could lesaccelerated degradation of
the cell. This is prevented by using galvanostatic control.

EIS spectra were measured at a working point of 0.1 Atfsee Chapt€rl6 for
a discussion of the working point selection) with an ampléwf 10 mA cn1? in
the frequency range from 0.1 Hz to 10 kHz. For the measurenfedERA spectra
the same working point and frequency range were used. Theagan amplitude for
the NFRA spectra was determined in a preliminary experimenbrder to use the
simplified NFRA approach as described in Secfion 3.4, theliadp must be large
enough to be able to measure first and second harmonic but bassb small that the
third harmonic is negligible compared to the first harmomid the fourth harmonic has
to be negligible compared to the second harmonic. Thisicéstn was fullfilled at an
amplitude of 90 mA cm? in the measurements without CO (Chapfler 7 and reference
measurements in Chapfér 6) and at an amplitude of 60 m# @mthe measurements
with 20 ppm and 100 ppm CO in Chapler 6. The NFRA spectra wecaladed from
the measured higher harmonics according to the mathermatethod described in
Sectior 3.4 using Equatiohs 3127 and 38.28.

4.3 Reproducibility

In the preliminary experiments in Chapiér 5, the reprodiiitof the NFRA measure-
ments was analysed by measuring every NFRA spectrum thmes tand calculating
the measurement error. From this analysis, a more rigongpesrienental procedure
was derived for the measurements of the EIS and NFRA spedtneive differential

Hy/H, cell in Chapter§16 and 7: first, the working point was appredchith a slow

ramp from 0-100 mA cm? with a slew rate of 1 mA cm? s~1. Then the cell was op-
erated at the working point for 5 min to ensure that the veltags stable. After this,
an EIS spectrum was measured. Then the cell was again opdoaté min at con-

stant current before an NFRA spectrum was measured andyfthallcell was again
operated for 5min at constant current. The measuremenéeaddthvoltage during the
operating phases at constant current ensured that thenggpkint was stable during
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the whole measurement cycle. This measurement cycle wasategpthree times in
order to check and ensure a good reproducibility of the nreasents.

As an example, in Figure 4.2 three NFRA spectra measuredthighprocedure
are shown. This example is the measurement with the “wosst”aaf reproducibil-
ity: 100 ppm CO poisoning of the anode. However, even in thsecan acceptable
reproducibility is achieved.

Furthermore, it can be seen in these spectra that measurewisa is worst in
the low frequency region because at low frequencies the uneaent time for one
data point is longer. Thus, measurement of very low freg@snis not only time-
consuming but also more inaccurate.

Accuracy of the data points can be improved by measuring aachging over
several cycles of the input signal. Nevertheless, thisriadetoff between accuracy and
measurement time (and thus stability). In this work, theitrgignal was averaged over
20 cycles. Thus, noise is reduced by a factos/@0 while increasing measurement
time by a factor of 20.
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Chapter 5

NFRA for Diagnosis of Dehydration,
Flooding and CO Poisoning in a
PEMFC of Technical Size

In a first step, the unambiguous diagnosis of dehydratioadiig or CO poisoning in
a PEMFC of technical size is investigated. For this, thedifeequency response func-
tion H, o is used in correspondence to classic EIS spectra. Addilyotize nonlinear
behaviour of the system is taken into consideration in the fof the second order fre-
quency response functidi, o, determined as described in Section 3.4. In order to do
so, the first and second order FRFs under normal operatingjtoors are measured
at three different working points: 3A, 6A and 9A (correspimagto 0.115 A cni?,
0.231 A cnt? and 0.346 A cm?), i.e. activation controlled region, linear region con-
trolled by membrane and ohmic resistances and mass traregatrolled region, re-
spectively. At first, reference measurements at these amder normal operating
conditions are made. Afterwards, the humidification is ¢jehto dehydrate and flood
the cell. In the last step, the anode is poisoned with 10ppmrC®@e fuel gas. Un-
der these conditions, first and second order FRFs are melaguedl three working
points. In the following analysis, the differences of theelar FRFs will be discussed
in the first step. It can be seen that this information is nfftsent to distinguish the
failure sources unambiguously. Therefore, in the next gtegecond order FRFs are
discussed, which provide sufficient additional informatto diagnose the PEMFC’s
failures unambiguously.
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5.1 Normal Conditions

Figurel5.1 shows the first and second order frequency resgonstions under normal
conditions at the aforementioned working points. The firdeo FRFH, , represents
the linear part of the system. According to the theory, idisntical with the classic
electrochemical impedance spectra. It can be seen thateahsuredd; , functions in
Figurel5.1a—c are similar to measured EIS spectra in litegde.g.[[65,195,197-199,
218/219,238]).

As Springer et al. [65] stated, the generic linear impedapeetra of fuel cells
consist of a high frequency arc representing the combinaifoan effective charge
transfer resistance in parallel to the double layer caparit a low frequency arc re-
flecting the mass-transport limitations of the gas withia ¢fas diffusion and catalyst
layers (see Figure 5.1c). Additionally, at very low freqaies a slight inductive be-
haviour is measured, which might be attributed to watersjpart in the anode side
of the membrane [239, 240] and/or peroxide production at#ikode[[241]. As the
current increases, i.e. the voltage decreases, the oeet@dtincreases. With this, the
diameter of the high frequency arc decreases, reflectinghtineasing driving force
for the interfacial oxygen reduction process![65]. The loagliency arc grows with
increasing current, reflecting the increasing diffusiomtations in the backing [65].

The second order FRHS, , in Figure[5.1d—e can unfortunately not be directly re-
lated to different physical effects, they can only be intetpd in a mathematical form.
Nevertheless, their main feature under normal conditieribeir decrease in magni-
tude with increasing current, especially at middle to loegirencies. The error bars
show that the accuracy of the second order FRFs is good, Erdége frequency range
below 100 mHz, which is not of interest for the current distos. These inaccuracies
occur because at lower frequencies the recording time atidhvs the error proneness
increases, as described in Secfion 4.3.

5.2 Dehydration and Flooding

As described in Sectidn 2.1.2, a delicate balance of liqonahapour water depending
on the operating conditions is needed in order to achievenaptuel cell performance.
This water balance depends on different factors: (1) themattering and exiting
from the fuel cell by the humidified feed gas streams, (2) tatewbeing produced by
the electrochemical reaction at the cathode, (3) the watieiglrcarried from anode to
cathode within the solvate layer of the protons, i.e. thetedbeosmotic drag and (4)
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the water being carried by back-diffusion from cathode toden Shortage of water
leads to dehydration of the polymer electrolyte, whereagex of water leads to the
formation of excess liquid water, i.e. fuel cell flooding.

Since the ionic conductivity of the membrane is directlyated! to its water con-
tent (e.g./[16, 65]) dehydration leads to a higher ionicstasice of the membrane and
catalyst layer and therefore a decrease in performanceitigaaly, insufficient hu-
midification results in a decrease of the oxygen electrégsitadue to dehydration of
the Nafior® within the catalyst layef [16, 65].

Under dehydration conditions, the first order FRF increasasagnitude over
the whole frequency range for all working points, i.e. aatiion controlled region at
j=0.115 A cni 2 (Figure[5.2a), linear region at j=0.236 A ci(Figure[5.8a) and mass
transport controlled region at j=0.346 A ci(Figurel5.4a). The phase angle remains
nearly unchanged at all working points over the whole freqyeange, except of a
very small increase at high frequencies (Fidure 59.2b, 5n8ibadb). This behaviour is
in accordance with classic EIS results [197-199]. The Nstoplot (Figure§ 5)2¢, 53¢
and[5.4c) shows a shift of the spectra in the real axis, whachhke attributed to the
increased membrane resistance. Also, the first arc in@eadech can be attributed
to an increased polarisation resistance caused by delyueftthe Nafiof® in the
catalyst layer leading to a decrease in active surface asaahserved by [16, 65].

The second order FRH, ; provides additional information: the magnitudefof
increases, especially in the middle and low frequenciasalloworking points, i.e.
activation controlled (Figure 5.2d), linear (Figlire]5.2d)d mass transport controlled
region (Figuré 5J4d). The phase shows a plateau which dezsegith dehydration at
higher currents (see Figurles5.Re]5.3eland 5.4e).

An excess of liquid water leads to flooding of the catalysetagas diffusion media
and/or the gas channels of the flow field. It occurs prefeaéinton the cathode, be-
cause there the water from the electrochemical reactiorodyced. Additionally the
electro-osmotic drag creates a water profile over the memelfram anode to cathode.
Flooding in the catalyst layer may reduce the effective e, leading to Knudsen
diffusion and may also force the dissolution and diffusibthe oxygen into the liquid
water. Flooding in the gas diffusion layer leads to two-ghti@w hindering the oxy-
gen transport to the catalyst sites (e.g./[65)195]). MawpE water layers in the gas
channels can result in preferential flow through altermativannels, thus reducing the
partial pressure of oxygen in the blocked channel [242, 2BBJally, whole channels
can be completely blocked by a liquid water plug, making tihiannel inactive for
electrochemical reaction.
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In the flooded cell, at all working points an increase of thegniude of 4, , at
low frequencies occurs (see Figufes|5[2al 5.3d and 5.4&hwhn be attributed to
an increased mass transport resistance [65]. The impedahagh frequencies is de-
termined by losses in the catalyst layer|[65] and is deangafsirther under flooding
conditions, because the NafiBrelectrolyte in the catalyst layer becomes more humid-
ified. Under these conditions, the first order frequencyaasp function is sufficient
to distinguish between dehydration and flooding, which iagneement with the con-
clusions of Fouquet et al. [198].

As will be shown later, it is necessary to take into accouettbnlinear behaviour
of the system in order to distinguish dehydration and flogdiiom CO poisoning. The
second order FRF shows an increase in magnitude at low fineggseduring flooding.
This increase is shifting towards higher frequencies wittreasing current (compare
Figured5.2d, 513d arid 5.4d). The phasédfef, (Figured5.P€, 513e and5.4e) shows
a linear decrease with increasing frequencies, similaglgiacussed for the case of
dehydration. During flooding, the phase @}, is decreased and even lower than in
the case of dehydration, especially at higher current tiessi

5.3 CO-Poisoning

Even small amounts of CO in the feed gases decrease themparfoe of a fuel cell
considerably by decreasing the catalytic activity of treewbde([75,78]. This happens
due to adsorption of CO onto the active sites of the platinatalgst which on the one
hand prevents Hadsorption by site exclusion [13, 215] and on the other haneis
the reactivity of the remaining uncovered sites througloldijnteractions and electron
capture([13].

Figures 5.6 td 5]7 show the NFRA spectra under anode poigamith 10 ppm
CO. It can be noticed that the magnitude of the first order FiRFeases, especially at
low frequencies, for all working points, i.e. activatiomtmlled region (Figuré 515a),
linear region (Figuré 5]6a) and mass transport controbgibn (Figuré 5.J7a). This is
in agreement with classic EIS spectra from literature [19€,215]. The phase df;
decreases slightly in the mid- to high frequency range (feigb.5b[ 56b and 3.7b),
similarly to the results of Andreaus [196]. This behaviaiexplained by an increase
of the polarisation resistance induced by CO-adsorpiidd][2 A pseudo-inductive
behaviour as reported in literature [13,215] is not cleadgn in the present measure-
ments, because it occurs at larger CO concentrations theth hese. Additionally,

53



35 700
() (d)
30 600
XXy
xX
25 - 500 . xxxgxx"x*x:
26 2EHE MMM 1S % »
T 204 B ""*xx,(x ¥, 400 xx,‘!x »
- P it dala1 37308 * X
T e ¢ 2 »*
I15 Matpe, % 3004 z *
%% B
10 3¢ 200} 5 ]
5
.3, ;
5 X noCO »x 100 "
X 10 ppm CO T ""x!i
0 0
-2 -1 0 1 2 3 -2 -1 0 1 2 3
10 10 10 10 10 10 10 10 10 10 10 10
f[Hz] f[Hz]
10
X ®) 200 ©
A X My MMOEMN
RLEl oW i%in g "y,
My
= E = ¥
5 5 ngk 3150 ¥
I I
o -10 ¥ : 2 ¥
=] = »
& _15 ® & 100 *
2 X * @ x
S 20 8 X
o [} Nx
-25 B X 50 Xy
-30 3
x
-35 X 0
-2 -1 0 1 2 3 -2 -1 0 1 2 3
10 10 10 10 10 10 10 10 10 10 10 10
f[Hz] f[Hz]
(©)
-15
-10
— X X
g -5 %X Xy %
e i‘x )SS@
E O
5
10
15
0 5 10 15 20 25 30 35
ReH,  [C]

Figure 5.5: NFRA spectra at a current density of j=0.115 A€mnder normal con-
ditions and anodic poisoning with 10 ppm CO. (a)—(c) firstevrilequency response
function H, o, (d)—(e) second order frequency response function

54



35 200

(a) (d)
30 M

N
(]
-
(42
o
pd
—%—
—%—
PE
M
|
]
¢
P
B
B
b 4

—
— . XXZXXXXXXR £
g 20F*% xxxxx T X %
= Xz > 100 X %$$x
=15 3% *x = z
MMRRR R N
(xxx’( ”x"”"xx x T 1 x
10 5 ’;,‘ 50 % ¥
»
5 X noco g "
X 10 ppm CO M
0 0
-2 -1 0 1 2 3 -2 -1 0 1 2 3
10 10 10 10 10 10 10 10 10 10 10 10
f[Hz] f[Hz]
10 400
(b) (e)
5 xXxxx N 350 'x*"""xx
»
0 L9000ty z
_ " !,‘” 300 xX
= . =
E ”";3 Q250 X
I § T X
w -10 )’:x x3 w x
= © 200 »
8 -15 o < Vo laaaaal
by % ° £ *x)‘ H]
a » % 150[ ¥ s
§ 720 x Xz =1 %%
-25 x 100 xxx
X X x
xx X X
-30 xx 50 XXxx
-35 0 X
-2 -1 0 1 2 3 -2 -1 0 1 2 3
10 10 10 10 10 10 10 10 10 10 10 10
f[Hz] f[Hz]
(©
-15
-10
-5 XX Xy

L

ImHlU
o
‘ff

10

15

0 5 10 15 20 25 30 35
ReH,  [Q]

Figure 5.6: NFRA spectra at a current density of j=0.231 A€mnder normal con-
ditions and anodic poisoning with 10 ppm CO. (a)—(c) firstevrilequency response
function f, , (d)—(e) second order frequency response functigp.

55



35 800
(@ % (d)
700
30 ;Xxiﬂﬂﬂ%%% ﬁ H
600
25 iz %
X <
€ 500
o 20 b 4 N
- x S 400 ixi
I 15 "x = %
o~
VTt L T T 300
gx* )()()( = X
10 )()(x x
*y x 200
% T *
5 X no CO
Hsee 100 xxx""‘”‘i
X 10 ppm CO :*xx s !"‘l ¥
0 0 ] ] X |
-2 -1 0 1 2 3 2 3
10 10 10 10 10 10 10 10 10 10 10
f[Hz] f[Hz]
10 ] 700
5 sz ® 600 ©
'xxx§§§
K
oT L™ 5009
LO, -5 )‘)( * LO, 400
bl 10 M, bl
S X M 3 S 300 %
c X c » »
& —15 * »% < My M
(] []
o £ 2 200 *";ix*
£ -20 X £ g Ma
S g ¥ »x X =5 *
x 100 Xp "y
-25 " W6 ii %
- ¥ x
-30 x 0 22 x
35 - -100
- -1
10 10 10 10 10 10 10 10 10 10 10
f[Hz] f[Hz]
-20
(c)
-15
-10
x X X g
— x X
€ s xX T
= >
I
IR - T
5
10

0 5 10 15 20 25 30 35
ReH,  [Q]

Figure 5.7: NFRA spectra at a current of density of j=0.346wx € under normal con-
ditions and anodic poisoning with 10 ppm CO. (a)—(c) firstevrilequency response
function H, , (d)—(e) second order frequency response functigp.

56



a small pseudo-inductive behaviour would be masked by tiserobd inductive be-
haviour resulting from water transport in the anode sidehefrnembrane [230, 240]
and/or peroxide production at the cathode [241] as discusiseve. All in all, the be-
haviour of the first order FRF of the CO poisoned PEMFC is sintib the behaviour
under dehydrated conditions. Therefore, the second ofdErigtaken into consider-
ation to separate CO poisoning from the other effects.

The second order FRF shows a decrease in magnitude and a kigpe of the
phase response for all working points, j=0.115 A@me. activation controlled region
(Figureb.bd—e), j=0.236 A cni i.e. linear region (Figure5.6d—e) and j=0.346 ATm
i.e. mass transport controlled region (Figurd 5.7d—epaetvely. This is an interest-
ing feature, because in the case of flooding and dehydratiensecond order FRF
is increasing. With this, it is possible to unambiguouslgtidiguish CO poisoning
qualitatively from the other effects.

5.4 Conclusions

In these first preliminary experiments, the useability off¥Ffor the unambiguous
diagnosis of dehydration, flooding or CO poisoning was asedyin a PEMFC of
technically relevant size and dimensions. In a first stepjais experimentally vali-
dated that NFRA provides similar results as classic EIS dsasedditional nonlinear
information about the investigated system. It was seentttefirst order frequency
response functiort, , corresponds to classic EIS, whereas higher order frequency
response functions are obtained that contain additiofatrmation about the nonlin-
earity of the system. This can be helpful to distinguish leetmeffects that cannot be
separated by classic EIS (see €.0. [198//199/218, 219]).

In the following, three different PEMFC failures, i.e. delgtion, flooding and
CO poisoning, were analysed on the basis of the first and decater FRFs. The
first order FRFs behaved as expected from classic EIS aralysias seen that using
only those linear spectra, the phenomena of dehydrationCifdgoisoning cannot
be distinguished clearly. However, the analysis of higheleo frequency response
functions showed that the second order FRE;, provided sufficient information to
distinguish CO poisoning from other effects, whereas dedtyah and flooding could
be clearly distinguished by the first order FRF . It has been shown that from a
phenomenological point of view it is worthwhile to take irdocount the nonlinear
behaviour of the PEMFC in form of the higher order frequeresponse functions.
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However, it is still unclear why the linedt; , spectra show qualitatively similar
behaviour under CO poisoning and dehydration. Additignélcannot be concluded
that the behaviour of thé&/, , spectra under CO poisoning and dehydration is clearly
caused by the main mechanisms of those processes alone. Mgt be more com-
plex behaviour involved resulting for example from spagétiects like concentration
gradients or from unwanted interactions of side-procesststhe process under in-
vestigation. Additionally, the slow cathode kinetics ntigjave a masking effect, es-
pecially during operation with air as in the present measerds.

Therefore, in the next two chapters the cases of CO pois@ndglehydration are
analysed in detail with the help of a specially developedexpental approach which
excludes as many of those unwanted processes and effeatssible. Additionally,
this experimental approach allows a simplified modellingick can be used to derive
the NFRA spectra numerically. The comparison of experimeartd numerical NFRA
spectra makes it possible to validate the main featuresedN#RA spectra under CO
poisoning and dehydration. Thus, it can be proven if thoatfes make a discrimi-
nation of CO poisoning and dehydration possible and can &ée fies an unambiguous
diagnosis.
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Chapter 6

CO poisoning In the Differential
HQ/HQ Cell

In the last chapter it was seen that dehydration and CO pioig@mne two interesting
phenomena for NFRA diagnosis because the linear frequesppnse (i.e. EIS or
spectra) shows similar qualitative behaviour under theselitions but the behaviour
of the nonlinear spectra is different and might be used fecrithination. In order to
find out why this is the case, in the next two chapters the twiwal states CO poison-
ing and dehydration are investigated in detail. In orderdsa, a special experimental
approach was developed: a fuel cell with a differential giesind HB/H, operation as
described in Chaptér4.2.

With this setup, a detailed analysis of the anode processpsssible because
masking effects are eliminated. Slow cathodic oxygen redndinetics are avoided
by operating the cell with hydrogen at the cathode, a weldldsthed method in lit-
erature[12=14]. Land-channel effects like starvationxfgen under the ribs of the
cathode as observed by Schneider et al. [15] are avoidedImesuoperation mode, be-
cause the oxygen consumption reaction is replaced by thebgd evolution reaction.
Furthermore, undesired side-reactions of molecular axygeay. HO, formation) are
avoided. Additionally, along-the channel effects like centration gradients, fuel gas
starvation or CO accumulation are prevented by a cell desitindifferentially short
channels.

In a first step, the steady-state behaviour of the diffea¢ht}/H, cell under CO
poisoning is preliminarily analysed by polarisation cumeasurements. In these ex-
periments, the aim is to determine a suitable working paintifie intended NFRA
measurements. During these polarisation curve measutsnaerionomous potential
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oscillations were found in galvanostatic operation. Aitgb these kind of oscillations
are known from literature, they have not been observed imraalduel cell with a Pt
anode before. In the following, the oscillations are inigedged in detail in order to
understand their nature and occurence. This is necesgaiindang a working point
that lies relieably in the non-oscillatory region. Othesaithe autonomous oscillations
could interfere with the applied oscillations of the NFRAthwd. This would lead to a
much more complex behaviour and would require a much morgbtoated analysis.
Additionally, the analysis of the oscillations demonstgathe advantages of the
differential H,/H, cell approach, because the oscillations are usually nadreed in
a fuel cell in normal operation. The reason for this is expgdi in the next section
and the analysis of the oscillations is discussed. As atreéthis analysis, a suitable
working point for NFRA is determined in Section 6.2 and meaduNFRA spectra
under anode CO poisoning are analysed. Finally, in Setti@int6s discussed that
the differential H/H, cell allows a simplified modelling approach, which makes it
possible to calculate NFRA spectra numerically. Thus satteal spectra under CO
poisoning are reviewed and compared to the experimentaltsesAdditionally, the
main “fingerprint” of CO poisoning in the NFRA spectra is emlted which might be
useful for an unambiguous diagnosis.

6.1 Autonomous Potential Oscillations at the Pt Anode
of a PEM Fuel Cell under CO Poisoning

An interesting phenomenon occurring during the galvaniostgeration of Pt-alloy
fuel cell electrodes with FH+CO gas mixtures is the occurrence of autonomous poten-
tial oscillations. Intensive studies of these oscillasidtrave been carried out on PtRu
electrodes [98, 99, 244—246] and recently on PtPd elecdrdd¥)]. From a non-linear
system theory point of view the oscillations result from aterplay between the an-
ode overpotential and the CO coverage. From an engineeoing gf view each cycle
can be considered as a CO adsorption phase followed by a Giatmn phase [95]
forming a cyclic self cleaning process of the anode. Thellaticns in galvanostatic
mode enhance the CO oxidation compared to the potentiostaiie, where oscilla-
tions are suppressed [97—100]. As a consequence, the sigspeesently investigated
as a potential process for deep CO removal from reformat¢O&:247].

So far, no oscillations in PEMFCs with pure Pt electrodeseweported in the
literature. However, autonomous potential oscillatioasehbeen found during elec-
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Figure 6.1: Polarisation curve of cell 1 in potentiostaperation at 80C (a) in H,/O,
operation without CO (b) in KH, operation with different anode CO content (blue =
no CO; black = 20 ppm CO; red = 100 ppm CO; green = 200 ppm COgt ingb):
Tafel plot of anode overpotential at different CO content.

trochemical H+CO oxidation in Pt rotating disc electrode (RDE) experitsdfor an
overview see [248]) and in 3-electrode experiments at Pdgfasion electrodes with
H,SO, electrolyte (independently by Deibert et al. [249] and $Z250]).

Since oscillations have been found in Pt model electrodésdiuin technical Pt
PEM fuel cells, in this section the possibility and condigofor the occurrence of
oscillations is investigated. In the experiments, ostdles were found during gal-
vanostatic operation when the Pt anode was poisoned withT@®influence of CO
content and cell temperature on the behaviour of the osoitlawas investigated. Fi-

nally, the same fuel cell was operated i@, operation and oscillations were found,
too.

Results and Discussion

In order to minimise degradation effects (as described mp®2.1.11), two cells were
used to investigate the influence of the CO mole fractionl(@Q&land the temperature
(Cell “2™). In Figure[6.1a the polarisation curve of cell 1ka/O, operation is shown.
Cathode activation losses can be seen in the low currenttgeagion followed by

a linear voltage decrease caused by membrane and other césistances. In order
to minimize the influence of the cathode, the cell was opdrateH,/H, operation.

Respective polarisation curves are shown in Figure 6.1le offen circuit voltage is
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nearly 0 V. In the absence of CO, ohmic behaviour dominatestiole current range,
i.e. activation losses are insignificant. The polarisatarves shown in Figure 6.1
clearly show that the intended experimental simplificagsiohno along-the-channel-
distribution and negligible cathode overpotential arecegsfully achieved.

A first measurement series investigated the influence of Q@eat in the feed
gas on the anode performance. The polarisation curves enpostatic operation
(Figurel6.1b) show features well known from literature [Z208]. The typical S-shape
profiles have especially been discussed by Camara ét all #@Pshall only briefly
be sketched here for the case of 20 ppm CO. At low current tlessi small voltage
loss is observed. It is caused by the preferential adserpti€O, which reduces the
active area available for the hydrogen oxidation reactld®@R). When the current is
increased, a limiting current of the Tafel reaction is reathapparent by the steep
voltage decline. The anode overpotential increases, th@ibnset potential for the
CO oxidation reaction is reached. The CO oxidation sets G@real Pt sites free and
increases the number of active sites available for the HO®R. dquilibrium between
CO and hydrogen oxidation decreases the curve slope intdrdynedamic decrease,
which is caused by membrane and ohmic resistances. At higfbeoncentrations, the
CO adsorption is accelerated, more active sites are blakedhe limiting current, at
which the voltage decrease occurs, is lower. Additionglg,equilibrium between CO
and hydrogen oxidation is shifted towards CO oxidation frgher overpotentials).
The cell voltage levels off into a slightly lower plateau &thcurrent densities.

When the polarisation curve under CO poisoning was meagakdnostatically
instead of potentiostatically, potential oscillationgae to arise once the current den-
sity exceeded a critical level. In Figure 6.2, measured teres of the cell voltage
at different current densities are shown. With increasungent, the amplitude of the
oscillations increased, the frequency of the oscillatienrdased and the oscillations
became more and more nonlinear (i.e. lost their sinusoldale). The oscillations are
similar in shape and frequency to oscillations observeddMPCs with PtRul([244]
and PtPd catalyst [100] and those found in three electrodesanements in 80,
solution at Pt electrodes [251] and Pt gas diffusion elelescd249, 250] under CO
poisoning.

In Figure[6.8 the polarisation curves of the anode overpiatiine. the difference
between the cell voltage with and without CO poisoning) iteptiostatic and galvano-
static operation are compared. Both curves are identicab upe bifurcation point
where the oscillations begin in galvanostatic operatiom.thie galvanostatic curve,
the amplitude of the oscillations, i.e. the difference w minimum and maximum
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overpotential, increases with increasing current density

The influence of CO concentration on the galvanostatic galion curve and on
the behaviour of the oscillations can be seen in Figure 6.4h Wcreasing CO con-
centration the bifurcation shifts to lower current dersitand higher overpotentials
due to the increased CO adsorption (Fiduré 6.4a).

In Figure[6.4b it can be seen that the fundamental frequehtfyecoscillations is
high near the bifurcation point but decreases steeply itméhches a nearly constant
value at high current densities. With increased CO cona#atr, the oscillation fre-
guencies are higher, both at the high frequency end neairifinedtion point and at
the low frequency plateau at higher currents. This is cabyddgher CO adsorption
rates, which, according to the explanation of Hanke-Ragrsighch et all [95], leads to
shorter CO adsorption phases of the oscillation cycle.

In Figurel6.4c the distortion factor of the oscillation i®sm. The distortion factor
specifies the content of higher harmonics in the signal aadsimple measure for the
nonlinearity of the oscillation. At the bifurcation poirte distortion factor is 0, rep-
resenting a nearly sinusoidal oscillation. When the cun®eimcreased the distortion
factor increases, too (see time series in Figurk 6.2 for emisgn). The distortion fac-
tor increases more weakly with higher CO concentratioestle oscillations change
more smoothly from the sinusoidal to a nonlinear shape, baverges to the same
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maximum value for all CO concentrations.

In a second measurement series the influence of the opetatigerature on the
oscillation behaviour was investigated in cell 2. In thideg, the CO concentration in
the wet gas and the relative humidity were kept constant.igare[6.5 the potentio-
static polarisation curves indfD, (a) and H/H; operation (b) are shown. In general,
the limiting current of the Tafel reaction, at which the gte®ltage decline occurs,
decreases with declining temperature. This effect miglexpdained by the increased
CO adsorption at lower temperatures [252], which leads t@hen blockage of the
catalyst sites by CO.

In the galvanostatic operation in Figlrel6.6, it can be seatthe current density at
the bifurcation point declines with lower temperaturescdntrast, the overpotential at
the bifurcation point does not significantly dependent engerature. Therefore, the
largest effect is the “shift” of the polarisation curvesrayahe current axis due to the
temperature dependent constants for CO andds$orption and hydrogen oxidation.

The frequencies of the oscillations grow with increasinmgperature (Figure 6.6a).
Following the argumentation of Zhang and Datta [244], thallation frequencyf is
proportional to an effective rate constant of a determirpnacess. The temperature
dependency of this effective rate constant (and with it émeperature dependency of
the frequency) can be described with the Arrhenius equation

/ )

a

Cexp (— E

= (6.1)
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whereC' is an unknown pre-exponential factor afg is the activation energy. From
the Arrhenius plot in Figur€ 6.6b the activation energy of54®.6 kJ mof! can
be determined. This value for the Pt catalyst is smaller thanreported value of
60.9 kJ mot! for PtRu [244]. In order to relate this activation energy tepecific
process each oscillation cycle is considered as consisfitggo phases (as shown
in [95]). In the first phase (marked by the long increase ofpotential) CO adsorbs
on the catalyst, in the second phase (marked by an overshogtabove the CO
oxidation potential) CO is oxidised. As the overshoot tadely little time compared
to the long potential increase (e.g. Figurel 6.2d), it is seable to assume that CO
adsorption determines the oscillation period and accgidithe frequency. During
the first phase the CO covera@e, develops according to [110, 244]:

dOco T'CO,ad
= : 6.2
dt Ccat ( )
rcoad = kco,ad©oTcop (6.3)

whereC,,, is the number of catalyst sites angp .4 andkco .4 are the rate and rate
constant of CO adsorption, respectively. With this, theetifor the CO adsorption
tco.qa €an be calculated. Therefore, Equationl 6.3 is insertedHiofoation 6.2 and
the resulting equation is integrated from the minimum COetage©Z3 to the next
maximum CO coverag@yy‘. After permutation one achieves

1 kco.aa (T) O (T) xcop
~ f = ’ i 6.4
tCO,ad f Ccat (@g%x (T) - 61851 (T)) ( )

where®, marks the average number of free surface sites. Howeveonpthe con-
stant for CO adsorptioh:o . depends on temperature, but a@pand@g%x — gD,
Consequently, the activation energy derived by the Arrefit cannot be related to
the CO adsorption constant alone. Nevertheless, Baschalk fstund 47.3 kJ mot*
for the activation energy of the CO adsorption at Pt eleesd@53], too.

Figurel6.6¢ shows that the change in the distortion factmdependent from tem-
perature, it increases with comparable slope and reacheisjaeulimiting value at all
temperatures.

After the discussion of the oscillation characteristit®e uestion remains why
oscillations have never before been observed in fuel celis & Pt catalyst. This
paragraph tries to give an answer. First of all Figuré 6.lects results of cell 2 during
H,/O, operation. It can be seen that the oscillations are indetadragal in normal fuel
cell operation. However, the Hopf bifurcation occurs aatieely small cell voltages
(100 mV). In a cell with a less active cathode (or with fuelgsdéion) and a membrane
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Figure 6.7: Oscillations in HO, operation with 100 ppm CO at 8C: (a) galvanos-
tatic bifurcation diagrams (black = potentiostatic; redatvgnostatic where solid line
= stable part{J = bifurcation point;e = min and max value of oscillations; dash-dotted
line = mean value of oscillations), (b) oscillation freqagn(c) distortion factor.
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with higher resistance, the additional losses would pusiibpf bifurcation below the
abscissa and accordingly out of the operation range ofymksads. Calculating the
anode overpotential at the Hopf bifurcation in Figure 6.yabbtracting other losses
(Figure[6.5a), the anode overpotential is again approxén®00 mV (compare with
Figurel6.6). Therefore, oscillations can only be found isy®tems under passive load
operation if losses additional to the anode overpotenteasenall.

As consequently expected, the characteristics of thelasoils are similar to pre-
vious characteristics obtained in the/H, experiments (Figure 6.7b,c); starting from
the bifurcation point the frequency of the oscillationsm@ases and the distortion fac-
tor increases, i.e. the oscillations change from sinustiadaonlinear shape.

Finally, some attention is paid to another interesting, na@treferenced feature.
In the non-oscillating branch of some galvanostatic pséiion curves a change in
Tafel-slope occurs at medium overpotentiat860 mV; e.g. Figuré 616). Comparable
polarisation curves have been found earlier [210] 254-36d]are widely related to
the occurrence of an additional, potential dependerdad$orption mechanism, the so-
called Heyrovsky mechanism, at higher anode overpotentiaial-pathway kinetics,
adding the Heyrovsky mechanism to the HOR, were consideyadliekar et al. [257]
and seem to reproduce experimental results well.

However, some doubts related to this hypothesis remain as abthe potentio-
static polarisation curves exhibit a second Tafel slopg (aset in Figuré 6]1b). De-
spite the explanation of too few data points in order to nesthe effect, a second
hypothesis might have the potential to explain the diffeesnn potentiostatic and gal-
vanostatic operation: in galvanostatic operation, thexdccin principal be a spatial
anode overpotential distribution over the catalyst araa gcause of land-channel ef-
fects). This could lead to the formation of zones in whicghoiidation takes place (e.g.
under the ribs) while other areas are still blocked by CO dueetter transport (e.g.
under the channel). In contrast, potentiostatic operat&igs up a uniform distribution
of the anode overpotential (as long as other losses arévedjasmall).

Additionally, a phenomenon known from conventional electremical three elec-
trode experiments with liquid electrolyte might be respbleson first sight. Indeed,
the formation of islands during CO electro-oxidation waseaed in galvanostatic
mode with the help of Fourier Transform Infra Red Spectrpgd& TIRS) [258, 259].
Two distinct kinds of areas are present at the electrodelé/nie part of the surface
was almost totally covered with CO, the other part of theaafwas completely free
of CO. However, such a clustering was observed only in thegoree of an S-NDR
instability, which requires a sufficient CO transport remige. But compared to lig-
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uid electrolytes, the gas phase transport in a PEMFC is aeweters of magnitude
greater due to higher diffusivities and dominant convectiansport. Furthermore, the
experiments were performed under very large flow rates,amtbransport resistance
should be very small. Another inconsistency is that the &drom of islands in liquid
electrolytes has recently been found also in potentiastadide [260], which is not the
case in the present work.

6.2 Experimental NFRA Spectra of a Differential Hy/H
Cell under CO Poisoning

In the previous section, the differentiabMl, cell setup was validated and the an-
odic CO poisoning was preliminarily investigated in ordechose a suitable working
point for the NFRA analysis in this section. Therefore, tteady-state behaviour of
the cell under CO was analysed by polarisation curve measmes under potentio-
static (non-oscillatory) and galvanostatic (oscillajooperation. Having understood
the occurence and nature of the autonomous potential asails, the working point
for the NFRA analysis could be chosen such that it lies rblie the non-oscillatory
region. This is necessary because otherwise the autonooscukations would in-
terfere with the applied perturbation oscillation of the R method. Additionally,
the chosen working point lies in the low current region, veigre limiting current for
hydrogen oxidation is not yet reached but the active arethisrreaction is decreased
by preferential adsorption of CO. This scenario represdr@sase of beginning CO
poisoning before severe performance decrease is reacldeis aighly relevant for
diagnosis.

At this working point of 0.1 A cm?, EIS spectra were measured and are shown
in Figure[6.8. In the Nyquist plot in Figufe 6.8c it can be s#w®t the arc attributed
to the Tafel Volmer reaction of hydrogen increases draralyiavith increasing CO
content. This increase in reaction resistance is causetebgidcrease in active area
available for the hydrogen oxidation reaction. This obagon is in congruence with
the experiments in Chapter 5.3 and with results from otheus [13, 199,214, 215,
261/262].

The measured NFRA spectra are shown in Figure 6.9. The fidsrr drequency
response function H, represents the linear behaviour of the cell. According ® th
mathematical background of the NFRA this function shoulddastical to the EIS
spectra measured in the linear range with a small amplitlilies. congruence is seen
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when comparing i, in Figured 6.Ba+b with the EIS spectra in Figures 6.8a+b.

The H, , spectrum of the kfH, cell without CO poisoning shows two time con-
stants, which can be best identified in the Bode plot of thesplamgle (Figure 6.9b).
As has been discussed by Ciureanu et al.[[13,213, 263], 8tdifire constant in the
range of 1 s (f=1 Hz) can been attributed to the hydrogen cbamiion step of the
Tafel Volmer mechanism. The second time constant lies ingthge of 1 ms (f=1 kHz)
and can be attributed to the oxidation of the chemisorbeddyeh, i.e. the Volmer
step.

In the H,(, spectra under CO poisoning the high frequency time consfiatite
Volmer mechanism splits up into two time constants. The tomestant at the high-
est frequency is caused by the fast Volmer step on a CO cowenddce. At this
high frequency, slower steps like adsorption cannot folleg/fast change of the input
signal and the impedance is exclusively related to the relextidation step on a sur-
face at steady state CO coverage. But the change of thecalgittation rate leads to
a corresponding change in the surface coverage of hydrdyé&en the frequency is
decreased, the CO adsorption can follow this change incidaverage. Thus, the hy-
drogen electro-oxidation reaction takes place on a pearadigichanging surface area.
This effect leads to the second time constant in the spethia.explanation can also
be supported by simulations from the model wich will be expd in the next section.
In Figure[6.10 the derivative of the CO coverage is set to reEmuatior 6.1b, i.e. the
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CO coverage is assumed to be fast and always in steady stétethV§ assumption,
the second time constant disappears and both time constange into one.

In the spectrum of 100 ppm, an additional arc can be seen ilower frequency
end. This can be related to beginning CO oxidation, whicbdithe surface and a new
equilibrium coverages can be reached. Since the reachitig @quilibrium coverage
due to the competing hydrogen and CO adsorption is the stqwesess, this arc is
seen in the lower frequency range.

In addition to the linear spectra, the second order fundtigp contains informa-
tion about the nonlinearities of the cell. In Figlrel6.9@ihde seen that in the absence
of CO the magnitude of k&, is very low and not changing much. If the cell is poisoned
by CO the magnitude increases in the low and middle frequesroge. At high fre-
guencies, the magnitude is decreasing and the decreasepesthe higher the CO
content is. The magnitude of the 100 ppm curve is even drgppatow the 20 ppm
curve. At the highest frequencies, all curves level off ia game limiting value. The
phase angle of &}, in Figure[6.9d shows a large change in the phase angle codhpare
to the reference case without CO.

These features of the NFRA spectra might be used for a dieggabSO poisoning
in PEMFCs. In case of CO poisoning, the first harmonic showgrafgant increase
in magnitude and an enlargement of the semicircle attribtiethe charge transfer
reaction. Unfortunately, the same feature is seen in the @bdehydration, too [217].
This is because in both cases the active area availableddyitirogen oxidation reac-
tion decreases, either by blockage due to CO or by parthtiveion of the catalyst
by drying out of the Nafion network in the catalyst layer. Tdéfere, the increase of the
linear reaction impedance is a necessary but not sufficediton for the presence of
CO poisoning. For a sufficient distinction between CO poisgiand dehydration, the
second harmonic &) might be used. In case of CO poisoning, the most remarkable
qualitative and quantitative feature of, fis the change of the phase angle towards
lower frequencies.

6.3 Modeling and Simulation of NFRA Spectra of a
Differential H »/H5 Cell under CO Poisoning

In this section, the experimental approach and the measuntanesults of the previous
section shall be verified. To do so, a simple and well estadtisnodel is taken from
literature with its original parameters [83]. Using this det, the higher order fre-
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guency response functions are simulated and compared todghsurements. In these
simulations, the original parameters were not changedtedfih order to validate the
NFRA method. Also, the model was kept as simple as possiblth@one hand in or-
der to preserve the possibility of an analytical derivabbthe higher order frequency
response functions. On the other hand, the simplicity ofntloglel leads to spectra
in which the main mechanisms are clearly visible even thaugthevery subprocess
and intermediate step is represented in detail. Therefdtbe end of this chapter the
model is reviewed critically and possibilities for refinemand extensions are given.

In this analysis a fuel cell with a differentially short chmeah length was used, in
which along-the-channel distributions could be neglect€derefore, the along-the-
channel coordinate was neglected. Furthermore, the etbctvas considered to be
thin, mass transport resistances were neglected and tis@heonditions were as-
sumed. Thus, a spatially lumped model was used. The celhg®lvas calculated
from anode and cathode overpotential and the voltage drtipeainembrane. Anode
and cathode overpotential were modelled with charge balagoations and reaction
kinetics taken from literaturé [83]. The membrane was asslto behave as an ohmic
resistance.

Springer et al.[[83, 207] suggested the following anodetr@ascheme for a cell
with CO poisoning:

kin(©co)
Hy + 2Pt - 2(H — Pt) (6.5)

ben - kin(©co)
keh
(H — Pt) — Pt+ H" +e” (6.6)

CO + Pt - CO - Pt (6.7)

CO — Pt + H,O — Pt+COqy+2H" + 2¢~ (6.8)
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At the cathode, the hydrogen reduction reaction takes place

keh
H +e = 1/2H, (6.9)

The electrical behaviour is described by charge balancatems for anode and cath-
ode overpotentiaj, andnc, which are combined by Kirchhoff’s voltage law to result
in the cell voltage W.;;:

dn, '

Cdl,ad—z = —F. T?f - -2 Tgxo + é (610)
ane re 7

Cdl’cd—t = F-rpt— p (6.11)
Ucell = —MNa + Ne — x Rm (612)

whereCy , and Cy . are anodic and cathodic double layer capacity in Emor
andrgy, are the reaction rates of hydrogen and CO oxidation pereaetiga in mol
m_> s~!. Therefore, the currenitis also normalised to the active area of the cell by
means of a roughness factoin m>,, m_? . By this normalisation, the model is
independent of the internal active surface area, a valuehnwdould not be controlled
exactly because of the inaccuracies of the preparationadetfihe original kinetic
parameters of Springer [B83] could be used with the help ottiwersion equations in
Table[6.2. The differences in active surface area betweznutrent experiments and
those of Springer were fixed by fitting the roughness factorthe model.

The membrane resistanég, is determined from the relative humidity of the gases
according to[[64]:

dpm B dpy
kim (am,0) 1.3+ 1075 exp (14 - a%2,)
whered,, is the thickness of the membrane angd, is the activity of the water vapour,
i.e. the relative humidity as a value between 0 and 1.

The anode reaction kinetics are functions of the surfacerame of the platinum
catalyst with hydrogen and carbon monoxiée; and©.,. Material balances de-
scribe the temporal evolution of these surface coverages:

R, = (6.13)

e A (6.14)
do

Con— o = 186 =185~ 1% (6.15)
Op = 1-On— B0 (6.16)
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where p is the number of active reaction sites per geometric areadhmj? and
r‘}j%cgs are adsorption and desorption rates of hydrogen and carbooxide in mol nj2 s.
To describe the reaction rates at anode and cathode, Béatleer kinetics witha=0.5
were assumed for hydrogen oxidation and Tafel kinetics weseimed for CO oxida-

tion, according to [83]:

1% = @pkns2sinh (Z—}) (6.17)
réo = ©Ocokecexp (%) (6.18)
red  _ pooginh (¢ 6.19
vt = ken2sinh | - (6.19)

whereb,, andb, are the Tafel slope for hydrogen and CO oxidation, respelgtii he
hydrogen adsorption can be described with a Langmuir isoitf@3/253]. The CO ad-
sorption is described by a Temkin isotherm, according t9282] and used in several
modelling works|[83, 253, 265].

re = ko xg - pa - O, (6.20)
T(Ii{es = kg b - 02, (6.21)
rés = ke Tco - Do Opy (6.22)
&S = kg by Oco (6.23)

wherex ; andz o are the mole fraction of hydrogen gas and @Qis the overall pres-
sure of the anode. The CO adsorption-to-desorption batiand hydrogen adsorption
rate constant;, are a function of CO coverage [83]:

0(AG
bfc(@CO) = bfc(] exp (@CO%> (624)
B 0(AFEy) N,s Oco
kfh(@CO) = kfho €xp [ RT {1 exXp ( m) }} (6.25)

whered(AGco) is the difference in adsorption free energy betw&ep =1 andO o=0;
d(AFEy) is the increase of the activation energy for dissociativenuisorption of H
if the neighbouring Pt catalyst site is covered with CQ; is the number of neigh-
bouring Pt active sites. See Appendix Bof![83] for furtheplexation and derivation
of the Temkin adsorption behaviour.

The parameters used for the modelling are provided in TéhEand 6.2. The
model has been implemented and solved in M&lakersion 7.1.0.183. The NFRA
spectra were simulated by Matf@lroutines programmed in-house, which simulated
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Table 6.1: General cell parameters used in the model

used value reference
am,o 0.5445
Caa 984-10Fm,; fitted
Cu. 984-10°Fm,37 assumed
d, 88.910%m
Pa 101325 Pa
T 358 K
C.t 0.01042 mol m2 [265]
€ 0.663 fitted

Table 6.2: Kinetic parameters of Springer et lal. [83] andveasions used (asterisk in
the conversion equations marks the original values)

used value conversion original value
b, 0.06 V no conversion 0.06 V
by, 0.032V no conversion 0.032V
bseo 1.5310°2 Pa unit conversion  1.510°% atm
brn 5.066210' Pa unit conversion 0.5 atm
Kee 5.182110 Y molm;2s? k.. = k>, /(¢*2F) 108 Acm2
ke 0.4146 mol m?2 s—2 ke = k5, /(e F) 4 Acm2
ke 1.022910°molm,2s 2 ke, =k, /(¢*F) 10Acnm?atnr?
k tho 4.091510° mol m;% s72 k., = k', /(e*F) 4000 A cnr2 atnm!
N, 5 no conversion 5
d(AGeo)/RT 6.8 no conversion 6.8
J(AEy)/RT 4.6 no conversion 4.6
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Figure 6.11: Simulated NFRA spectra in,/H, operation with various anode CO
content (solid line = no CO, dashed line = 20 ppm CO, dash ddite = 100 ppm
CO). (a) Magnitude of first order FRF,H, (b) Phase angle of first order FRF 1 (c)
Magnitude of second order FRR K (d) Phase angle of second order FR;hHH

the quasi-frequency response and calculated the HFRF isatime fashion as in the
experiments, according to Equatidns 3.27 land]3.28.

From Figuré 6.1]1 it can be seen that the model describes Higaiive behaviour
of the cell very well when compared to the measured specfajire 6.9. This shows
that the model is valid in the dynamic and nonlinear rangeraigght be used to derive
NFRA spectra at different operation conditions.

Because of the simplicity of the model, on the one hand the AIBRectra can
be determined numerically and a screening of parameterbeaised to analyse the
influence of each parameter or process on the NFRA spectrath®other hand,
an analytical solution of the NFRA spectra can be derivedeséhcan be analysed
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mathematically on the one hand to find out which parameters aatrong influence
on the spectra and which are the governing processes. Orthiehand, domains in
the spectra can be found which are sensitive towards simgtepses. These domains
might allow an unambiguous diagnosis of performance lavgeprocesses.

Nevertheless, the model strongly simplifies the anode atfmbda reactions. At the
anode, the CO oxidation (Equatibn 6.8) is modelled as oneatiadectro-oxidation
reaction via water, although several elementary stepsidoeilpossible [84, 96, 244,
266]:

CO — Pt + H,O — Pt — COy+ Hy + 2Pt (6.26)
CO—Pt+0—Pt — COy+ Hy+ 2Pt (6.27)
CO—-Pt+OH—-Pt — CO;+H"+e +2Pt (6.28)
H,O+Pt = OH—Pt+H'"+e” (6.29)

Equatiori6.2l7 describes the water-gas-shift (WGS) remotvhich might be neglected
at low temperatures in PEMFCs. Equation 6.28 describesitbetaxidation of CO
with oxygen either present in the fuel gas (“air-bleed”)]|[®4 from diffusion from
the cathode side through the membrane [244]. This reactiorbe excluded because
in the current experiments inHH, operation no molecular oxygen is present. There-
fore, the dominating reaction for CO oxidation is probalbblg electro-oxidation of CO
with adsorbed OH (Equatidn_6]29) stemming from a water dission step (Equa-
tion[6.29) [267]. Note that although the water dissociatieaction (Equatiof 6.29)
was originally proposed for PtRu catalyst, in Chapter 6elahalysis of autonomous
oscillations showed that this step is also likely to takeelat pure Pt in PEMFCs but
at higher overpotentials (see alsol[10]).

Additionally, the hydrogen oxidation mechanism of the modaht not be suffi-
cient for all operation conditions. At high overpotentitde Heyrovsky reaction [268],
i.e. an electrochemical hydrogen adsorption step, isylitetake place [255]:

Hy+Pt — Pt—H+H" +e (6.30)

This reaction becomes dominating when most of the surfadecked by CO©co >
0.6 [256]) and the overpotential reaches high values. Nevimgkethe current mea-
surements were carried out at low overpotentials in a seeriibeginning CO poi-
soning, as explained in Sectibn 6.2. If the high potentiglae should be included,
dual pathway kinetic models as suggested in Literature, 255 might be used.

The cathode is modeled in a very simple way in order to keepntbael as simple
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Figure 6.12: Simulated NFRA spectra at 0.1 A and 100ppm Chefwthole cell
(grey), anode (dashed line), cathode (dash-dotted lingnsmbrane and ohmic re-
sistances (dotted line). (a) Magnitude of first order FRE, Hogarithmic scale), (b)
Magnitude of second order FRF, H (logarithmic scale). Note that in Figure (b) the
spectra of the whole cell and of the anode overlap and thatdahees of the mem-
brane and ohmic resistances are below'10i.e. in the range of numerical noise and
practically zero.

as possible. Because of the large exchange current demsitg cathodic hydrogen
evolution reaction, the cathode can be seen as a pseudernedeelectrode of nearly
constant potential [269]. Therefore, the cathode has naifgignt influence on the
determined spectra. This can be additionally seen in Fig2, where the fraction of
anode, cathode and membrane on the first and second harmesltavn; the fraction
of the cathode on first and second harmonic are negligibljyisma

6.4 Conclusions

In the previous chapter, it was found that electrochemitgladance is not always a
sufficient indicator for the diagnosis of dehydration and @dsoning in PEM fuel
cells because there are operating conditions under whislspgctra show similar and
inconclusive behaviour. With the help of NFRA, these twoesasould be discrimi-
nated by taking the nonlinear behaviour of the fuel cell etoount in form of higher
order frequency response functions. It could be seen tleas¢lbhond order function
H. o showed features which could be used for the discriminafidis result gave the
motivation to investigate the influence of carbon monoxide¢he NFRA spectra of a
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PEMFC in a tailored experimental setup. Therefore, in thegpter a differential fuel
cell design was used to avoid spatial distributions alorggdiannel. K/H, opera-
tion eliminated the masking effect of the cathode and awbiessible sidereactions
of molecular oxygen.

The advantages of this setup were demonstrated duringtigagsns of the be-
haviour of a PEMFC with Pt anode under CO poisoning. In galgsatic operation,
potential oscillations were observed. These are known fit@nature to occur in PEM-
FCs with PtRu catalyst [244] but have not been observed inIPESAvith Pt electrodes
before. In order to elucidate this, detailed measuremeets discussed in Sectibn 6.1.

In a first measurement series, the influence of CO concemtrati the behaviour
of the oscillations was analysed. Higher CO concentratizere found to increase the
oscillation frequency because of enhanced CO adsorptiin [9

In a second measurement series, the influence of the celetamope was investi-
gated. By means of activation energy analysis, a differghience of the temperature
on the oscillation frequency has been found for Pt catafst(40.5+0.6 kJ mot )
compared to the previously reported case at PtRu=(&0.9 kJ mot?) [244]

Additionally, oscillations were found in $40, operation, too. They occur if the
anode overpotential is forced to increase until the onstnial for CO oxidation is
reached. Nevertheless, in technical fuel cells operatéd passive loads, the anode
overpotential does usually not reach such high values,useca large fraction of the
cell overpotential is caused by cathodic and ohmic losses.

As an additional side effect, an increase in Tafel slopgsatz 350 mV was ob-
served in some of the galvanostatic polarisation curve®. Aypotheses for the occur-
rence of a second Tafel slope were drawn: on the one hand gyr@¥tky mechanism
could enhance hydrogen adsorption at higher overpotenbal the other hand, spa-
tial distributions of the overpotential could lead to lo€&®D oxidation and thus to
enhanced hydrogen oxidation in parts of the reactor (e.dewuthe ribs, where CO
transport could be diffusion limited).

After the analysis of the CO oscillations, a suitable wogkpoint for the intended
NFRA measurement could be determined. A working point wamdothat lies re-
lieably in the non-oscillatory region and simulates a sdenat beginning CO poison-
ing. At this working point, the influence of carbon monoxidetbe NFRA spectra of a
PEMFC was measured. The main features of the NFRA spectitagd0© poisoning
could be identified. Those features can be useful for theithgtate CO poisoning
from other effects and will be used in Chagterl 7.3 to develspexific strategy for an
unambiguous diagnosis.
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Finally, the NFRA approach was complemented by a simplified@hfrom liter-
ature [83]. Simulations using the original model paraneetesulted in NFRA spectra
in reasonably good agreement with the measured spectrehedome hand, this com-
parison validated the experimental approach as well ashmretical simplifications
of the model. On the other hand the model was simple enoughaacah analyt-
ical derivation of the NFRA spectra and a theoretical evadmaof these would be
possible. Nevertheless, the model was reviewed criti@adty simplifications and lim-
itations were explained and validated. Suggestions fonegfent and extensions of
the model were given.
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Chapter 7

Dehydration Phenomena in the
Differential H o/Ho Cell

After the detailed analysis of CO poisoning, in this chamtenydration phenomena
are investigated in the differentiabHH, cell setup. The aim is to gain a complete and
thorough understanding of the preliminary observationderia Chapterls. Therefore,
in the next section experimental NFRA spectra of the difiged cell under dehydra-
tion are discussed. It is seen that dehydration does notleati/to an increase of the
electrolyte resistance in the membrane as expected butoatgsstrong increase of the
reaction resistance caused by the decreased proton coviijuct the catalyst layer.
Modeling work described in Sectidn 7.2 is used to obtainerunderstanding of the
observed dehydration phenomena. Finally, the NFRA spettdahydration and CO
are compared in Sectidn 7.3 and key features which can beassedfingerprint” for
diagnosis are identified.

7.1 Experimental Results

In the following, the experimental NFRA spectra, which webtained with the differ-
ential Hy/H, cell described in Chaptér 4.2, are presented and discussBayure[7.1,
the first order frequency response functioyyHheasured at different fuel gas humidi-
ties is shown. K, represents the linear frequency response of the systenhereddre
is identical to the classic electrochemical impedancetspec(EIS) [9,217].

In principal, the EIS spectra of a differentiajtH, cell consist of 2 arcs, which can
be attributed to the hydrogen adsorption step (Tafel stejpmafrequencies of about
1 Hz and to the charge transfer reaction (Volmer step) at frigfuencies of several
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Figure 7.1: Nyquist plot of measured first order FRHt various gas humidification
levels (black = 55% rh, red = 35% rh, green = 22% rh).

kHz, as discussed by Ciureanu et al.|[13,/213] 263]. The higduency limit of the
impedance, i.e. the intersection of the Nyquist plot witl thal axis, represents the
sum of electrolyte and ohmic resistance of the ¢ell [194].

The most expected change visible in the EIS spectra in Figudrés the increase
of the electrolyte resistance, because the protonic eegistof the Nafion membrane
strongly decreases at lower humidification of the fuel gds/64,)270]. Neverthe-
less, the increase of the electrolyte resistance has onlynarnmpact compared to
the strong increase of the charge transfer reaction rasistavhich is visible as the
diameter of the first arc of Nyquist plot in Figure I7.1. Additally, the smaller low
frequency arc of the Tafel step is slightly increasing. Ehesanges are not intuitively
understandable. A hypothesis is that dehydration leadstimag decrease of the pro-
ton conductivity of the Nafion phase within the catalyst lay&ith this, the protonic
connection of the catalyst sites to the membrane is deae&specially active sites
with a long protonic path to the membrane are affected andhinigcome inactive.
This effectively leads to a loss of the active area of thelgstaTherefore, the charge
transfer reaction resistance increases, which becomiéeviis the EIS spectrum.

Because the increase of the reaction resistance is the nteststing feature, in
the following all H, ; spectra will be shown in an iR-corrected form, in which the re
action resistance is better visible and directly comparaletween different measure-
ments. Additionally, iR-correction is typically used inSEbecause the information
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of the phase angle is more pronounced and better visiblg.[IT98 iR-correction is
calculated according to:

H{'%—corrected ((.U) — H{?Oeasured ((.U) _ RQ (71)

where R, is the sum of membrane and ohmic resistances. It is detednfiiom the
high frequency resistance of the impedance. SiRgds a linear resistance, the iR-
correction affects only the linear spectraféf, but does not influence the higher order
spectra likeH .

In Figured 7.Pa—c the magnitude, phase angle and Nyquistflbe iR corrected
NFRA spectra of H, are shown. The key features caused by dehydration phenomena
are the increase of the magnitude of Hover the whole frequency range and the
increase of the reaction resistance visible in the Nyqudt p

Next, the spectra of &}, shown in Figure§ 7]2d—f are discussed. The magnitude
of Hy ¢ under dehydration (Figufe 7.2d) shows an increase over tiwdewrequency
range, while the phase angle (Figuré 7.2e) increases iothzéquency range, is con-
stant in the mid frequency and decreases slightly in the fnegjuency range. The plot
of imaginary vs. real part of &, in Figure[7.2f shows a spiral in clockwise direction
with increasing frequency through the fourth, third andosecquadrant of the plot
ending into the point of origin at high frequencies. The d#en of the spiral increases
under dehydration conditions. Note that the data f Hre rather noisy, because the
magnitude of H is only small in all cases of dehydration.

7.2 Simulation of Dehydration Phenomena in the
Catalyst Layer

In this section, a model is developed for describing the keyures of the experimental
NFRA spectra under dehydration operating conditions. Tde  to keep the model
as simple as possible in order to be able to efficiently cateuthe interesting NFRA
spectra. As described in Chapter|6.3, a simple 0D Model wistatexplain the key
features of NFRA spectra under CO poisoning. This model akesrt as the basis to
describe the electrochemical hydrogen oxidation reaeiahthe hydrogen adsorption
and desorption processes.

In order to model the observed main effect of dehydrati@n the increase of the
reaction resistance as discussed in Se¢tidn 7.1, the pratasport within the catalyst
layer was included. This led to a 1D model with a spatial cowat in sandwich
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direction. With this, the model is able to explain and repice the main processes
leading to the key features of the NFRA spectra, althougs itat a comprehensive
fuel cell model.

Model Equations

In the following, the reaction scheme of the model will be laxped. Anode charge
balance equations for the electron and proton conductiaggshand the electrochem-
ical double layer are given. A surface material balance essary to describe the
hydrogen adsorption and desorption processes. Subséqtieakinetic equations for
hydrogen oxidation, adsorption and desorption are givanally, the equations for
cathode and membrane overpotential and the cell voltagexatained.

Springer et al.[83,207] suggested the following anode bgen oxidation reaction
network:

ads

1

—Hy+ Pt = (H-Pt) (7.2)
2 ,r,des

(H-—Pt) — Pt+H" +e (7.3)

wherer{ds, ries androf are the rates of hydrogen adsorption, desorption and éaidat

This reaction network consists of the potential indepehtigdrogen adsorption
(Tafel reaction, Equation 4.2) and the subsequent hydrogéafation (Volmer reac-
tion, Equatior 7.3). These two reactions are known to desdhie HOR well at small
overpotentials. Nevertheless, at potentials ale¥80 mV a potential dependent hy-
drogen adsorption (Heyrovsky reaction) becomes impo[gaib,257]:

Hy+Pt - Pt—H+H"+e (7.4)

Such high anode overpotentials can be reached for examphkesaof CO poisoning
with surface coverages higher th@go > 0.6 [256]. However, the current analysis
of dehydration without the presence of CO focuses on the lsvpmtential region,
therefore the Heyrovsky reaction is neglected. If neags#tacould be included using
dual pathway kinetic models as suggested in [255, 257].
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On the cathode, the hydrogen evolution reaction takes place

red
TH

1
H+ +e — §H2 (75)

Since it is known that the symmetry factor for the Volmer teacis about 0.5, the rate
constant for the backward reaction is assumed to have the galwe as the forward
reaction (Equation 713). Additionally, the hydrogen desion step is neglected at the
cathode, since the hydrogen desorption rate constant ig 4660 times higher than
the hydrogen oxidation rate constant/[83].

After the discussion of the reaction scheme, the anode bakguations for charges
and materials shall be explained. The charge balance indfierNphase of the catalyst
layer can be described under the assumption of electraiigyts follows:

B 0 i O
0 = &( Kll a) —+a -t (76)

2
whereg, is the potential in the Nafion phasqe,ff is the effective conductivity of the
Nafion phase in S m, . is the charge flux in A )2 anda is the internal active surface
area innj,, m=3.
The boundary conditions to solve this equation under galstatic or potentio-
static operation are given by:

91 =0 Vit (7.7)
0z |,_,
eff 3¢1 o . .
—ry T — = deert (1) Vit (galvanostatic) (7.8)
0z |,
G (z=L,t) = Omal(t) Vit (potentiostatic) (7.9)

werei..; is the cell current density in A ggi’;)m ande¢,, ., is the anode potential at the
catalyst-membrane interface, i.e. the cell voltage mimgesdathode and membrane
overpotential.

The potential distribution inside the electron conductpimse is neglected, be-
cause of the high electronic conductivity compared to treqmic conductivity. A
uniform potential is assumed:

¢s(2,t) =0 Vz,t (7.10)

If the electron conducting phase shall be taken into ac¢t@tfollowing formulation
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might be used instead:

0 0]
— _ 2 _efrZPs )
0 P < K, ) +a-t (7.11)
%/_/
Boundary conditions:
995 =0 Vit (7.12)
0z | _;
ps(z=0,t) = 0 Vi (7.13)
The charge balance for the anode double layer is given as:
aA(ba ox
Cdlﬂw L — FTH (714)
with:
¢l = ¢s - A¢a (715)
Na = A¢a - Acbg’ref (716)

wheren, is the anode overpotential in V ang, , is the double layer capacity in F i
Since the oxidation rate of hydrogeff is dependent on the catalyst surface cov-
erageO, a material balance for hydrogen is used to describe theragee
aCcat—ag)tH = a (’f’(;{d . — T?f) (7.17)
There, the adsorption raté¢ is dependent on the hydrogen concentration in the gas
pores. Since the pore gas transport had no significant irtfifuen the spectra, it was
assumed to be fast. Therefore the hydrogen concentratibe gas pores was assumed

to be identical with the bulk concentration in the channel:
cm, (2,t) = cg, (t) Vo2, t (7.18)

Alternatively, a more rigorous mass transport model basetthe Stefan-Maxwell ap-
proach can be used. Therefore, instead of assuming coustacgntrations across the
catalyst layer, Equatidn 7./18 can be replaced by:

eagtn = —6%9H2+0H2a (7.19)

with:
oy = (s = H3) (7.20)
(7.21)
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Boundary condition:
ca(z=0,t) = Vit (7.23)
The water concentration profile follows from:
p
CHy,O = ﬁ — CHy (724)

The overall flux follows from the total mass balance (conspaassure and tempera-
ture is assumed):

0 = —eﬁgtjtaaHQ (725)
0z
Boundary condition:

g(z=1Lt) = 0 Vit (7.26)

Maxwell-Stefan mass transport kinetics:
0 — _3$H2_$H209H2 ;f$H29H2o (7.27)

aZ ctD;QHQO
0 = Y ga—9s (7.28)
Ty = Cma/C (7.29)
¢ = p/RT (7.30)

This approach has been used to verify the previous assumgitiast mass transport
in the gas pores.
For the hydrogen oxidation (Equatibn7.3), a Butler-Volrkieretic equation with

a = 0.5 was assumed according to [83]:

o = Oyke2sinh (Z—) (7.31)

h
Note that the sinh formulation of Equatibn 71.31 is not an éxaathematical conver-
sion of the Butler-Volmer equation:
or anF’ (1 —a)nF

Ty = ken <@H CeXp (ﬁna) — ben,©p €xp (_Tna>> (7.32)
where an additional parametky, would be necessary. To avoid this, the hyperbolic
sine is used as an approximation (similar to the Tafel eqoati With the sinh, an
error in the second term is made, i.e. the backward readitaken into account with
a wrong prefactor 0By, a value between 0 and 1. Therefore, the error is between
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0 and 100% of the backward reaction, which is a better appration than the Tafel
equation, which always neglects the backward reaction 696.0An additional ad-
vantageous qualitative feature is that the sinh functiorer® at zero overpotential,
whereas the Tafel equation gives a current flow even at zexpotential.

The hydrogen adsorption and desorption rates can be dedanitbh a Langmuir
isotherm[[83, 253]:

r = kg ey, RT-(1-Op) (7.33)
Tjrl{es = kfh . bfh : @?g (734)

Since the focus of the current work lies on the anode proseisecathode is modelled
in a very simple way in order to keep the model as simple asilpessBecause of
the large exchange current density of the cathodic hydreyetution reaction, the
cathode can be seen as a pseudo-reference electrode gfewatant potential [269].
Therefore, the cathode has no significant influence on tlegrdéted spectra. A charge
balance is used to describe the electrical behaviour:

dAg. —leell
dt a- L.
wherelL. is the thickness of the cathode catalyst layer. The hydrogguction rate is
described with a Butler-Volmer equation similar to the amdult under the assumption
that the hydrogen desorption step is fast and negligiblepeoad to the reaction step.
Therefore, the concentration dependence is neglectee.tNaitin this case the Butler-
Volmer equation can be mathematically correctly combimeithé sinh function:

+ Fried (7.35)

rred = kep2sinh (Z—) (7.36)
h
Ne = Aéc_Aégref (737)

The membrane voltage drop is described by the membrane ctwiduaccording
to [64]:
dp .
Apm = —icen (7.38)

m

K = 1.3x 10 %exp (14 - ap,0*?) (7.39)

With this, the cell voltage can be calculated from the anedéhode and membrane
overpotential:

Ucell = A‘bc - Agbm - A¢a
= Aéc - Aém - (0 - ¢m,a> (740)
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Table 7.1: Kinetic parameters of Springer et lal. [83] andveasions used (asterisk in
the conversion equations marks the original values)

used value conversion original value
b, 0.06 V no conversion 0.06V
by, 0.032V no conversion 0.032V
bteo 1.53x1073 Pa unit conversion 1.5110°% atm
ben 5.0662<10! Pa unit conversion 0.5 atm
Kec 5.1821x 107 mol m; 2% s~2 kee = k¥./(€°2F) 108 Acm2
ke 0.4146 mol M2 s2 kew = K2,/ (¢°F) 4 Acm2
ke 1.0229<10°° mol m; 2 s—2 ken =k, /(e F) 10 Acnm? atn!
k tho 4.0915<107% mol m; 2 s72 ken =k, /(e F) 4000 A cnt? atn*
D 5 no conversion 5
d(AGeo)/RT 6.8 no conversion 6.8
J(AEy)/RT 4.6 no conversion 4.6
WNafion 0.1 according to preparation
€ 0.7 assumed
T 2 [271]

Model Results

In Figure[7.8 numerical simulations of NFRA spectra with thigjinal parameter set
of Springer et al.[[83], summarised in Talle]|7.1, are shownthkese simulations,
the effective proton conductivity of the polymer phase ia tatalyst layer’/ was
calculated from the protonic conductivity of bulk Nafion aoding to Equation(7.39),
as well as from the Nafion content of the catalyst, ;;.,, the porosity of the catalyst
layere and the tortuosity factor:

/f?ff = meNafion(l - E)/T (741)

With this parameter set, the model is able to describe thddayres of dehydration
gualitatively well, although a further parameter refinetresdiscussed later is neces-
sary for a quantitative agreement of experiments and stioalan Figures 7.3a—c the
linear H, , spectra under dehydration are shown. The key feature isithesgse of the
reaction resistance, visible as increasing diameter ofNyguist plot in Figuré_7.3c
and as increase of the magnitude af\HFigurel7.8a) in the whole frequency range.
Additionally, the key features of the second order FRF, Hnder dehydration are
described by the model as well. The magnitude is increasiagtbe whole frequency
range (Figuré_713d) and the phase angle changes in the leghefincy region from
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Figure 7.3: Simulated and iR corrected NFRA spectra withottiginal parameter set
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Inset in (c) is a zoom of the spectrum at 55% rh.
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Table 7.2: Fitting factors for dehydration

parameter 70C 60°C 50°C
Ceat [pre — factor] 1.5 15 700
ksnlpre — factor]  2.05 x 107* 1.7 x107% 4.0 x 1072

-90r to -270 (Figure[7.8e). Thus, the model describes the high frequendyof the
Nyquist plot of H, o (Figurel7.3f) well, i.e. the path of the spiral through thedtand
second quadrant into the point of origin.

As mentioned, the model quantitatively underestimatedrtbeease of the reac-
tion resistance (compare Figurel7.3c 7.2c). This mightaused by neglecting
the water transport in the polymer phase of the catalystr|aykich would lead to
an additional dehydration of the Nafion network and to a ithigtron of the protonic
conductivity. This would result in a much smaller effectpy@tonic conductivity-cfff
than estimated with Equatioris (7139) and (¥.41).

A first attempt to fix this problem was done by fitting the vaItienﬁff (see Fig-
ure[7.3). Therefores!// was multiplied by a fitting factor of 7, 0.35 and 0.085 for
the cases of 55% rh, 35% rh and 22% rh, respectively. Thusntigel provides the
correct diameter of the Nyquist plot of,lj (Figure[7.4a) and the magnitude of §
is fitted well in the mid to high frequency region (Figlrel?.4H, , does not change
gualitatively, but fits quantitatively better in the casehafh and medium hydration
(see Figuré 7]4d—e), i.e. 55% rh and 35% rh respectively.

Additionally, there is a small misestimation of the hydrogelsorption rate con-
stantky, in the original parameter set. The hydrogen adsorptionistejgible as the
additional small arc in the Nyquist plot ofld (Figure[7.2c) and the path of the, 5
spiral (Figurd 7.Pf) from Oto -9C°. In the original model, were anodic CO poisoning
is included k), is dependent on the CO coverage (Temkin isotherm). In theepice
of CO, the value of, decreases strongly. This decrease might be slightly otreres
mated, which is counterbalanced by a very high initial vaitig, in the absence of
CoO.

To illustrate this aspect, in Figure 7.5, a NFRA spectrunhiited &, value is
shown exemplarily for the case of high dehydration (22% Nwte that a change of
ks, i.e. a decrease of the hydrogen adsorption rate constasttohbe counterbal-
anced by the corresponding dynamic parameters in ordergp #e time constants
of the processes constant. Therefore, the fit gfled to the parameter set shown in
Table[7.2. Whert /), is adjusted, the second arc in the linear spectrum;gfisl mod-
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eled well and magnitude and phase afyHit well in the low frequency region (see
Figurel7.5a). With the adjustment bfj, also H, o is described qualitatively better (see
Figure Z.5b), because the spiral is extended in the low &negyregion with a 90turn
through the fourth quadrant of the Nyquist plot. Although thagnitude of this addi-
tional turn does not fit quantitatively, it is qualitativedgtter described. Adjustment of
additional parameters and the inclusion of water transpdtte catalyst layer would
probably lead to a quantitative improvement. To do so, thierdgnation of additional
parameters from further experiments would be necessary.

7.3 Comparison of Key Features of NFRA Spectra un-
der CO Poisoning and Dehydration

For sake of completeness, the measurements of NFRA spéthmld,/H, cell under

CO poisoning from Chaptér 6.2 were iR-corrected and are showrigurel 7.6. The
linear spectra of I, show an increase in magnitude over the whole frequency range
and an increase of the reaction resistance in the Nyquist$foilar to the spectrum
under dehydration. A slight difference to the spectra umérydration is the splitting

of the high frequency arc of the hydrogen oxidation readitio two arcs with slightly
different time constants. The additional time constant Alscomes visible in the plot
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Figure 7.6: Measured and iR corrected NFRA spectra at var@mode CO content
(black = 0 ppm CO, blue = 20 ppm CO, magenta = 100 ppm CO) andamtrelative
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of the iR-corrected phase plot (Figurel7.6b), where a slijgtieau occurs. The first
time constant at high frequencies can be attributed to thR itRing place at surface
under steady-state CO coverage. The second time constanttfrequencies corre-
sponds to the HOR taking place at a surface with dynamichliynging CO coverage.
This hypothesis was supported by modeling work in Chdptér Blowever, the two
time constants are very close to each other and are bardbeviis the spectra because
they strongly merge into each other. Therefore, this feaivery difficult to use for
diagnosis.

Nevertheless, the second order frequency response fartdtipshows additional
features, which might be useful for the discrimination betw CO poisoning and de-
hydration. The magnitude of4g in Figure[7.6d increases over the whole frequency
range, qualitatively similar to the case of dehydrationwdweer, the quantitative in-
crease of the magnitude of,ll in relation to the magnitude of H is stronger in
case of CO poisoning than in case of dehydration. Comparex@ample the change
from O ppm to 20 ppm CO (black and blue curves in Figlres 7.6d7abd) with the
change from 55 % relative humidity to 35 % (black and red cumJeigured 7.Pa and
[7.2d). In both cases, the first harmonic changes in magnftode 0.6x10~° Om=2
to 2x 1075 Om~2, i.e. the performance loss is about equal. But the seconddric
changes about two orders of magnitude in the case of CO pgogbnt less then one
order of magnitude in the case of dehydration.

In addition to this quantitatively different behaviour dletmagnitude of ki, the
phase angle shows a clear qualitative change: while underai@r dehydrated con-
ditions the phase angle starts at small negative values ecreéakses further, in case
of CO poisoning the phase angle undergoes a change fromvpogiues at about
90 at low frequencies until it reaches the same negative vas@s the case without
CO poisoning. Therefore, in the Nyquist plot, the spiral Aaasadditional 90turn. It
starts in the first quadrant and runs clockwise through fiostith, third and second
guadrant. Therefore, in comparison to dehydration, theaksgoes not only increase
its diameter but also significantly increases the phasesahgbugh which it runs.

7.4 Conclusions

In this chapter, the influence of dehydration phenomena er\tRRA spectra of a
PEM fuel cell was investigated in a tailored experimentalige A differential fuel
cell design was used in order to avoid spatial distributi@iosig the channel. #H,
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operation eliminated the masking effect of the cathode andlad water production
within the cell.

With this setup, NFRA spectra were measured at differentgas humidification
levels. The measured lineas KHispectra are equal to classic EIS spectra. Under dehy-
dration, those K, spectra showed not only an increase in the membrane resgsdan
expected but also a strong increase in the reaction resestak hypothesis was that
dehydration leads to a strong decrease of the proton canityicff the Nafion phase
within the catalyst layer. As a result, the protonic conioecdf the catalyst sites to
the membrane is decreased. Especially active sites with@peootonic path to the
membrane are affected and become inactive. This leads ssari@ctive area of the
catalyst and with this to an increase of the charge trans#aation resistance.

This explanation was supported by the results of the madglliork, in which the
proton transport within the catalyst layer was incorpatatgo the OD model of the
differential H,/H, cell in Chaptei 6.3. It was seen that the decreasing protmrie
ductivity within the catalyst layer leads to an increasehaf teaction resistance in the
linear spectra. Additionally, the qualitative behaviofitlee second order FRF 44,
i.e. an increase in magnitude over the whole frequency range described by the
model as well. Nevertheless, the estimated decrease offdéntivee protonic conduc-
tivity caused by the decreased gas humidification was néiteuft to quantitatively
explain the increase of the reaction resistance. A furteerehse of the effective pro-
tonic conductivity of the polymer phase was necessary th@taxperimental data.
This additional loss in protonic conductivity might be cadsy the electro-osmotic
water transport in the catalyst layer, which further desesahe water content of the
polymer phase and thus the protonic conductivity.

Finally, the key features of the NFRA spectra under dehyaimavere compared
to those of CO poisoning from Chapfer6.2. It could be seenchahe one hand the
linear H, o spectra, i.e. the electrochemical impedance, shows sifedéures. There-
fore, EIS spectra are difficult to use for an unambiguousrthags of dehydration and
CO poisoning. On the other hand, the second order frequ&sponse function &,
shows qualitative as well as quantitative differences betwboth cases. Especially
the phase angle of 44 in the low and mid-frequency range changes strongly under
CO, whereas it is constant under dehydration. Addition#lg magnitude of &, in
relation to the magnitude of I§ changes much stronger in case of CO poisoning than
under dehydration.

These nonlinear features of the second order FRF can be arsadliiscrimination
between CO poisoning and dehydration in the course of an bigaious diagnosis of
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PEMFCs.
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Chapter 8

Summary and Conclusions

In this work, the suitability of nonlinear frequency resperanalysis for the diagnosis
of PEM fuel cells has been investigated. NFRA is a promisipgreach because it is
applicable in-situ and during operation and can be easiplémented. In the current
work, NFRA has been applied for the analysis of fuel cellstha first time. With
NFRA, itis possible to diagnose critical states of fuelsglhich might lead to perfor-
mance loss, increased degradation or even damage of theespiecially, reversible
critical states are of interest because they can be coateerhy a change of the oper-
ating conditions. Therefore, this work focused on the nmogtdartant reversible critical
states resulting from defective water management, i.eydtation and flooding, and
from fuel gas impurities, especially CO poisoning.

For a diagnosis of such critical states, NFRA uses a sinatpéiturbation to anal-
yse the electrical input-output behaviour of the systenmeumestigation. In contrast
to classic methods like EIS, which use a small perturbatrapldude to analyse the
system in a quasi-linear range, NFRA uses elevated amp§ttm analyse the linear
as well as the nonlinear input-output behaviour of the systdhe additional non-
linear information obtained with NFRA is useful for modesdiimination, parameter
estimation and diagnosis.

In the first preliminary experiments of the current work, Nk&oectra were mea-
sured in a PEMFC under dehydration, flooding and CO poisocamglitions. A sim-
plified mathematical NFRA approach with a carefully chosertyrbation amplitude
was used. With this approach, it was possible to determisedird second order fre-
quency response functionsl/{, and H, () simultaneously in one measurement with
the same experimental effort as classic EIS. With those uneasents, it was validated
that the first order FRF#, ( are identical with the EIS spectra, as expected from the-
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ory. Under flooding conditions, these first order spectravstbclear features (i.e. an
increase in mass transport resistance) which can be usgehtify flooding. However,
for dehydration and CO poisoning it was found that undeageperating conditions
these linear spectra show similar qualitative changestefbie, the linear spectra are
not sufficient for an unambiguous diagnosis. Neverthetbgssecond order FRH-
showed different qualitative changes under dehydratiahG@ poisoning conditions.
This gave the hint thakl, , might be used for the discrimination of these two states.
Thus, an unambiguous diagnosis would be possible.

These observations motivated a further and more detailelysia of the cases of
CO poisoning and dehydration. The aim was on the one handtibycivhy the lin-
ear spectra showed similar behaviour in both cases and oothiee hand to analyse
the possible use of the second order spectra for a discrilmmen more detail. To
do so, a combined experimental and modelling approach wadapeed. For this, a
special experimental setup was designed: the differedtidd, cell. In this approach,
H./H, operation was used to avoid the masking effects of the slalodi reaction
by exchanging it with the hydrogen evolution reaction. keriore, the differential
cell design avoided along-the-channel effects and coratort gradients. This ex-
perimental setup made a simplified modelling approach ptessivhich allowed the
numerical calculation of the NFRA spectra.

The differential H/H, cell was used to measure NFRA spectra under CO poison-
ing conditions. For these measurements, a working pointalasen that simulates
a scenario of beginning CO poisoning, which is most relef@ntiagnosis. The in-
fluence of the CO content in the fuel gas on the first and secodet dNFRA spectra
(H, 0 and H, o) was investigated. Finally, key features of CO poisoninthenNFRA
spectra have been identified.

In addition to the experimental investigations of CO poiagna simplified model
from literature could be used to simulate NFRA spectra u@i@rmpoisoning numer-
ically. These simulated NFRA spectra were in reasonablydggreement with the
experimental spectra. It was seen that the experimentabgroed key features of
the NFRA spectra under CO poisoning are based on the mainamisoh of CO poi-
soning, i.e. preferential adsorption of CO to the activalyat sites, which leads to
site exclusion and decrease in catalytic activity for thdrbgen oxidation reaction.
However, small discrepancies between experimental ancenicah spectra were dis-
cussed and could be attributed to model simplifications ardrpeter inaccuracies.
Unfortunately, within the scope of this work these problerosld not be fixed on the
basis of the experimental NFRA data alone. However, suggestor refinement and
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extensions of the model were discussed.

Finally, dehydration phenomena were analysed with the NERproach in the
differential Hy/H, cell. At first, NFRA spectra were measured at different s\l
fuel gas humidification. Under dehydration conditions, meréase in the membrane
resistance was expected and observed. However, this s&cweas negligibly small
compared to the observed increase of the reaction resgstauinich caused the main
losses under dehydration conditions. A hypothesis forltkisaviour was that dehy-
dration decreases the proton conductivity of the polymecteblyte phase within the
catalyst layer. This leads to a decrease of the protonicexiian of the catalyst sites
to the membrane. Especially active sites with a long pratpaith to the membrane
are affected and become inactive. This results in a losstafeaarea and thus to an
increase of the reaction resistance.

To confirm this hypothesis, a modelling approach was usedrefbre, a model of
the differential H/H, cell which included the proton transport in the catalyselayas
developed. With this model, NFRA spectra were simulatedemigally for different
levels of fuel gas humidification. It was seen that the destngpprotonic conductivity
in the catalyst layer leads to an increase in reaction sggistin the linear spectra, as
observed previously in the measurements. Additionally,dimulated second order
spectra ofH,, showed the same qualitative changes as in the measurenttms.
ever, although the model could explain the key features ®NRRA spectra during
dehydration qualitatively, it was not sufficient to repneisguantitatively the increase
of the reaction resistance. This was because the estimaititve decrease of the ef-
fective proton conductivity on the basis of the decreasechganidification alone was
not sufficient. A further decrease of the effective protonductivity was necessary to
fit the experimental data. This additional loss in protondrartivity might be caused
by the electroosmotic water transport in the catalyst laybich decreases the water
content in the polymer electrolyte further than estimatedifthe humidification level
alone.

Finally, the key features of the NFRA spectra under dehyatliatnd CO poisoning
in the differential H/H, cell were compared. It was seen that in both cases the lin-
ear H, o spectra show similar features (i.e. an increased reactisintance caused by
a decreased active area). Therefore,ihg spectra are difficult to use for an unam-
biguous diagnosis. However, the second order frequenppnsg functiorf, , shows
guantitative as well as qualitative differences which nhjgimcipally be used for a dis-
crimination between CO poisoning and dehydration in thes®of an unambiguous
diagnosis in PEMFCs.
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Nevertheless, in conclusion it has to be mentioned that thetipal measurement
and determination of the HFRF and the correct interprataticthe NFRA spectra is
a complex and difficult task. Even in the very simplified systef the differential
H,/H, cell, a careful experimental procedure for measuring thRABpectra is nec-
essary, especially with regard to the determination of treect amplitude, noise and
reproducibility of the measurement.

In the modelling work, it was seen that especially the higirdier FRF are more
prone to parameter inaccuracies. Additionally, with masenplex models the effort
for the analytical and numerical determination of the NFRA&ra increases strongly.
Finally, the higher order frequency response functionsvsimach more complex be-
haviour and cannot be directly related to physical effegtsch makes their interpre-
tation difficult and less comprehensible.

In addition to the main topic of NFRA for diagnosis of PEMF@ssecond im-
portant side aspect was investigated in the current workinQuhe first experiments
with the differential H/H, cell under CO poisoning, autonomous potential oscillaion
were observed for the first time at a Pt anode in a PEM fuel ¢tela first measure-
ment series, the influence of CO concentration on the betasfdhe oscillations was
analysed. Higher CO concentrations were found to incrdesedcillation frequency
because of enhanced CO adsorption. In a second measuregriest the influence
of the cell temperature was investigated. By means of aativaenergy analysis, a
different influence of the temperature on the oscillatiaytrency has been found for
Pt catalyst (E = 40.5+:0.6 kJ mol!) compared to the previously reported case at PtRu
(E, = 60.9 kJ mot!) [244]. Furthermore, oscillations were found in/B, operation,
too. They occur if the anode overpotential is forced to iaseeuntil the onset potential
for CO oxidation is reached. Nevertheless, in technicdldaklls operated with passive
loads, the anode overpotential does usually not reach sghtvalues, because a large
fraction of the cell overpotential is caused by cathodic ehthic losses. However,
using the differential k¥H, cell approach these oscillations could be revealed.
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