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Abstract 
Energy storage is considered the backbone of the energy transition and one of the 

key elements on the path to a climate-neutral economy. To store thermal energy (i.e., 

heat and cold) on extended, predominantly seasonal time scales, several closed-loop, 

large-scale, ground-based, seasonal thermal energy storage facilities were built and 

scientifically monitored in the past decades. These serve to enable a high share of 

strongly fluctuating renewable energies in innovative heating/cooling systems. 

However, this technology has so far been established mainly in Germany and Central 
Europe. Despite constant advancements in various areas, critical challenges remain 

that hinder global market availability. 

These challenges consist of technical weaknesses, especially insufficiently 

optimized building components, and uncertain, often overestimated storage 

efficiencies. This leads to economic weaknesses, e.g., if the surrounding energy 
system is not balanced and energy losses have to be compensated by increased 

primary energy consumption. Ultimately, interactions between seasonal storages and 

their environment are not sufficiently explored, causing shortcomings concerning the 

environment and ecology. Especially in the case of hydrogeological influences, the 

transition of lost thermal energy into the subsurface is important, and may even 

exceed regulatory limits. 

To overcome these weaknesses, the objective of this project is to develop different 

solutions strategies, and tools. Before that, the state of technology of seasonal 

thermal energy storage is evaluated, related to the technological types of Tank-, Pit-, 

and Water-Gravel Thermal Energy Storage. Within this study, an analysis of 31 sites 

reveals best practices and new research perspectives. Based on this analysis of 
research and development over the past decades, research questions are identified in 

detail and weaknesses of existing systems and components as well as potentials for 

further technical development are identified. 

To mitigate the identified weaknesses of the storage membrane, a series of 
laboratory tests is presented. They involve small-scale tests to investigate the usability 

of an innovative combined insulation and sealing using paraffin wax. Using this latent 

storage material in an extended storage envelope proves to offer large potential. On 

the one hand, the phase change effect can effectively be used to reduce energy losses 

and buffer peak loads. On the other hand, a second effect is demonstrated: A self-

healing feature through liquefied paraffin wax closing local defects in the sealing. 

Within another technical focus of the project, a new, component-based, numerical 

model for the simulation of crucial storage processes is presented. Due to its flexible 

parameterization, the model can be used to optimize the planning of seasonal thermal 

energy storage under variable site conditions. As an example, the new model is used 

to analyze trends of storage efficiency caused by different design changes (e.g., 
insulation thickness, and material selection). The results provide the basis for deriving 

general design advices. The model allows fast analyses of a range of scenarios to 

investigate sensitivities, thereby enabling optimization of storage designs. 

In addition, an enhanced simulation framework is presented to improve the 

accuracy of operational predictions. By coupling the previously developed model for 
the internal storage structure to a high-resolution, numerical, multi-physical model, 
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the operational behavior of a seasonal storage facility as well as hydrogeological and 

other environmental boundary conditions are captured. The results of a parameter 

study reveal how different environmental conditions (especially hydrogeological 

conditions) can affect seasonal thermal energy storage systems — and that common 

process simplifications can otherwise yield significant deviations for achievable 

performance parameters. 

Ultimately, the results of the different innovation steps are synthesized and 

contrasted to the identified weaknesses, and perspective approaches for further 

optimization are presented. Altogether, this thesis represents a multidimensional 

contribution to the further development of artificial, ground-based, multifunctional, 

long-term thermal storage facilities. 
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Kurzfassung 
Energiespeicher gelten als Rückgrat der Energiewende und eines der 

Schlüsselelemente auf dem Weg zu einer klimaneutralen Wirtschaft. Zur Speicherung 

thermischer Energie (d.h. Wärme und Kälte) auf längeren, vorwiegend saisonalen 

Zeitskalen, wurden in den vergangenen Jahrzehnten zahlreiche geschlossene 

großskalige, erdgebundene, saisonale thermische Energiespeicher gebaut und 
wissenschaftlich begleitet. Diese dienen dazu, einen hohen Anteil stark fluktuierener, 

erneuerbarer Energien in innovativen Wärme-/Kältenetzen zu ermöglichen. Dennoch 

ist diese Technologie bisher vor allem in Deutschland und Zentraleuropa etabliert. 

Trotz konstanten Weiterentwicklungen in diversen Bereichen verbleiben kritische 

Herausforderungen, die eine globale Marktverfügbarkeit behindern. 

Diese Herausforderungen bestehen aus technischen Schwächen, vor allem aus 

nicht hinreichend optimierten Baukomponenten und unsicheren, oft überschätzten 

Speichereffizienzen. Dies führt zu ökonomischen Schwächen, z.B. wenn die Lasten des 

umgebende Energiesystem nicht ausgeglichen werden können und Energieverluste 

durch höhere Primärenergieverbrauche kompensiert werden müssen. Zudem sind 

Wechselwirkungen zwischen Saisonalspeichern und ihrer Umwelt nicht hinreichend 
erforscht, was Schwächen hinsichtlich der Umwelt und Ökologie verursacht. Gerade 

im Fall hydrogeologischer Einflüsse spielt der Übergang von Wärme in den Untergrund 

eine Rolle, wobei letztlich auch regulatorische Grenzen überschritten werden können.  

Um diese Schwächen zu überwinden, ist das Ziel dieses Projekts, verschiedene 

Lösungsstrategien und Werkzeuge zu erarbeiten. Zuvor wird der Stand der Technik 
saisonaler Wärmespeicher, bezogen auf die Technologietypen der Tank-, Pit-, und 

Kies-Wasser-Speicher evaluiert. Die Literaturstudie spiegelt dabei bewährte Verfahren 

sowie Forschungsperspektiven auf Basis von 31 Standorten wider. Diese Analyse der 

Forschung und Entwicklung der letzten Jahrzehnte bildet die Grundlage, um die 

aufgeworfenen Forschungsfragen im Detail zu identifizieren sowie Schwächen 

bestehender Systeme / Komponenten und Potenziale technischer Weiterentwicklung 

herauszuarbeiten.  

Darauf aufbauend stellen technische Forschungsarbeiten den Fokus des Projekts 

dar. Zur Minderung offenbarer Schwächen der Speichermembran wird eine Serie von 

Laborversuchen präsentiert. Sie beinhalten kleinskalige Tests, um eine innovative, 

kombinierte Isolation und Abdichtung mit Paraffin hinsichtlich ihrer Nutzbarkeit zu 
untersuchen. Der Einsatz dieses latenten Speichermaterials in einer erweiterten 

Speicherhülle zeigt dabei, dass dieses Konzept grundsätzlich großes Potenzial bietet. 

Einerseits kann der Phasenwechsel-Effekt effektiv genutzt werden, um Verluste 

thermischer Energie zu reduzieren und Lastspitzen zu puffern. Andererseits wird ein 

zweiter gewünschter Effekt demonstriert: Eine selbstheilende Eigenschaft entsteht, 

indem verflüssigtes Paraffin lokale Fehlstellen in Abdichtungen verschließt.  

In einem weiteren technischen Projektschwerpunkt wird ein neues, komponenten-

basiertes, numerisches Modell zur Simulation verschiedener Fragestellungen des 

Forschungsfeldes präsentiert. Mit seiner flexiblen Parametrierbarkeit dient dieses 

neue Modell zur Optimierung des Planungsprozess thermischer Saisonalspeicher 

unter variablen Standortbedingungen. In einer Studie wird das neue Modell genutzt, 
um Trends der Speichereffizienz zu analysieren, die durch unterschiedliche Design-
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Änderungen (z.B. Isolationsmächtigkeit, Materialauswahl) verursacht werden. Die 

Ergebnisse ermöglichen weiterhin die Ableitung allgemeiner Planungsempfehlungen. 

Dabei beweist das Modell seine Stärke, indem es schnelle Analysen einer Vielzahl von 

Szenarien zur Untersuchung von Parameter-Sensitivitäten ermöglicht und somit für 

die Optimierung von Speicherkonstruktionen geeignet ist.  

Darüber hinaus wird ein neues Modellierungs- und Simulationskonzept auf dieser 

Basis präsentiert, um die Genauigkeit von Betriebsvorhersagen zu verbessern. Durch 

die Kopplung des zuvor entwickelten Modells des internen Speicherbauwerks mit 

einem hochaufgelösten, numerischen, multiphysikalischem Modell werden sowohl 

das Betriebsverhalten eines Saisonalspeichers wie auch hydrogeologische und 
weitere Randbedingungen der Umwelt erfasst. Die Ergebnisse einer Parameterstudie 

zeigen dabei, wie verschiedene Umweltbedingungen (v.a. hinsichtlich Grundwasser-

bedingungen) auf saisonale thermische Energiespeicher einwirken können und dass 

die zuvor oftmalige Vernachlässigung dieser Prozesse zu signifikanten Abweichungen 

hinsichtlich erreichbarer Leistungsparameter führt.  

Schließlich werden die Ergebnisse der verschiedenen Studien des Projekts 

zusammengeführt und den identifizierten Schwächen gegenübergestellt und 

perspektivisch Ansätze für weitere Optimierungen vorgestellt. Insgesamt ermöglicht 

das Projekt so einen mehrdimensionalen Beitrag zur Weiterentwicklung 

geschlossener, erdgebundener saisonaler thermischer Energiespeicher.  
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1 Introduction 

1.1 Motivation: Thermal energy storage in the era of energy 
transition 

Secure provision of thermal energy plays a key role in everyday life. In particular, 

the industrial and residential sectors of Central Europe represent substantial 

consumers [1,2], and for instance in Germany, more than half of the energy is used for 

heating [3]. Thereby, conventional primary resources for energy production are 

becoming scarce, energy prices are rising, environmental standards are being 

tightened, and the demand for alternative energy sources is growing.  

The EUROPEAN UNION (EU) is committed to a fast decarbonization of the energy 

sector. This is not least defined by the Fit for 55 package [4] — as part of the 

RePowerEU plan [5] — and by the Green Deal [6]. In Germany, early efforts focused on 

the decarbonization of electricity, while the similarly important but more complex 

supply of thermal energy remained nearly overlooked [7]. Meanwhile, to reduce cost 
and the carbon footprint, the application of smart thermal energy systems that 

integrate multiple renewable energy sources is considered part of future heat supply 

standards. Due to the diversity of these sources, their integration for secure supply, 

however, is not trivial. The functioning and performance of a supply system need to 

be adjusted to the requirements of all sources and sinks. Meeting simultaneous 

heating/cooling demands of various sectors, such as residential and industrial, is only 
one challenge. To maximize benefits and minimize losses in such systems, production 

variations in the short and long term need to be compensated, and this may be 

achieved by thermal energy storage (TES) [8–10]. Therefore, innovative and cost-

efficient technological solutions for TES are key for achieving the ambitious 

international climate targets, such as underlined by the EC Recommendation on 

Energy Storage [11], identifying TES elementary for promoting stable, reliable, and 

low-carbon heat supply. 

TES enables peak shaving and minimization of total energy consumption. On the 

one hand, TES technologies are connected to sources for collecting energy when 

demand is low. On the other hand, they provide energy when there is high demand, 

but production cannot efficiently provide the desired loads. For minimizing relative 
heat loss in the long-term, especially large-scale TES is considered an essential 

component of future systems. A recent analysis [12] revealed a global TES market size 

of $ 22.6 billion in 2022. Further, this market is expected to have an annual growth rate 

of 8.9% from 2022 to 2032.  

The EU garnered the highest share of about 40% due to its described initiative on 
energy efficiency and renewable energy, the presence of key technology providers and 

a large number of users. Globally, the need for affordable low-carbon energy will even 

enhance the TES demand in the future. For example, as a consequence of increased 

energy use and employment of modern energy systems, especially the regions of 

North America and Asia Pacific are demanding suitable TES solutions.  
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1.2 Scope: Ground-based, closed-loop, large-scale seasonal 
thermal energy storage systems 

Thermal energy storage can be employed for different time scales (diurnal vs. 

seasonal), and short-term TES are nowadays common for individual buildings in 

residential and industrial applications. In contrast, large-scale, seasonal thermal 

energy storage (sTES, one or two cycles per year) technologies enhance the usability 

of decentralized, locally generated thermal energy to be supplied to local district 
heating and cooling (DHC) networks. By collecting excess energy from industry, data 

centers, solar thermal, or geothermal systems, options for enhanced sTES use arise. 

Therefore, ideal sTES solutions are economically attractive based on a high capacity, 

efficient heat transfer and low costs for environmentally favorable materials, and if 

they retain their efficiency even after decades of operation.  

The currently most common approach is sensible sTES, with water used both as 

heat carrier and storage medium [13]. One family of the technologies applied are 

geothermal solutions that utilize the natural subsurface (aquifer or borehole heat 

exchangers, ATES, BTES) or water-filled caverns (CTES) [14]. They are economically 

attractive but strongly dependent on the specific site conditions, e.g., shallow 

groundwater with minimum flow velocity for ATES, or ideally groundwater absence 
for BTES. As an alternative, to bypass these limiting factors, three concepts of artificial, 

ground-based, large-scale technology concepts for sTES have emerged: Pit Thermal 

Energy Storages (PTES), Tank Thermal Energy Storages (TTES) and Water-Gravel 

Thermal Energy Storages (WGTES) [15]. These different types are distinguished by 

their construction, the components used, as well as the applied materials: While PTES 

are large sloped pits, which are usually only sealed with a plastic liner, filled with 
water, and insulated at the top surface, TTES are more complex facilities with various 

geometries. Such geometries are enabled by the installation of static components, 

such as concrete walls. WGTES, in contrast, are distinguished by their two-component 

filling and thus more sophisticated loading systems. 

Such technically enclosed variants have been in the scope of extensive research 
programs for more than 25 years, including several pilot and demonstration facilities 

in Germany [16–18], Denmark [19], and Sweden [20]. These installations were 

designed mostly for the storage of solar energy from summer to winter, and many of 

them are still in operation. The gained experience with earlier variants of TTES, PTES, 

and WGTES has been the basis to further develop “4th-generation multifunctional 

systems”. These advanced concepts apply to a broader variety of use cases, not only 
for heating in residential areas, and they can respond better to variability in source 

availability and demand such as in industrial districts [13]. The evolution and further 

development of ground-based, closed-loop, large-scale sTES is fundamental for 

reliable low-carbon heat supply and thus also at the fore of this presented thesis.   
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1.3 Key barriers of seasonal thermal energy storage application 
in practice 

The rising demand for thermal energy, 

enhanced infrastructures, and deployment of 

decentralized renewable energy is 

encouraging a disrupting shift in the energy 

sector. Thereby, the role of sTES must be 
strengthened through optimized installations, 

which can be integrated as robust elements 

into the diversity of DHC systems. Still, 

seasonal storage, in contrast to diurnal 

storage, is not common practice. This thesis 

offers new pathways for further sTES 
development that address technical, 

economic, as well as regulatory, and 

environmental aspects (FIG. 1.1). In the 

following, the barriers hampering full market availability of the sTES technology are 

exposed. These serve as the basis for motivating the objectives of the thesis.  

The first critical technical issue is the weakness of sTES building components. To 

minimize energy losses, different materials for sealing and thermal insulation are used 

[21]. Recently, there has been continuous progress in the refinement of these 

components, but still, most of the available concepts for efficient sealing and 

insulation are not satisfying. The major remaining challenges include defective 

sealings or long-term material fatigue. This was observed, for example, at the 3,000 m³ 
large PTES in Herlev (Tubberupvaenge, Denmark, [22]), and the TTES in Hoerby 

(500 m³, Denmark, [23]). The second technical issue is the short- and long-term 

understanding and optimal control of internal hydraulic and thermal conditions. For 

the robust integration of sTES into energy systems, one challenge is to maximize the 

overall technical efficiency, i.e., to minimize thermal losses during operation. Even 

though energy losses are reported to be reducible to 10%, the previously realized sTES 

revealed values of no less than 30% [24]. To reach optimum storage efficiency and 
minimize primary energy demands, several scientific innovations are required. Among 

these, improved models and benchmarks are needed as adaptive tools to define 

optimum designs. Thereby, the accuracy of model prediction has to be balanced 

against computational demand, and the improved or new tools have to be applicable 

for rigorous sensitivity analysis, to cover, e.g., effects of geometry (i.e., size, shape), 

landscape integration, or materials (e.g., insulation) and their required cubature. 

The first economic issue relates to the risk of malfunctioning sTES sealings 

described above. Even if this occurs only after decades, it may result in dramatically 

increased thermal losses over several years or even in total failures, turning an entire 

project uneconomical. Secondly, a considerable need for large-scale sTES is faced 

with enormous construction and operational costs (FIG. 1.2). Aside from this, growing 
numbers of sTES mean growing space requirements, which may be technically and 

economically prohibitive, especially in urbanized areas [25]. Consequently, the 

economic attractiveness of future sTES installations needs to be strengthened by 

achieving specific costs, while maintaining the storage capacity (FIG. 1.2). The third 

Fig. 1.1: Key perspectives on seasonal thermal 
energy storage. 
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economic key issue relates to the previously described uncertainties and deviating 

efficiencies in sTES operation, which lead to a lower level of investor commitment. 

Especially during operation, in the case of incorrectly anticipated and insufficient 

storage efficiencies, and hence a reduced self-consumption of energy in the system, 

cost-intensive use of primary energy sources must be increased.  

 
Fig. 1.2: Specific cost of seasonal thermal energy storage projects compared to their storage capacity (after 

[14] and [26]).  

Referring to the environmental perspective, conditions in the subsoil are usually 

largely uncertain [27,28]. Ground-based, basin-sTES may continuously release heat 

into soil and groundwater, and this is assumed to be one main reason why predicted 

efficiencies and amortization periods are often not achieved. Especially in the case of 

adverse environmental conditions (e.g., due to a suboptimal geometry of a basin 

and/or high groundwater flow velocity), comprehensive knowledge about the 
operational characteristics of sTES embedded in the subsurface is required. In 

contrast, thermal and hydraulic properties of the environment, and site-specific 

thermal energy losses towards the underground are commonly neglected. Another 

barrier related to the environmental dimension is associated with legal requirements. 

These especially refer to allowed temperature conditions in the surrounding subsoil 

and groundwater [29,30]. So far, little attention has been given to local environmental 
and ecological effects, although sTES may create unnatural thermal conditions with 

potentially adverse implications [31].  

1.4 Objectives of this study 

The overall goal of this thesis is to achieve technical, economic, and environmental 

improvements for ground-based, large-scale sTES. For this, three specific objectives 

are formulated:  

The first objective is to improve the technical components of sTES and enhance the 

robustness of the technology, as one key factor for reaching a higher market maturity. 

By developing improved insulation and sealing components, the project aims at a 

reduced risk of failure, while simultaneously achieving improved efficiency. Further, 

the purpose is to reduce thermal losses to mitigate environmental impacts associated 

with ambient temperature increase.  
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The second objective is further development of modeling and planning tools for 

sTES. Enhanced models for the analysis of internal and external sTES behavior aim at 

improving storage performance and operation prediction capabilities. Moreover, 

more favorable economic conditions can be achieved since integrated planning tools 

are crucial to demonstrate market competitiveness. Besides, improved modeling 

tools for the subsurface domain are key to understand long-term environmental and 
ecological impacts. Finally, they are needed to ensure safe operation and compliance 

with legal threshold values over the entire lifetime of sTES.  

To finally tackle the different key barriers simultaneously, a third objective is to 

examine a fundamentally new concept. Investment costs of previous sTES are 
dominated by expenses for excavation, static components, and sealing layers [32,33]. 

In contrast, this research focuses on the re-use of existing structures to enable 

significant cost reductions: If existing basins can be re-used as sTES, cost-intensive 

steps associated with new construction are omitted.  

1.5 Overall methodology and implementation of research  

1.5.1 Applied research at the IN-Campus site in Ingolstadt (Germany) 

The main reference case for the research of this thesis is located in Ingolstadt, 

Germany. There, IN-CAMPUS GMBH, a joint venture of AUDI AG and the city of Ingolstadt, 

is constructing a new research and development (R&D) campus (“IN-Campus”) on a 

former refinery site. The total area (FIG. 1.3 a) of the brownfield is more than 750,000 

m². In four construction phases, up to 70 buildings will be used for innovative R&D 

topics based on different use types (office, workshop, test benches, virtual 
development, etc.) [34]. During the initial construction phase (2021 to 2023) the first 

buildings are being completed, which offer space for 1,400 workers. The three further 

phases are planned for the next decade [34]. Synchronous with this development, the 

energy demand will grow dynamically, and accordingly, a dynamically adaptive 

planning strategy for optimal energy supply is needed. 

 
Fig. 1.3: a) Schematic construction schedule of the IN-Campus; b) illustration of the envisioned, innovative, 

dynamic energy system (left) compared to a conventional energy system approach (right; after [35]). 

The energy supply at the site is planned to be autarkic, low-carbon, and highly 

efficient, and the conventional approach of energy supply has thus been replaced by 
a smart concept that interconnects all thermal energy sources and sinks (FIG. 1.3 b) 
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[35]. An uninsulated low-temperature (max. 35 °C) grid is being established for 

controlled management of decentralized facilities (e.g., reversible heat pumps, 

different renewable sources, waste heat). The aim is to supply at least 85% of thermal 

energy via renewable sources and to actively employ peak shaving and load-shifting 

mechanisms [34]. Thereby, costs and primary energy demands (e.g., for active 

cooling) are to be minimized. During the initial planning phase, the thermal energy 
demands were prospected as 26 MW for cooling and 20 MW for heating at the end of 

the last construction phase [35]. Given the climatic conditions and high construction 

standards, the demand for cooling will exceed the heating demand by 20 to 30%. 

The IN-Campus represents a unique opportunity for the further development of the 
sTES technology. There, the described advantages are complemented by high 

expected economic and ecological benefits resulting from innovative sTES solutions. 

The required adaptive planning of energy supply is ideally realized by the support of 

applied research activities that validate and demonstrate innovative concepts. 

At the IN-Campus, basins exist that (FIG. 1.4) were formerly used for storage of water 

for firefighting, as well as for water treatment (activation, clarification, post-aeration). 

These artificial basins may be re-used for storage of (excess) thermal energy. Given a 

total volume of almost 29,000 m³ (excluding retrofitted sTES components) [36], a 

complete re-use would constitute the largest multi-sTES closed-basin facility in 

Europe. Ideally, a multifunctional solution for heat and cold storage, operating both 

seasonally and as a short-term buffer, is developed. In contrast to conventional sTES 
strategies, this system would not only store heat generated by solar energy but also 

excess thermal energy at different temperatures from a variety of sources.  

 
Fig. 1.4: a) Overview of current construction phase at IN-Campus; b) zoomed, re-oriented view of in-ground, 

basin infrastructure for transformation into seasonal thermal energy storage units. 

The re-use strategy avoids costs for demolition and construction of new basin 

structures. Also, by implementation as WGTES, the basin surfaces can be used e.g., as 

green spaces or for parking. However, re-using existing structures restrains the 

flexibility of the sTES design (e.g., surface/volume ratio). In this case, efficiency 

predictions are complex and need to be tailored to the given site conditions. Besides 

innovative approaches to increase the efficiency of individual components, new 
strategies are required, since conventional planning practices are not suitable for the 

activities planned at the site. Challenges relate to the degree of freedom in sTES type 

selection, planning, installation, and operation strategy, altogether with the 

necessary integration into a highly optimized local district energy system.  
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1.5.2 Laboratory experiments for testing paraffin wax as an innovative 
concept for combined sealing and insulation 

Lateral heat losses in the case of existing large-scale, ground-based sensible sTES 

substantially increase associated technological costs [37]. Conventional sealing 
solutions based on plastic are often subject to leakage, while a repair is estimated 

impossible, especially for gravel-based systems sTES [38,39]. To overcome these 

issues, the development of a novel, thermally insulating, self-sealing sTES component 

utilizing paraffin wax, is proposed and examined in laboratory experiments.  

Based on the physical properties of paraffin wax as a common storage material of 
latent TES [40,41], the proposed new strategy suggests this material as a thermal 

insulator of sensible sTES. The underlying hypothesis is that the low thermal 

conductivity of solid paraffin prevents lateral heat loss, while phase change effects 

intentionally absorb energy, and this lowers the temperature gradient inside this 

component. In addition, the application is expected to exploit this induced phase 

change for automatic sealing: liquefied paraffin can actively flow through defects, cool 

again, and impede loss of further thermal energy and storage filling material (i.e., 

water for sensible sTES) due to its hydrophobic behavior.  

 
Fig. 1.5: (a) State-of-the-art engineering methodology for the construction of a Pit Thermal Energy Storage with 

welded plastic liners as sealing component shown by the example of Dronninglund, Denmark [42]; (b) 
observed temperature increases induced by leakage at probe points [43] adjacent to the sidewalls of the 
Tank Thermal Energy Storage facility in Friedrichshafen, Germany (after [37]). 

Due to the unknown practical behavior of the material and the complex coupled 

thermal-hydraulic-mechanical processes involved, this entails a substantial risk of 

failure [44,45]. In comprehensive laboratory experiments, sTES operation conditions 
with temperatures beyond the melting point of paraffin are resembled. Detailed visual 

and temperature monitoring are employed to reveal thermal and hydraulic insulation 

performances for different design variants. The tests reveal the general feasibility and 

potential of this concept. Furthermore, detailed and scaled effects of phase change 

and flow on the efficiency of the new, combined sealing-insulation component are 

addressed.  
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1.6 Structure of the thesis 

This dissertation is prepared as a cumulative thesis and is therefore constituted by 

three individual, peer-reviewed, published scientific papers, as reflected in Chapters 2 

to 4. Further, Chapter 5 represents a fourth manuscript submitted to a peer-reviewed 

journal.  

Chapter 2 provides an in-depth analysis of the state of the technology of water-

based, closed, seasonal thermal energy storage systems. This chapter therefore sets 

the scope for the specific research presented in the following chapters.  

To tackle the technological and technical weaknesses of sTES construction 

components via a novel approach, laboratory experiments with paraffin wax are 

detailed in Chapter 3. After the description of the methodology, its implementation in 

the laboratory, and evaluation of the experimental data, interpretations are derived 

on the feasibility, practicability, and potential of combined thermal insulation and 

sealing with paraffin wax. 

The study in Chapter 4 provides a different dimension for the multifaceted 

improvement of the reliability and performance of sTES. Here, a novel, dynamic, 

component-resolved model “STORE” is developed, which particularly focuses on the 

design and planning stage of WGTES in re-used infrastructures. Following a 

description of the underlying model approach and based on an in-depth analysis of 
the state of the art for modeling sTES, the structure of the new model, its underpinning 

thermal mechanisms, and its implementation in the MATLAB/SIMULINK software 

environment is given. Subsequently, the validation of the model and a comprehensive 

synthetic parameter study are presented. General conclusions and construction 

recommendations are derived, and the remaining weaknesses are discussed, which 

relate, in particular, to the reproduction of environmental processes (especially 

concerning hydrogeological influences). 

To eliminate these identified shortcomings and to further address the perspective 

of environmental barriers in the field of sTES, Chapter 5 presents a refinement of the 

STORE model. An innovative, previously rarely used approach of co-simulation 

between two ideally customized modeling tools is employed. By coupling the STORE 

model, used for accurate internal storage modeling, with a 3D multiphysics model in 
COMSOL, the study enables the capture of heterogeneities as well as asymmetric 

boundary conditions in the surrounding subsurface. The chapter presents the applied 

modeling approach for a synthetic parameter study in which the influences of 

different subsurface conditions on a WGTES are explored. Based on this, enhanced 

sTES performance prediction accuracies and estimates of local environmental 

impacts are interpreted and summarized. 

Ultimately, based on the scientific studies in Chapters 2 to 5, Chapter 6 summarizes 

key conclusions and confronts the research questions addressed in the introduction 

to the advances achieved by the different studies. Finally, the chapter outlines and 

discusses further research efforts required in the area of sTES. 
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2 State-of-technology review of water-based closed 
seasonal thermal energy storage systems 

This chapter is reproduced from:  

Bott, C., Dressel, I., & Bayer, P. (2019). State-of-technology review of water-based 
closed seasonal thermal energy storage systems. Renewable and Sustainable Energy 
Reviews, 113, 109241, DOI: 10.1016/j.rser.2019.06.048. 

The study was financially supported by the Volkswagen Foundation and the Bavarian 
State Ministry of Education and Culture, Science and the Arts within the framework of 
the “Programm zur Förderung der angewandten Forschung und Entwicklung an 
Hochschulen für angewandte Wissenschaften – Programmsäule Strukturimpuls – 
Forschungseinstieg”. 

Highlights 

▷ Review of variants for water-based closed seasonal thermal energy storage (TES). 
▷ Analysis of all construction elements of seasonal TES based on 31 systems in Europe. 
▷ Definition of barriers to overcome for market maturity of the selected technologies. 

▷ Revelation of innovative attempts to utilize overlooked potentials of presented TES.  

 

Graphical abstract 

 
  

https://doi.org/10.1016/j.rser.2019.06.048
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2.1 Introduction 

Sustainable energy management aims to reduce the carbon footprint by utilizing 

higher shares of renewables through smart coordination of centralized and 

decentralized supply, and by integrated storage concepts. Future energy supply, 

ideally, relies on a combination of mostly fluctuating renewable sources such as wind, 

biomass, solar, and geothermal energy [46,47]. These sources are especially needed 
for decarbonization of the heating, cooling, and hot water supply sector which is 

responsible for a large fraction of energy consumption. Today, however, worldwide 

space heating and hot water production is dominated by burning fossil fuels. Since 

2010, despite auspicious green energy plans on all political levels, global direct 

emissions from heating in buildings have not declined, representing the fastest 

growing end-use in buildings [48].  

The slow pace of sustainable energy transformation has many causes, one being the 

high dependency of renewable sources on environmental conditions. These are 

difficult to describe, predict, and quantify for guaranteeing a reliable supply. Thermal 

energy storage systems (TES) offer the opportunity to collect the thermal energy from 

different fluctuating renewable and non-renewable sources independent of the 
demand and to transfer temporarily available energy into permanently accessible 

energy. Thermal energy storage allows peak shaving of cost-intensive energy 

productions [15,49]. In combination with renewable energies, it ultimately facilitates 

savings in heat consumption on the one hand and substitution of heat provided by 

fossil fuels on the other [50–53]. 

All types of energy storage systems are equipped with a storage medium and a 

loading and unloading system. At times of low demand and high supply, the storage 

is charged to enable low-loss provision at times of shortage and high demand. TES are 

differentiated from other types of storage by their low price, longevity, and sufficiency 

of resources [54]. According to SOCACIU [55], there exist various methods of 

classification. For instance, they differ with respect to storage material (sensitive, 
latent, thermochemical), and in their technological concepts (underground, hot 

water, and above ground, use of phase change materials (PCM), thermochemical 

storage [49]). In practice, sensible heat storage is still most common [55–58]. During 

recent years, attention has been growing towards seasonal sensitive heat storage. 

This is especially of interest for storing the huge surplus of solar heat collected during 

summer, thus compensating for the limited availability of solar heat during the 

primary heating period in winter (FIG. 2.1). Seasonal applications differ fundamentally 
in their requirements and designs from diurnal storage systems and are more difficult 

to apply. Long-term or seasonal TES have only one to two cycles per year [59]. Clearly, 

such long-term storage of sensitive heat requires a substantial volume of storage 

space. Only large-scale applications can meet the heat demand for months while 

minimizing the continuous conductive heat loss during storage.  

The best-known types of seasonal TES variants are aquifer storages (ATES), 

borehole storages (BTES), cavern storages (CTES), pit storages (PTES), and seasonal 

tank storages (TTES). ATES, BTES, and CTES are geothermal applications utilizing 

natural ground that is mechanically not contained [60]. In the present study, the focus 

is exclusively on a family of closed artificial storage systems, which are less dependent 
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on (hydro-) geological boundary conditions and therefore conceivable at almost any 

location [61,62]. This work reviews the current technological status of closed seasonal 

TES based on the information which is widely dispersed in heterogeneous scientific 

literature sources and languages. This is complemented by the experience reported 

from the growing number of applications in practice, in order to arrive at a condensed 

overview of the state-of-the-art storage systems.  

 
Fig. 2.1: Heat demand and solar heat yield of a hypothetical example household in Munich, GER (heated 

area: 150 m2, energy demand: 70 kWh/(m2
 ·
 a), solar thermal area: 10 m2, long-term efficiency: 0.5). 

Since water is the most common seasonal heat storage medium by far, the scope of 

this study is only on water-based TES. As major categories, solely water-based 

technologies and those with multi-component filling materials are distinguished (FIG. 

2.2). Exclusively water-based technologies are either TTES systems, which represent 

constructed basins that stick partially or completely out of the ground surface, or 
water-filled sealed pits (PTES) without any structural element for stabilization. All 

applications with a multi-component filling material are classified as Water-Gravel 

Thermal Energy Storage systems (WGTES). Strictly speaking, gravel is not always used 

for WGTES in practice, and thus multi-component-based variants can be further 

subdivided into earth-water and gravel-water storages according to their filling [63]. 

For convenience, however, these variants are not separately discussed here.  

 
Fig. 2.2: Schematic layouts of the systems selected for further analysis. 

In the following paragraphs, first, a statistical view is presented, also including the 

historical evolution of large-scale closed TES. Furthermore, the developments of 

closely related large-scale non-seasonal heat storage buffers are shown. Although 

their type of usage varies from those of PTES, WGTES, and TTES, there exist common 

technological features, and therefore buffers are added here for comparison.  
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Then, the technological characteristics such as fillings, structural components, 

thermal insulations, waterproofing methods, and construction techniques are 

examined. The regional focus is set on Europe, where the major developments in 

seasonal TES have been installed. 

2.2 Evolution and statistics of seasonal thermal energy storage 
in Europe 

2.2.1 Historical development 

Well-known early, pre-industrial applications of long-term thermal energy storage 

were subsurface depots of ice used to conserve food. The recent history of closed 

seasonal TES (FIG. 2.3) can be traced back to 1959 when MARGEN [64] presented a first 

technically sophisticated attempt for seasonal storage of thermal energy in 

subsurface rock chambers. A few years later, BRUN [65] published ideas for storing 
solar energy in the subsurface. However, both studies represented mainly theoretical 

thoughts without any practical applications. According to FLEUCHAUS et al. [60], SOCACIU 

[66], COLCLOUTH [67], and PAVLOV & OLSEN [68], pioneering works can be found especially 

in the early 1970s when the oil crisis raised public awareness of the importance of 

energy supply (FIG. 2.3). 

 
Fig. 2.3: Timeline showing some of the important steps in the history of the development of seasonal Thermal 

Energy Storage (orange: inventions; green: climate actions; blue: milestone systems; red: research 
activities). 

The first buried closed seasonal heat storage system was built in 1978 as a PTES in 

Studsvik (Sweden) and had a volume of just 800 m3 [69]. WGTES projects were first 

realized in 1983 in Stuttgart [70] and Vaulruz (Switzerland, [63]). A few years later, the 

appearance of central solar heating plants with seasonal storage (CSHPSS) was an 

additional factor to push the research from 1980 onwards [71]. During this time, 

Sweden was leading the technology with many projects (e.g., Studsvik [69], Ingelstad 

[20,72], Lambohov [20,23], Malung [73]) focusing on solar power generation and the 
development of a strategy with seasonal solar thermal energy storage systems [62]. In 

these years, the technology of seasonal storage also got attention from the 

International Energy Agency Solar Heating & Cooling Programme (IEA SHC), mostly 

under Task VII “Central Solar Heating Plants with Seasonal Storage” carried out from 

1979 to 1988 [69]. According to this program, knowledge and commitment of 18 IEA 

member states were brought together, resulting in the definition of basic concepts 

and designs [74,75], methods for cost analysis [76], and a significant number of project 

sites, e.g., Herlev (Denmark), Stuttgart, Ingelstad, and Vaulruz.  
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Apart from research on how to store energy for longer times, international climate 

treaties (e.g., Agenda 21 climate action plan in 1992 or Kyoto Protocol in 2005) 

represented important motivations for the development of new technologies. With 

the Paris Agreement in 2016, new applications and further developments in 

combination with renewable energy sources will also be needed in the future. 

Most of the existing seasonal TES are located in Germany and Denmark. This is the 

result of several dedicated research programs in these countries. In Germany, these 

were, among others, the programs Solarthermie-2000 (1993-2002, [53,77,78]) and 

Solarthermie2000-plus (2004-2008, [16,53,79,80]). In Denmark, the main driver for 

developing new energy technologies was the government’s “Energy Strategy 2025” 
(published in 2005) and the “Energy Strategy 2050” (published in 2011) with an 

ambitious goal to achieve an energy market independent of fossil fuels (FIG. 2.3, [81]). 

Apart from storing only heat in storage systems, combined systems for heating and 

cooling in the context of district heating and cooling networks were already proposed 
in 1997 for WGTES [82]. A corresponding test was conducted at the storage facility in 

Stuttgart, which had been built in 1985 [70], proposing a heating and cooling concept 

to develop the technology further. More recently, LÓPEZ-VILLADA et al. [9] discussed 

various locations in Spain with special focus on the respective climatic conditions. 

Annual energy demands for cooling and heating were estimated and numerical 

simulations showed that solar district heating and cooling systems with long-term 

storage can be an economically viable alternative to conventional systems. 

2.2.2 Numbers, volumes and spatial distribution 

Since the first construction of a seasonal TES in 1978, there has been a small but 

continuously growing number of systems installed (FIG. 2.4 b). Around 1995, an 

increase in the total number of seasonal TES was stimulated by the research programs 

in the early 1990s. Among the technological variants (FIG. 2.4 a), TTES were most 
popular with a significant rise in installed systems around 1995. The PTES were less 

popular than TTES from 1978 to 1995, but their number increased at almost same rate. 

There was a pause from 1995 to 2012, then after new systems were built again in 

Denmark (e.g., Marstal [83,84], Dronninglund [42,85,86], FIG. 2.4 a). The past 

development of WGTES was similar to that of PTES; however, constant growth in 

numbers was found without interruptions. In contrast to the seasonal storage 

systems, sizeable heat buffer storage applications were listed first in 1999 with an 
installation in Aeroeskoebing (Denmark [19,87,88]). Subsequently, the number of 

these systems stepped up rapidly. This was caused particularly by the growing 

popularity of district heating in countries such as Denmark (Samsø [89]), Austria (Linz 

[90], and Salzburg [54,91]), and Germany (Nuremberg [92]). 

The evolution of the installed storage volume shows a moderate development until 

2010 (FIG. 2.4 c). This is due to the initial construction of only smaller systems within 

pilot projects. From 2010 onwards, a nearly exponential trend is found in the total 

installed volume, being coincident with the recently rising number of PTES (FIG. 2.4 a). 

FIG. 2.4 c shows the total installed storage volume for each year, whereas FIG. 2.4 d 

depicts the average size of the single installed storages. On this basis, it is evident that 

the exponential volume increase is not the result of an exponential increase in the 
number of built systems (FIG. 2.4 b), but that the volumes of individual systems (FIG. 
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2.4 d) have followed an exponential growth trend since 2010. To date, the largest 

seasonal storage facility is located in Vojens (Denmark) as a PTES with a volume of 

around 200,000 m3 of water at a former gravel pit [42,84,93,94]. In contrast, until 2010, 

the largest seasonal storage system only had a volume of 12,000 m3 (TTES 

Friedrichshafen, Germany [24,82,87,95,96]). Due to their more challenging design, the 

typical WGTES is smaller in size, with the largest plant situated in Eggenstein 
(Germany), having a volume of 4500 m3 [97–99]. In summary, the exponential growth 

of total storage volume and average individual storage volume is in contrast to the 

almost linear development of the number of systems. This clearly points towards a 

trend of larger facilities during the last decade, stimulated by ongoing technological 

advancements, experience, and economies of scale.  

 
Fig. 2.4: a) Evolution of the number of different seasonal storage systems and large storage buffers. b) 

Development of the total number and annual newly built systems (TTES, PTES, WGTES and large storage) 
and cumulative number of storages (black line). c) Development of the installed volume in Europe for 
seasonal thermal energy storage (TTES, PTES, WGTES, incl. large buffer storage) with annual newly-
installed volumes. d) Development of the average size of newly installed seasonal storage systems (TTES, 
PTES, WGTES) and large buffer storages. 

Considering the present-day state statistics, it is also useful to differentiate between 

the various types of thermal energy storage (TAB. 2.1). Apart from seasonal systems 
(PTES, WGTES, TTES), there is also a relevant number of sizeable short-term buffer 

storage systems. Regarding these four types of storage systems, TTES are 

predominant, followed by PTES and WGTES. Although the number of PTES is lower 

than the number of TTES, the volume of PTES is larger than that of any other storage 

system, both in terms of individual storage volumes and the total sum of all storage 

volumes in Europe (FIG. 2.5). It is also noticeable that WGTES are on average larger than 
TTES, but at lower total volume. This is because WGTES balance their reduced heat 

storage capacity due to the use of gravel by a larger volume. 
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Fig. 2.5: a) Installed number of different TES types compared to b) the total available installed storage 

volume and c) the average individual storage volumes. 

The distribution of seasonal thermal energy storage locations varies geographically 

in Europe (FIG. 2.6 a). In total, our survey identified 39 storage facilities. Most systems 

are installed in Germany, followed by Sweden, Austria, Switzerland, and Italy (FIG. 2.6 

a, FIG. 2.6 b, TAB. 2.1). Because of the recent developments with several large-scale 

applications, the greatest storage volume is installed in Denmark, followed by 

Germany, Austria, Sweden, Switzerland, and Italy (FIG. 2.6 c). This is a result of the 

continuous research activities and public interest that stand out in these countries.  

 
Fig. 2.6: a) Map showing the locations of the different seasonal storage types, including large buffer 

storages in Europe, b) country-wise installed volumes (m3) and c) numbers. 
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Tab. 2.1: Overview of all seasonal thermal energy storage and large buffer storage locations recorded in this 
survey. 

# Name Year Country 
Storage 

type 
Volume 

(m³) 

Water 
equivalents 

(m3) 
References 

1 Lambohov 1980 SWE PTES 10,000 10,000 [15,58,69,100–102] 

2 Malung 1989 SWE PTES 800 800 [101,103] 

3 Herlev (Tubberupvaenge) 1991 DEN PTES 3,000 3,000 [19,22,58,68,69,86,101,104–106] 

4 Ottrupgaard 1995 DEN PTES 1,500 1,500 
[20,22,62,70,73,86,87,101,105,107–

109] 

5 Jülich 1996 GER PTES 2,500 2,500 [15,101,107,110] 

6 Marstal (SUN STORE 4) 2012 DEN PTES 75,000 75,000 [83,91,107,109,111–113] 

7 Dronninglund 2013 DEN PTES 62,000 62,000 [42,85,101,102,109,111,114] 

8 Gram 2015 DEN PTES 122,000 122,000 [84] [42] [114] [115] [116] 

9 Vojens (1+2) 2015 DEN PTES 203,000 203,000 [91,93,94,117,118] 

10 Logumkloster 2016 DEN PTES 150,000 150,000 [118,119] 

11 Studsvik 1978 SWE TTES 800 800 [100,101,105,107] 

12 Ingelstad 1979 SWE TTES 5,000 5,000 [15,20,50,68,69,72] 

13 Särö 1989 SWE TTES 640 640 [69,70,73,101,105–107] 

14 Hoerby 1990 DEN TTES 500 500 [15,22,57,72,101,120–122] 

15 Rottweil 1995 GER TTES 597 597 [15,70,82,123–125] 

16 Cosenza (Calabria) 1995 ITA TTES 500 500 [15,126,127] 

17 Friedrichshafen (Wiggenhausen) 1996 GER TTES 12,000 12,000 
[16,51,70,77,82,87,95,96,101,124,128–

130] 

18 Neuchatel 1997 SWI TTES 1,000 1,000 [20,49,57,87,131] 

19 Ilmenau 1998 GER TTES 300 300 [73,78,124,125,132–134] 

20 Hannover (Kronsberg) 2000 GER TTES 2,750 2,750 [16,51,79,95,124,128,135,136] 

21 Rise 2001 DEN TTES 4,000 4,000 [86,114,119,137,138] 

22 Munich (Ackermannbogen) 2007 GER TTES 5,700 5,700 [17,24,51,79,87,95,128,139–141] 

23 Hamburg (Bramfeld) 2010 GER TTES 4,500 4,500 [24,51,59,62,70,79,87,107,129,134,135] 

24 Mühldorf 2010 GER TTES 16.4 16.4 [142] 

25 Vaulruz 1983 SWI WGTES 3,500 n.a. [63,69,143–145] 

26 Stuttgart 1985 GER WGTES 1,050 725 [15,18,61,63,69,70] 

27 Augsburg 1996 GER WGTES 6,500 3,250 [63,87,101,105,121,124,143] 

28 Steinfurt (Borghorst) 1999 GER WGTES 1,500 1,000 [16,18,51,59,77,87,95,101,135,144,146] 

29 Chemnitz 2000 GER WGTES 8,000 5,300 
[15,16,51,57,61–63,68–

70,87,124,144,147–151] 

30 Eggenstein (Leopoldshafen) 2008 GER WGTES 4,530 3,000 [16,17,24,62,79,87,95,98,152–155] 

31 Sonderborg Vollerup 2008 DEN WGTES 4,000 n.a. [87] 

32 Aeroeskoebing 1999 DEN Buffer 1,400 1,400 [19,88,122] 

33 Attenkirchen 2002 GER Buffer 500 500 [16,24,51,128] 

34 Samsø 2002 DEN Buffer 800 800 [89] 

35 Linz 2004 AUS Buffer 34,500 34,500 [90,101,121] 

36 Braedstrup 2007 DEN Buffer 2,000 2,000 [111,156,157] 

37 Crailsheim (Hirtenwiesen) 2007 GER Buffer 580 580 [16,51,62,78,79,95,101,129,154,155] 

38 Salzburg (North) 2011 AUS Buffer 27,000 27,000 [54,91] 

39 Nuremberg 2014 GER Buffer 33,000 33,000 [92] 
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2.3 State of technology  

2.3.1 Buried vs. elevated 

Closed TES that are partially or fully buried in the ground (PTES, WGTES) rely on 

certain (hydro-)geological conditions such as ground stability and absence of 
groundwater. Applications above the ground are less site-dependent, and so most TES 

are constructed above ground. This is also a favorable option due to excavation cost 

savings, and because constructive elements and tank casings handle the stress caused 

by the filling [15,143]. Sometimes, a useful hydraulic pressure gradient from the 

storage device to the heating network can be achieved by construction of elevated 

applications. 

DINÇER & ROSEN [56] describe a fully buried concrete storage system and emphasize 

that the surrounding soil is advantageous as it offers additional storage capacities, 

which is also supported by simulations [158]. According to the numerical modeling 

results by N-ERGIE AG [92], buried facilities exhibit higher storage temperatures at 

greater depth. For reasons of better storage performances and aesthetics, it is often 

recommended to bury and integrate the storages into the visible environment [159]. 
The TTES in Hannover (Germany) was integrated into an urban playground. In Munich 

(Germany), soil was piled up around the storage in order to integrate it into the 

landscape [62]. Also in Sweden, there has been a shift to buried storage facilities, and 

the last above-ground storage facility in Ingelstad was built in 1979 [69]. In many 

cases, excavation costs could be minimized by reclamation of former gravel pits.  

2.3.2 Geometry and filling 

Size and volume 

The size and volume of a TTES facility might be restricted by regulations on 

maximum height above the surrounding terrain, depending on the location and the 

respective building laws (e.g., Hamburg (Germany) [135], APPENDIX A, TAB. A- 1) or due 

to requirements on structural properties. PTES can be scaled to enormous volumes 

[24], especially because these are built beneath the ground surface and thus 

contained by the surrounding soil. 

To minimize conductive energy losses through the shell, the geometry of the TES 

should always aim at the lowest possible surface-to-volume (A/V) ratio (m-1) 

[59,99,144]. By referring to typical geometries such as cubes or spheres, DUFFIE & 

BECKMAN [160] illustrate this with the third power increase in the volume compared to 

the second power increase in the surface area. Simultaneously, the A/V ratio behaves 

reciprocally to the height or diameter of the system. This also means that larger 

storage volumes have a positive effect [24] on storage efficiency. MANGOLD [62] states 

that energy-efficient seasonal storage only works with a volume of 1,000 m3 or more. 

The values listed in APPENDIX A, TAB. A- 1 confirm that generally A/V ratios decrease with 

the volume of the installed TES, even so a closer look reveals that a strong variability 
exists. This indicates that other site-specific aspects play a crucial role in the layout of 

each system. In addition to the A/V ratio, often the height to diameter (h/d) ratio is 

given and also listed in TAB. A- 1 (APPENDIX A). With values close to one, the outer surface 

tends to be smallest, but generally, the h/d ratio decreases with the filling volume of 

the reported case studies. This is especially the case for the Danish large-scale PTES, 
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where h/d ratios of around 1/10 are found. These values reflect that the TES forms are 

strongly defined by size and geometry of the original pit, where the TES was 

constructed. As the PTES and WGTES are preferably built in existing subsurface basins, 

their form is much more predefined than that of TTES. PTES and WGTES are commonly 

constructed as inverted truncated cones or pyramids (e.g., two German facilities: 

Steinfurt [146,161], and Stuttgart [70]). The TTES in Hamburg is built as a combination 
of an inverted truncated cone (bottom) and a cylinder and therefore has an optimized 

A/V ratio [135]. A reverse configuration can be found at the storage in Hannover, where 

the truncated cone is located at the top and the A/V ratio is even better due to 

optimized dimensioning [135].  

Modelling of storage performance in energy systems is often done with the 

commonly used software TRNSYS for large and small facilities (e.g., [162,163]). 

However, MARX et al. [24] conclude that simulations under ideal conditions usually 

result in underestimated heat losses, in comparison to measured values of built 

systems [164,165]. FORKEL & DANIELS [166] conducted numerical simulations to find an 

optimal storage geometry and the best boundary conditions. Basins that have cubical, 

cuboidal, and vertical cylindrical geometries, as well as interconnected large pipes, 
were investigated. A cylindrical basin was found to be the best geometry for large 

facilities, providing the best approximation to a sphere. Furthermore, FORKEL & DANIELS 

[166] proposed the implication of internal walls for an even better thermal 

stratification. This study focused exclusively on geometrical design optimization, but 

the different costs for the different layouts were not examined. Thus, theoretically, a 

sphere would always be optimal by minimization of conductive heat loss (and lowest 
A/V ratio). Due to the constructional challenges, however, a cylinder may be 

economically more efficient. Also in practice, cylinders represent a standard form, 

especially when no critical layout constraints need to be obeyed, such as revealed in 

APPENDIX A, TAB. A- 1 for many TTES and buffers.  

Water as filling material 

Water is by far the most common filling material. It is a natural media, harmless, and 

nearly available everywhere, which is a particular advantage compared to custom-

designed phase change materials and high-quality gravel fillings [167]. Water is 

favored because of its thermodynamic properties [24,55]. According to THESS et al. 

[54], the heat storage capacity of water is around 1.16 kWh m-3 K-1 (4.18 MJ m-3 K-1) in a 

temperature range from 0 °C to 100 °C. This value is only around 0.69 kWh m-3 K-1 (2.50 

MJ m-3 K-1) for soil or 0.33 kWh m-3 K-1 (1.20 MJ m-3 K-1) for a gravel bed with 45% pore 
space. Within a temperature range from 35 °C to 60 °C, resulting storage capacities are 

15-30 kWh m-3 for ground material, such as soil or rock, and 30 - 50 kWh m-3 for gravel-

water mixtures compared to 60-80 kWh m-3 for water only [15]. This means a reduced 

storage capacity of 60% for soil and of 20% for gravel [87].  

To avoid clogging, and because flow paths within the matrix are difficult to control, 
WGTES require heat exchangers which reduce efficiencies and amplify heat losses. In 

contrast, water can serve as storage media and heat carrier at the same time. Heat 

exchangers thus are avoided and the storage can be integrated into the connected 

heating/cooling system when the water is directly used as fluid [55]. Negative 

properties of water include the low operating range between melting and boiling 

points, corrosive effects on other storage elements, and the complication of natural 
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convection on maintaining thermal stratification [55]. Additionally, the thermal 

conductivity of water (0.6 W m-1 K-1) is below that of water-saturated soil 

(0.6 to 4 W m-1 K-1) [131].  

For systems with small volumes, the use of a combination of water and custom-

designed phase change materials has been suggested [168]. This yields a higher 

storage capacity by latent heat conversion. Because such special phase change 

materials are relatively expensive, they are not common in seasonal storage systems; 

instead, it is often more economical for seasonal storages to design a larger storage 

volume of water. However, in several applications also the phase change from water 

to ice (or snow) is used [169]. Here, the working temperatures of the storage device 
are low, but latent heat is stored and released in addition to the release of sensible 

heat [49,170,171]. Ice ponds were first introduced in 1984 by TAYLOR [172] as a technical 

variant for storing thermal energy, and are further discussed by AKBARI & SEZGEN [169]. 

In the recent work by YAN et al. [173], the combination of ice and cold water storage 

units for cooling applications revealed to be economically advantageous.  

Water-gravel fillings 

For WGTES, the filling consists of a solid phase and a liquid phase [148]. Soil, sand, 

gravel, or various mixtures of these are mostly used as fillings [24,55]. Compared to 

unsorted soil grains, well-sorted gravels offer a higher permeability when using direct 

loading systems, higher homogeneity, and higher water content, which results in 

increased storage capacities.  

Backfilling of excavated material can be economically advantageous since costs for 

disposal and purchase of gravel or soil are avoided [63]. For example, during the 

construction of the storage in Eggenstein it was found that the building ground 

consisted of well-permeable sand. Accordingly, costs were reduced by using the 

ground material as filling [98].  

Detailed descriptions of gravel and soil fillings are given by HAHNE [70] and OCHS et 

al. [63] for the two German WGTES in Stuttgart, and by URBANECK et al. [148] and BENNER 

et al. [37] for Chemnitz. The water-gravel mixture in Chemnitz consists of coarse gravel 

with an average diameter of 22.3 mm (range of 16 - 32 mm). With a porosity of 0.43, the 

mean density of the two-phase system is 1928 kg m-3, and the heat capacity is 0.83 kWh 
m-3 K-1 (2.98 MJ m-3 K-1). A value of 2.4 W m-1 K-1 was determined as thermal conductivity 

[37,148], which is four times larger than the thermal conductivity of water (0.6 

W m-1 K-1). WGTES have a lower heat capacity, caused by the gravel or soil components 

[24,155]. A comparison between WGTES and the water-filled systems (TTES, PTES) can 

be done by water equivalents. For example, the 1050 m3 WGTES storage facility in 

Stuttgart contains 355 m3 of water and 960 m3 of gravel. This is equivalent to a TTES or 
PTES with a water volume of 725 m3 [70]. For the other WGTES, the additional gravel 

material reduces the water volume by 30 to 50% (for example in Chemnitz from 

8,000 m3 to 5,300 m3 [37,62,70], TAB. 2.1). 

WGTES provide static advantages as they can be integrated into the subsurface as 

self-supporting, loadable bodies, obviating the need for structural elements like load-
bearing sidewalls and complex roof constructions [18]. As a result, WGTES allow the 

use of their top surface and are preferred for areas with denser populations [24]. At the 

WGTES in Steinfurt, the highly stress-resistance cover facilitates to use it as gardens 
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[18,146]. In contrast, TTES need a technically more complex construction with pilings 

to carry the top construction (e.g., Hamburg [121,135,165]). The necessary complex 

thermal structure of the storage diminishes operation and maintenance performance 

of WGTES. It is almost impossible to carry out maintenance inside the storage or repair 

leaks in the waterproofing elements [24,121]). Also, it is important to note that 

modeling of WGTES using a multi-component system with liquid and solid phases is 

more complex than considering systems with water only [148].  

2.3.3 Structural elements 

As TTES are commonly built above ground, they need a structural element to carry 

stresses. Mostly, these are fabricated of concrete reinforced by steel to improve 

mechanical properties (FIG. 2.7 a). The high-performance concrete that was used for 
the TTES in Hannover represents both the static and waterproofing component (due 

to an abated permeability) but at disproportionally high costs [62,135,174]. 

Simultaneously, optimized shapes and construction methods can help to increase the 

concrete’s stability. For example, a high stress resistance was required for the top of 

the storage in Friedrichshafen, and it was achieved by constructing a pre-stressed 

shelled roof [123,136]. 

 
Fig. 2.7: Development of number of applications a) and today’s application distribution b) for the different 

materials for structural elements. Concrete and reinforced concrete clearly predominate, while pile walls 
or GRP were only used in single pilot projects. (GRP: glass fiber reinforced plastic). 

A comprehensive list of the characteristics of researched seasonal storage locations 

with respect to structural elements is provided in APPENDIX A-2. 

According to FIG. 2.7 b, there are a few systems that only use stainless steel. This is 

common for large buffer storages, but also for smaller seasonal TES. Stainless steel 
may be advantageous because no further sealings are needed. However, at the same 

time, the storage volume is limited due to its lower stress resistance. As an alternative, 

glass fiber-reinforced plastic (GRP) profiles with a thickness of 10 mm were tested at a 

pilot site in Ilmenau (Germany, [53,133,175], FIG. 2.7 b). The aim was to reduce costs 

and to benefit from a low thermal conductivity of this material. However, limited static 

properties of this material restrict the maximum volume of a storage tank. 

For the storages built underground (PTES and WGTES), the stability requirements 

for structural elements are reduced by the enclosing ground. Nevertheless, the 

geometry of some facilities entails the need for specific structural elements: the 

WGTES in Chemnitz (Germany) was built with a pile wall to stabilize the excavation 

hole [16,130,150]. The steeper the slope angles of a given excavation hole, the larger 
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the storage volume. This is particularly important in areas with limited space. Further 

examples of non-TTES with structural elements are the PTES in Herlev (steel profiles 

[22]) and in Lambohov (concrete [15]). The performance of seasonal TES depends not 

only on their construction elements but also the surrounding (hydro-)geological 

conditions. YUMRUTAŞ & ÜNSAL [176] provide a theoretical investigation of effects of 

various surrounding materials, comparing density, thermal conductivity, diffusivity, 
and heat capacity. It is found that coarse gravel is the preferred surrounding material 

compared to granite and limestone.  

2.3.4 Thermal insulation 

Thermal insulations of top, bottom, and sidewalls 

A summary of the materials used, the thicknesses, the configurations, and the 
engineering practices of thermal insulations for locations in this study are presented 

in APPENDIX A-2. 

Thermal insulation at the top, bottom and sidewalls is fundamental to mitigate 

conductive heat loss (FIG. 2.8 a, FIG. 2.8 b). For instance, measurements taken at the 

facility in Stuttgart showed ground heat losses of 40%, because the sidewalls and 
bottom were not insulated [70]. URBANECK et al. [148] demonstrate that heat losses in 

uninsulated PTES mainly occur at the cover and the upper edges. By simulating the 

operation of an exemplary system, a stationary heat loss was observed at the bottom 

of the storage, while the remaining storage surface had not yet reached a steady state. 

In the modeled case, a warming of the ground at a distance of 1 m by 43 °C was 

revealed. 

 
Fig. 2.8: Absolute a) and relative b) numbers of the insulated storage domains, differentiated according to 

the different storage types. While TTES always represent top and laterally insulated storages, particularly 
PTES lack sidewall insulations. The bottom is rarely insulated for all system types. 

The top of all three storage types (TTES, PTES, WGTES) have already been insulated 

in the very first projects, as here the largest heat losses are expected [177]. The early 

facilities in Hamburg (1996) and Rottweil (Germany, 1995) used thermal insulation at 

the top and at the sidewalls, but due to the high expected costs no insulation was 

implemented at the bottom [96,123,135,147]. By using materials that are resistant to 

mechanical stress, like foam glass, the insulation of the bottom was realized for 

example at the TTES in Cosenza (Italy, [126,127,146]). According to this improvement, 
subsequent TTES and WGTES were preferably insulated on all sides (e.g., Munich, 

[99,147]). In contrast, PTES avoid the costs of lateral and bottom insulations, but try 

to compensate the elevated thermal losses by their larger storage volumes.  
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Insulation of the storage top is nevertheless recommended for all system types 

[128]. As a result, currently existing PTES and some WGTES often do not have lateral 

thermal insulations, while these are always present in TTES (FIG. 2.8 b). This is also 

because insulation is easily applicable during construction of the sidewalls of TTES.  

Requirements for insulation materials 

The different sides of a storage device are ideally equipped with different insulation 

materials [24,147]. A high mechanical resistance is especially required for the bottom 

and sidewalls. As a consequence of the higher density of gravel, requirements on 

resistance to the mechanical stress caused by the weight of the storage material are 

highest for WGTES. Among other requirements for material properties are uniform and 

continuous application of insulation, durability, insensitivity to thermal stress or 
external natural influences, and good drying abilities. For example, OCHS et al. [73] 

recommend a high temperature resistance of up to 100 °C in the short term and 90 °C 

in the long term, ageing and pressure resistance, as well as resistance to hydrolysis. In 

addition, OCHS et al. [73] tested various materials and demonstrated that even with 

new materials (e.g., foam glass) the thermal conductivity increases by 30% on average 

when the temperature is raised by 20 °C. This emphasizes the need for uniform 
material behavior. Not only are moisture problems reported in the old storage 

systems from Denmark (Herlev, Ottrupgaard, [20,22,73,86]), but from newer systems 

as well. In Steinfurt, moisture permeation in the insulation (expanded glass granulate) 

occurred when the drainage system failed [51]. To solve this problem, the expanded 

glass granulate had to be dried [147]. Measurements revealed that it took more than 

one year before the insulation material regained its initial value [51].  

Materials for thermal insulation 

Conventional insulation materials include mineral fiber, extruded polystyrene foam 

(XPS), expanded polystyrene foam (EPS), polyethylene foam (PE), and 

polyurethane/polyisocyanurate (PUR/PIR) foam. FIG. 2.9 demonstrates that these 

represent over 50% of the materials used for the sidewalls and top. According to OCHS 

[121], PUR/PIR foams are useful for both sidewalls and top insulations, whereas 
mineral fibers are only utilized at the top of the storage. Further, mineral fibers were 

consistently used with TTES. Due to insufficient stress resistance, such conventional 

materials however are not considered for bottom insulation. 

 
Fig. 2.9: Number of materials used for a) bottom, b) sidewall, and c) top insulation. Foam glass is primarily 

applied at the bottom, whereas the sidewalls are insulated mainly with conventional mineral wool and 
expanded glass. The largest variability is found in the top insulations, where natural, conventional, and 
recycling materials are used. 
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A main disadvantage of conventional insulating materials is their non-uniform 

thermal behavior [144]. For mineral fiber, thermal conductivity significantly declines 

at 40 °C to 90 °C [147]. However, if water infiltrates the insulating layer in the case of 

leakage, the thermal conductivity strongly increases [73,147]. BODMANN & FISCH [135] 

measured growing heat losses caused by moisture permeation into the insulation 

from the outside, which was accelerated by a high groundwater level at the storages 
in Hamburg and Steinfurt. To avoid this, MANGOLD [147] recommends costly wrapping 

of XPS or PUR sheets into waterproofing membranes. As an example, in Ottrupgaard, 

PUR foam was applied in sandwich elements to avoid ingress of moisture [86,178].  

Natural materials used as thermal insulators include pumice (e.g., Stuttgart, [70]), 
expanded perlite (e.g., Mühldorf, Germany, [142]), and expanded clay (e.g., Cosenza, 

[23,126]). The first two are fine-pored volcanic materials. According to OCHS et al. [73], 

expanded perlite has the best thermal properties, but is unsuitable due to its low 

pressure resistance. However, at Mühldorf, a special vacuum insulation technique 

allowed the use of expanding perlite as thermal insulator not only at the sidewalls and 

top but also at the bottom [142] (FIG. 2.9, FIG. 2.10). Expanded clay has already been 

used in early TES, for example in Lambohov, built in 1980 [73]. Floating covers of large 
PTES rely on expanded clay because of its low density (e.g., Marstal, [62,83,112]). 

Further advantages of natural materials are the favorable environmental 

compatibility and often low costs. Despite that, most of these natural materials were 

not used in storage systems other than those where they have been tested (FIG. 2.10). 

 
Fig. 2.10: Evolution of applied insulation materials used at the sidewalls for all storage types (TTES, PTES, 

WGTES). Mineral fiber has been used intensively since the mid-1990s, but solely for TTES. Until 1999, 
EPS, XPS and PUR foams gained attention. Meanwhile, expanded glass has become the preferred choice.  

A newer trend is the use of recycling materials. These include foam glass (as sheets 

or granulates) and expanded glass granulates, both recovered from waste glass. As 

shown in FIG. 2.10, this development starts relatively late, beginning from years 1995 
(foam glass) and 1999 (expanded glass). Recycling materials have not been available 

for as long as conventional thermal insulators. Foam glass meanwhile represents a 

commonly used material for bottom insulation, while expanded glass granulate is 

often applied for sidewall and top insulations (FIG. 2.9, FIG. 2.10). Aside from attractive 

thermal insulation properties, they show a good mechanical resistance as well [101].  
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Among the recycling materials, expanded glass granulate has the lowest thermal 

conductivity [73]. Furthermore, all recycling materials are water-resistant and can be 

dried easily. Accordingly, expanded glass granulate was used as a humidity-

compatible material on the outside of the storage sidewalls in Hannover, which is 

made of concrete of critical permeability [135]. The storage in Cosenza is one of the 

first facilities being equipped with foam glass gravel [23,126]. At the WGTES in 
Steinfurt, both foam glass and expanded granulate are used [18,146]. Foam glass is 

installed in 0.15 m thick plates at the bottom while expanded glass granulate is 

installed in geotextile bags of 0.5 m thickness [130]. 

OCHS [121] provides a detailed overview of various insulating materials. Based on a 
definition and prioritization of thermal, mechanical, and other requirements, various 

data sheets are evaluated. As a conclusion, foam glass gravel, expanded glass 

granulate, and expanded clays are considered particularly suitable for insulation.  

Installation techniques of thermal insulations 

According to OCHS et al. [73], appropriate configurations and constructions of 
thermal insulation layers are challenging in terms of building physics and 

thermodynamics. This is because both heat conduction and vapor diffusion from the 

inside to the outside and water ingress from the outside to the inside must be avoided 

at the same time. Materials for thermal insulation are available as plates or as bulk 

material [121]. Plates do not require the installation of complex frames or textile bags 

in order to keep the insulating material fixed [121,144]. One disadvantage, however, is 

that plates always need additional waterproofing. Consequently, for simple 
installations, bulk materials are preferred as they can be directly filled into 

prefabricated geotextile bags [146], achieving water tightness and thermal insulation 

in a single work step. A 25 m3 body of thermal insulation can thus be built in 30 min 

[18]. Vacuum evacuation improves stability through compaction and by negative 

pressure. At the same time, the material is protected against humidity. Aside from this, 

long-term monitoring via vacuum control is feasible [98] and floating top insulations 
can be constructed (e.g., at the PTES in Jülich (Germany [110], and Ottrupgaard 

[86,108]). In all cases, thermal bridges have to be avoided through the proper 

installation of connecting pipes.  

Since the temperature distribution within the storage (and consequently also the 

heat loss) is not uniform, but it increases from the base to the top, it is recommended 
to raise the thickness of lateral insulation accordingly. In Hannover, the insulation 

thickness of the sidewalls rises from 0.3 m at the bottom to a maximum of 0.7 m at the 

top [135]. Due to the reduced insulation thickness at the storage bottom, a further 

advantage of this method is that costs can be reduced without efficiency losses, as 

reported for the TTES in Munich [147]. Both internal and external insulation of the 

mantle are possible for TTES. External insulations cause higher thermal stresses in 

concrete and reduce long-term stability [73]. Nevertheless, this technique is used in 
Hamburg by employing pressure-resistant mineral wool [135,179] and in Munich, 

where expanded glass granulate is inserted in a membrane formwork between the 

structural element and the drainage layer [79].  
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2.3.5 Waterproofing 

Materials for waterproofing 

Leakages are a major issue of water-based storage systems. They can be caused by 

damage during construction, or they can occur later due to material fatigue. 

Accordingly, there are many methods and materials available to avoid both the loss 
and infiltration of water and moisture. Materials for TES waterproofing can be adapted 

from a variety of other application fields. Investigations by OCHS [121] cover 

conventional materials for landfill, dam, canal, pond, roof, and tunnel construction. 

Plastic liners, such as ethylene propylene diene monomer (EPDM), high-density 

polyethylene (HDPE), polypropylene (PP), and polyvinyl chloride (PVC), are common 

in those areas and have also been used in seasonal TES ([113], FIG. 2.11 a, FIG. 2.11 b). 
APPENDIX A-2 gives a detailed insight into designs of waterproofings for some selected 

seasonal TES of this study. 

 
Fig. 2.11: a) Development of a number of applications and b) current application distribution of 

waterproofing materials for all storage types (TTES, PTES, WGTES). 

Linings of steel or stainless steel are used very often, but these are restricted to TTES 
(FIG. 2.11 a, FIG. 2.11 b). Advantages of stainless steel offer high ageing and diffusion 

resistances, while disadvantages include potential corrosion, more complex 

installation procedures, and higher costs [121]. However, by using stainless steel, the 

maximum storage temperature (>> 95 °C) is much higher than that of plastic liners 

(< 90 °C) [59,113]. Plastic liners are advantageous because their specific costs, their 

packaging form as lanes, and the speed of application. HDPE clearly dominates (FIG. 
2.11 b), as it is meanwhile well proved as suitable for PTES and WGTES. HDPE is used 

at two of the three German WGTES storages (Stuttgart, Chemnitz) and at the WGTES 

in Lyngby (Denmark, [22,150]). In contrast, other geomembranes (PP, butyl, EPDM) 

have not survived their experimental stage (FIG. 2.11 a).  

WGTES often use plastic liners to separate the storage material from the 
surrounding soil [55]. In addition, these liners allow for leakage control. In Steinfurt, a 

double-layer polypropylene (PP) liner, which can be tested by vacuum for tightness 

even after installation, was applied for the first time in 1999. The plastic PP was 

modified to ensure a better long-term temperature resistance of up to 90 °C [18]. 

MANGOLD [147] notes that costs for more temperature resistant materials such as 

stainless steel are significantly higher.  
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Still, foils are generally vulnerable to leaks, as documented at the storage in Herlev 

for example, which was equipped with a single-layer EPDM liner at the inner side of 

steel sheet pilings [22]. To prevent leakage through thermally caused deformation, the 

PTES in Marstal was equipped with a steel grid [180].  

The storage in Ottrupgaard was sealed with a 0.85 m thick clay layer at the bottom 

and sidewalls [86,87]. Unfortunately, no satisfactory resistance was achieved, and 

significant water losses occurred shortly after commissioning [22]. OCHS et al. [105] 

point out that leakage is frequent for related projects with clay or bentonite sealing 

due to its high susceptibility, such as also observed at the storage in Hoerby (Denmark, 

[23]). Therefore, use of this natural material also in the future is uncertain. A high-
performance waterproofed concrete with an optimized diffusion rate (quality level 

B85, 4 L m-2 a-1) was tested in Hannover. The quality was achieved by adding micro 

silica, superseding stainless steel liners [135,174]. Cost reductions of 15% were 

expected but could not be accomplished due to elevated costs for reinforcement that 

was needed to limit fracture widths [62,130].  

Vapor diffusion 

Water losses are not only caused by water in liquid phase. Vapor, which penetrates 

through the storage shell to the outside significantly reduces the efficiency of the 

insulation material and, as a result, also reduces the system’s overall efficiency. Since 

the moisture transfer occurs mainly in areas with higher temperatures (at the top and 

the sidewalls), this is primarily where vapor diffusion barriers are used. For economic 

reasons, these are often neglected at the relatively cold storage bottom [146].  

TTES do not need vapor diffusion barriers as they already contain an inner stainless 

steel lining [24,59]. For example, in Hamburg, a welded 1.25 mm thick stainless steel 

sheet serves as a completely impermeable layer [135]. In contrast, plastic liners exhibit 

a notable permeability [144]. Since the first German WGTES in Stuttgart and Chemnitz 
did not have vapor diffusion barriers, water losses through the HDPE liner were 

detected. In Stuttgart, 10 to 15 m3 of water had to be refilled every year, corresponding 

to a fraction of 3% of the total water volume [70]. Due to these experiences, additional 

materials, predominantly metal foils, had to be applied to prevent moisture transfer 

between the storage and the surroundings [24,121,144]. In Steinfurt, a PP-Al-PE liner 

was installed [100,146]. The concept of composite foils is also common in other 

application areas (e.g., in the building sector). In Eggenstein, the aluminum barrier is 

placed within the plastic liner that was welded to chambers [98,130].  

Drainage layers 

Energy losses are often increased in buried systems if groundwater is present, as it 

promotes convective heat transfer in the storage surrounding and reduces the 

insulation material performance when penetrating the respective layer [135,165]. To 
avoid this, drainage layers should be installed to deflect rainwater from the surface of 

the storage. These are usually installed as gravel layers (e.g., Hannover, [135]) or 

geotextile mats (e.g., Steinfurt [135]). Mats with an additional protection fleece are 

mainly used and recommended for PTES [73], for example in Marstal [113]. To 

minimize infiltration of groundwater, PFEIL & KOCH [18] recommend a bentonite layer 

on the outer side of the storage shell, but these also represent another cost factor, and 

leakage problems with clay layers are common. 
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2.3.6 Loading systems  

Effective storage systems for heat and cold require reliable loading and unloading 

systems to establish and maintain an effective thermal stratification inside the facility 

[181]. In contrast, insufficient temperature stratification reduces storage efficiency 
enormously - often expressed as internal energy loss or exergy loss [24,182]. THESS et 

al. [54] state that turbulent flows mix the storage fluid, destroying a stable 

stratification, while URBANECK et al. [183] point out that free convection due to density 

differences takes place at a temperature difference as low as 0.01 K.  

Direct and indirect loading systems are distinguishable. Direct loading means that 

the loading system is in direct contact to the filling material, while indirect loading 

systems use heat exchanger and hydraulically separate the inner parts of the storage 

from the loading- and unloading circuit. WGTES usually only contain indirect loading 

systems [181]. One example is Steinfurt with a 7,500 m long PE coil system on six levels 

[59]. To test different strategies, the WGTES in Stuttgart offers three different 

possibilities to insert or extract heat [70]. The indirect system consists of an eight-level 
plastic tube heat exchange with a length of 4,853 m. A ring and a star distribution 

device facilitate water flowing in at upper levels and out at lower levels during 

charging (and vice versa during discharging).  

TTES and PTES solely use direct systems. BODMANN et al. [146] explain that for larger 
storages direct loading systems are to be preferred due to economic reasons. OCHS 

[121] and MARX et al. [24] state that the direct loading of storage facilities is more 

energy efficient, due to lower rigidity. At the same time, SCHIRMER et al. [53] and MARX 

et al. [24] note that layer loading devices of small plants, which were, for example, 

studied by ABDELHAK et al. [184], are not easily scalable. LOHSE et al. [185] also 

investigate various direct loading devices and conclude that stationary systems 

working by fluid mechanics are of particular benefit. They have a longer lifetime and a 
simpler functional principle, only utilizing density differences of the storage. However, 

over-simplified designs lead to insufficient thermal stratification. Part of such direct 

loading systems are radial diffusers, positioned close to the top and the bottom of the 

storages [185]. Their flow behavior was investigated in detail by FINDEISEN [186], 

FINDEISEN et al. [187], and LOHSE et al. [181]. A third device in the middle of the storage 

height was used for the first time in Hannover in 2000 [51].  

2.3.7 System integration 

Networks 

Proper integration of the TES facility into heating/cooling grids is essential [155]. For 

example, an in-depth review of modelling methods for district energy systems is 

presented by ALLEGRINI et al. [188]. In many cases, the installation of new network 

systems connecting existing TES is expected to improve the cost-efficiency 
[24,53,62,188,189]. Well-known networks are large district heating networks, e.g., in 

Marstal where 1,500 households are linked to the PTES [83]. Generally, it is 

recommended that in urban applications at least 100 households are connected to a 

seasonal storage [132], but PFEIL & KOCH [18] estimate that at least 50 households 

enable economical operation. In Hamburg, only 124 households are supplied and in 

Friedrichshafen 570 households are supplied [51,53,190]. The required size of a new 

storage can also be defined based on the total area for residential space heating. This 
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was the case for Hamburg, with a total area of 14,800 m2 and Friedrichshafen with 

39,500 m2 [51].  

The integration of a TES can be realized particularly well in new building projects. 
As an example, Steinfurt is a location in Germany with a seasonal storage as part of a 

“solar settlement” [146,161] and the TTES in Hannover is part of a “Solar City” [191]. 

TES can also be integrated in energy refurbishment projects. The WGTES in Eggenstein 

was incorporated into an existing district heating network in 2009 as part of a major 

modernization project [17,154].  

Centralized systems with central heating sources, and decentralized systems with 

independent additional heating systems in individual houses, can be distinguished 

from each other, but are often used in parallel (Hamburg [135], [179]). Different 

combinations of these systems are investigated by HSIEH et al. [192] with the result 

showing that combinations of short and long term storages are optimal. LANAHAN & 

TABARES-VELASCO [145] also recommend such combined heat generation strategies. To 
minimize energy losses, directly integrated systems are more suitable than heat 

exchangers [135]. If this is not possible, e.g., for hygienic reasons in the case of closed 

systems such as drinking water, efficient heat exchangers must be used [146]. 

Independent networks for source and target systems allow for either separation of 

different temperature levels or for creating a mixture of supply and return flows to 
keep stable temperatures [146]. Further, different operating strategies (direct energy 

use vs. storage) can be realized [135]. This technical variability yields opportunities, 

but it also incites a challenge. The risk of technical failure rises with system 

complexity, and optimal integration of seasonal TES into heating or cooling networks 

is often underestimated. For example, energy losses of networks can represent an 

unexpectedly important role [146]. Hydraulic problems in loading and unloading 

circuits in Eggenstein led to inefficient operation of the storage system [154].  

Source and target systems 

Generally, all heat or cold generating devices can be used as thermal energy 

sources. Since seasonal TES are often built within renewable energy projects with 

fluctuating sources, storage facilities try to maximize the proportion of renewable 

energy by using different systems. OCHS et al. [73] and PFEIL & KOCH [18] propose waste 
heat from Combined Heat and Power (CHP) and biogas plants, which have a higher 

productivity in summer due to additional green waste. The concept in Marstal uses 

100% renewable energy for heat supply and employs the PTES to help bridge supply 

gaps through utilization of stored surplus. The system includes a wood chip boiler and 

a solar thermal system in combination with heat pumps [83,112]. Operation of the 

cogeneration plant in Hamburg was terminated due to economic reasons [135]. For 
feeding other TES, conventional source systems such as gas boilers (Steinfurt [146], 

Hamburg [135], Munich [24]), oil-fired boilers, condensing boilers, or electric flow 

heaters (Steinfurt [146]) are used. Post heating via an attached district heating system 

is employed in Hannover [135].  

Seasonal TES aim at different target applications. These include space heating and 
cooling as well as the preparation of domestic hot water. Furthermore, stored thermal 

energy can be applied to support industrial processes or agricultural applications, 

such as the energy-efficient heating of greenhouses [193,194].  

Nachhaltiger#_CTVL00127fe9df5ab004adbb973b87ef242fb67
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The volume or thermal capacity of the storage system must match both the 

demands of the targets and the supplied energy by the source systems. Storage 

systems that are designed too large require disproportionally high construction costs 

and often cannot be used in an optimal manner [71]. In Friedrichshafen, one reason 

for inefficient dimensioning of the storage system was a result of a difference between 

the projected and constructed area of solar thermal collectors. Consequently, a 
discrepancy between calculated and actual supply energy was found [17,24]. In 

contrast, a small storage which is too small is not able to cover the energy demand, 

which causes additional costs when complementary systems must be installed, e.g. 

for post-heating. Ultimately, all components must be harmonized so that supply and 

return temperatures are matched and storage potential is realized most efficiently. 

Temperatures 

Different temperature levels are required for different target systems, such as 

domestic hot water preparation, radiator heating, and underfloor heating. Clearly, 

low-temperature underfloor systems are most suitable for achieving best storage 

performances [51]. This is because a lowered temperature within the storage results 

in lower heat losses [152]. Problems arise with low-temperature storages if targets are 
connected that require a higher temperature (e.g., domestic hot water preparation or 

radiator heating) and post-heating is needed. SCHMIDT & MANGOLD [132] propose flow 

heaters as an effective alternative, while some decentralized systems (e.g., Marstal) 

use diurnal buffers to modulate feed-in temperatures [83]. In Marstal, resulting 

temperature differences between supply and return circuits reach 32 K during summer 

and 43 K during winter. Another solution is the admixture of cooler return flows to 

ensure a constant supply temperature level (e.g., in Hamburg [135]). 

Heat pumps are, for example, installed in Stuttgart [70], in Marstal [83], in Munich 

[24,79], and in Eggenstein [24,154]. Heat pumps offer two positive features: besides 

providing higher supply temperatures, they also can be applied to reduce the return 

temperatures, cooling down the storage to obtain a larger temperature spread 
between storage inlet and outlet [24,153]. On the one hand, this maximizes the 

available storage capacity. On the other hand, it promotes stratification and avoids 

excessively high temperature at the beginning of the next loading period. The latter 

was observed in the first storages in Friedrichshafen and Hamburg [136,147,165]. A 

suitable temperature range for optimal storage operation is considered to be 10 °C to 

80 °C, designed for the storage in Eggenstein [24,155]. Here, also a heat pump is 

installed to achieve the low return temperature, and detailed information on methods 

of TES-coupled heat pump dimensioning can be found in RIEGGER & MANGOLD [98].  

Fluid temperatures originating from the supplying systems can show a high 

variability, especially with solar thermal collectors [135]. Buffers in front of the loading 

devices are therefore recommended in order to ensure constant temperatures, avoid 

turbulent flows, and prevent excessive material stress [146]. This is particularly 

necessary for WGTES, as these have a higher rigidity (e.g., Eggenstein [24]).  
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Storage operation 

The operating procedure of a seasonal storage begins with an initial heating phase 

[146], while the desired quasi-stationary state is reached only after some years [51]. 

During this stabilization phase, the steep lateral temperature gradients promote high 
energy losses to the surrounding soil [135]. For example, the storage in Hannover was 

put into operation in 2000 and had a planned start-up phase until 2005 [51].  

For the evaluation of storage efficiency, the degree of utilization is expressed as the 

quotient of stored and withdrawn energy (due to internal and external energy losses). 
For well insulated storages, values above 90% are considered feasible [24], but 

currently thermal loss still accounts for up to 50% of the storage capacity.  

Due to the different energy source and target systems, appropriate measurement 

and control systems are necessary to promptly detect malfunctions early [135]. The 

suitable position for control and automation in centralized networks are the heating 
stations [135,147]. For instance, pilot storage plants are often equipped with a 

sophisticated measuring grid. In Stuttgart, for example, 415 thermal sensors and nine 

heat flow meters were installed [70]. In Chemnitz, 20 internal and 10 external 

temperatures are monitored [148,151]. On the one hand, sampling of the water inside 

the storage system has to be carried out in order to detect corrosion at an early stage. 

In Stuttgart, sampling is possible at two locations within the storage [70]. On the other 

hand, monitoring groundwater quality around the storage is most important for 
storages with (potentially) greater water losses. The storage in Hannover is thus 

accompanied by an extensive hydrochemical measurement program [135].  

2.4 Conclusions and Outlook 

Seasonal storage of thermal energy is still in its early stage. This is surprising, 

considering its elementary role in modern heating networks that rely on multiple, 

often fluctuating heat sources, and that are based on smart modulation of 

temperatures. In fact, the historical evolution of the closed seasonal storage of 
thermal energy has its roots in the early 1960s. After only a short time, theoretical 

ideas were transformed into applied pilot projects within the framework of extensive 

research projects. The main focus of research activities was mainly concentrated in 

Europe, backed up by international cooperation and activities in other countries. 

Recently, since the beginning of the 2010s, the installed closed thermal energy storage 

(TES) volumes show an exponential increase, which displays the recent transition 
from pilot-plants to well-functioning large-scale applications. The three most 

attractive concepts in the field of water-based closed seasonal TES are Pit Thermal 

Energy Storages (PTES), Tank Thermal Energy Storages (TTES) and Water-Gravel 

Thermal Energy Storages (WGTES). PTES are water-filled sealed pits while TTES are 

enclosed basin structures. In contrast, WGTES are commonly filled with a mixture of 

gravel and water, allowing static loads to be placed on their top surfaces. In addition 

to their application as seasonal storage tanks, large-volume short-term buffer storage 

tanks also gained importance by growing integration into district heating networks. 
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Intensive research activities in the different European countries are reflected in the 

present geographical distribution of seasonal storage systems. Germany, Denmark, 

and Sweden clearly dominate both in terms of installed volume and the number of 

TES built. At present, this article identified 39 systems in Europe, comprising 31 

seasonal TES and eight large buffer storages. The total storage volume is about 

797,000 m3, with about 87% (697,220 m3) total TES volume. Assuming an optimal but 
still realistic temperature spread of 70 K for all facilities, the present TES would result 

in an available storage capacity of 56,600 MWh. Adding the potential capacity of the 

listed large buffer storages, a total of 64,700 MWh is achieved. Interestingly, TTES is 

the most common variant, while PTES represent the largest volume. This is due to the 

relatively simple design of PTES without structural elements, allowing cost savings 

and the possibility to expand the volume. WGTES are more complex, and are therefore 

more dependent on-site conditions. They also entail higher technological risks.  

Ongoing developments in the sector of seasonal storage systems show a steady 

progress in the various system components. This is demonstrated by the 

developments of the storage filling (especially important for WGTES), the thermal 

insulation and waterproofing, as well as the structural element (mainly for TTES). 
Progress is primarily related to new materials and construction methods. Regarding 

the geometry and size of new systems, special attention is given to finding optimized 

surface/volume ratios. In contrast, the latest PTES systems in Denmark use very large 

volumes to compensate for energy losses through simpler construction concepts.  

The most important innovations are shown in FIG. 2.12. Here, a multi-generational 

development can be derived in all domains [16,18,19,122]. While pilot projects first 

proved the principle feasibility of seasonal TES, new waterproofing and thermal 

insulation materials have already been applied in the second generation. Efficiencies 

were thus increased (e.g., through optimized loading and unloading systems) and the 

first problems (especially leakages) were solved at the same time. In the third 

generation, priority shifted to introducing cost reductions, for instance by using 
prefabricated elements for thermal insulations or structural elements of TTES. The 

new insulation techniques and especially bottom thermal insulation improved 

efficiencies, while composite foils with vapor diffusion layers and testable 

waterproofing techniques further reduced water losses. Today, at the fourth-

generation level, special attention is set on effective storage integration and operation 

in larger networks. This is complemented by tuning of temperature levels and 

combining different energy sources. 

Nevertheless, a number of unresolved critical issues remain which require further 

attention. In FIG. 2.12 they can be attributed to the next, fifth generation. Concerning 

technical aspects, improvements and new developments of suitable materials are 

needed. Achieving long-term robustness is a widespread challenge of existing sites, 
e.g., due to structural fatigue of waterproofing materials. TES need to minimize heat 

loss during a lifetime lasting decades, not only for the sake of storage efficiency, but 

also to minimize environmental risks. For instance, BODMANN & FISCH [135] measured a 

warming from 8 °C to 30 °C in 4 m below surface next to the storage in Hannover. 

Generally, such significant ground heating is rarely detected, and this is supported by 

simulations [177]. However, in practice, suitable monitoring and control systems are 

required to save the ambient ground and groundwater environment [195]. 
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Fig. 2.12: Generations of seasonal storage systems with the most important inventions in the different 

domains. 

Regarding TES operation, the vast opportunities to integrate new and diverse 

energy sources are still not exploited. Most TES rely on solar energy storage, but smart 

integration in heating and cooling networks facilitates storage of industrial excess 

energy, geothermal energy, and waste heat from office buildings and data centers. 

Aside from this, the optimal use of storages requires attuned control engineering. In 
many cases, for example, the return temperatures are too high, and in others the 

achieved thermal stratification was suboptimal. For solar-based systems, the solar 

fraction can be increased by one percent if the return temperature is reduced by only 

one degree [51]. A future direction for more flexible control and diverse source use is 

the consideration of combined storage facilities that represent multi-storage 

solutions of different sizes and different temperature ranges. Such solutions offer not 
only more flexibility, but also can be extended and upgraded more easily in case of 

network expansion or innovative materials in the future. Such modular development 

of TES can also reduce the high initial costs of construction, which are often decisive 

for realization of a project.  
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3 Paraffin wax as self-sealing insulation material of 
seasonal sensible heat storage systems – A 
laboratory study 

This chapter is reproduced from:  

Bott, C., Dressel, I., & Bayer, P. (2020). Paraffin wax as self-sealing insulation 
material of seasonal sensible heat storage systems—A laboratory study. Plos one, 
15(7), e0236056, DOI: 10.1371/journal.pone.0236056. 

The paraffin wax used in the experiments was donated by Hansen & Rosenthal KG, 
Hamburg, Germany for research purposes. The authors acknowledge this support 
for the study. Furthermore, the authors acknowledge the research associate Hannes 
Hemmerle and the student assistant Mayank Paranjape, who contributed essentially 
to the set-up and the execution of the experiments and Ryan Pearson for language 
edits. The study was financially supported by the Volkswagen Foundation within the 
framework of the “Initiative Experiment!” under grant agreement number 93847. 
The funder provided support in the form of salaries for author Ingo Dressel, but did 
not have any additional role in the study design, data collection and analysis, 
decision to publish, or preparation of the manuscript.  

3.1 Introduction 

Seasonal heat storage has evolved as a promising strategy for storing thermal 

energy from fluctuating sources over long periods. Solar energy collected in the 
summer or any momentarily available excess heat can be stored for feeding a district 

heating network during the winter season [49,196,197]. The wide variety of available 

concepts covers latent, chemical and sensible variants [40,56,198]. While latent heat 

storages utilize phase change effects (e.g., of water/ice or hydrocarbons) [199–201], 

thermochemical storages are based on reversible endo- and exothermic reactions, 

such as salt hydrations [202,203]. However, both of these concepts are often not 

applicable to large-scale applications due to high material costs. Sensible heat 
storage, in contrast, features the utilization of temperature changes [57,58,204,205]. 

In this context, large seasonal storage systems are generated via borehole fields 

(Borehole Thermal Energy Storage [145,206]) or wells in aquifers (Aquifer Thermal 

Energy Storage, e.g., [60,207,208]). Another common technological variant, which is 

also the focus of this study, is the storage of thermal energy in large, artificial, ground-

based basin structures. In these, water or water-filled gravel with volumes of several 

thousand cubic meters are used as storage media [55,58,113,167]. Especially for Pit 
Thermal Energy Storages (PTES) and Water-Gravel Thermal Energy Storages (WGTES), 

standard solutions for thermal insulation are non-existent. However, long-term 

thermal storage efficiency strongly depends on a competent and reliable technique 

that minimizes lateral heat loss from the basin [49,209]. This means, the storage media 

needs to be embedded in a stable waterproof shell of low thermal conductivity. This 

shell thus commonly consists of an internal impermeable sealing layer, that is, plastic 
foils encapsulating the water in the basin [55,59,105,121]. For thermal insulation, 

https://doi.org/10.1371/journal.pone.0236056
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highly porous and relatively cheap materials such as layers of foam glass or expanded 

glass gravels are used. As these are not resistant against the high structural loads of 

the overlying storage media, most of the previously constructed storage systems are 

insulated only at the top and side walls [70,177,196]. 

A main barrier for seasonal thermal storage basins to reach market maturity relates 

to technical vulnerabilities of the sealing and insulation components. The assessment 

of numerous existing sites reveals that there are two most important categories of 

deficiencies:  

1) Efficiencies/heat losses: In many cases, higher energy losses and lower system 

efficiencies were measured than previously predicted (e.g., [70,135,165]). The 

reasons for heavily reduced performances were, among others, water ingress 

into the thermal insulation and interaction with groundwater, promoting the 

dissipation of heat [22,51,73,86]. Ultimately, these high energy losses reduce 

the efficiency of the storage facilities, raising questions about their general 
economic viability [37,147,210].  

2) Leakages: A significant number of systems suffered from leaks, leading to 

irreparable damages and sometimes even total failures (e.g., [22]). Insufficient 

long-term resistance of the materials used for basin sealings could not 

withstand the highly variable thermal conditions and the static load of the 

filling material. Material fatigue is further intensified by the contrasting cold 

environment and hot storage filling during intense charging and discharging 
processes [59,86]. As large-scale storage basins thus dispense with the cost-

intensive use of insulation, sealing layers are positioned directly on the 

surrounding soil and are exposed to a higher risk of injury. It is striking that 

most problems occur in the transition area from the storage media to the 

surrounding environment.  

Based on these key issues, this study examines the suitability of a novel membrane 

concept based on paraffin wax, which may be suited for simultaneous insulation and 

sealing of seasonal heat storage basins. Paraffin wax is a mixture of hydrocarbon 

molecules with varying numbers of carbon atoms. The lengths of the C-chains range 

between 20 and 60 for soft and hard paraffin waxes and this controls both melting and 

solidification points of the bulk material used. For example, for a solidification point 
of 42 °C and a melting point of 40 °C, the molecules have a chain length of around 21 

C-atoms. With an enthalpy of fusion between 150 kJ kg-1 and 220 kJ kg-1, paraffin wax 

is one of the most popular storage materials [40,41,44,45,211–213].  

Its thermal conductivity is relatively low, with values of 0.15 W m-1 K-1 to 0.30 W m-1 K-1 

around one order of magnitude below that of a water-saturated gravel (2.4 W m-1 K-1 in 
the case of an implemented Water-Gravel Thermal Energy Storage described in [37]) 

[148,214]. Aside from this, it is hydrophobic and non-toxic [215]. These favorable 

properties support the use of paraffin wax for lateral thermal insulation and energy 

absorption, while melting of paraffin wax consumes energy and thus keeps it in the 

system [45,212,213,216]. A recuperation effect may be utilized when the storage cools 

down and paraffin wax solidification enables recovery of the heat stored in the phase 
change. The conventional use of paraffin wax as a thermal storage medium already 

makes use of these effects in various respects [217–220].  
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In encapsulated form or as a composite material with polymers, it has been 

employed, for example, for thermal component activation within buildings and for 

small-scale thermal storage applications [200,221–223]. However, if the paraffin wax 

is integrated directly and made available as a mobile medium in its liquid, molten 

state, it may be able to clog leakages in the sealing layers of storage systems via its 

hydrophobic property. In direct contact with cold surroundings next to the insulation 
membrane, it would cool down and prevent water loss from the basin. The objective 

of this work is to investigate these expected self-sealing properties of paraffin wax 

considering the conditions of seasonal storage applications in downscaled laboratory 

experiments.  

By integrating a latent heat storage material in the marginal section, the critical 

vulnerabilities of existing storage membrane concepts are attacked while, at the same 

time, new benefits are added. Thereby, the presented approach is both technically 

simple and somewhat paradoxical, as paraffin wax is already a well-established 

material for thermal energy storage. Thus, this study provides a substantially new 

application strategy for thermal insulation. 

With the objective of providing an initial proof of feasibility and to demonstrate the 

applicability of the intended mechanisms, this study is divided into two separate 

sections. The first part inspects the thermal performance of paraffin wax in a multi-

stage laboratory experiment. Here, variants of implementing paraffin wax as 

insulation material are tested at variable temperature ranges. The second part is 
dedicated to the imperviousness of the storage membrane. For this purpose, various 

types of artificially induced leakages and selected surrounding materials are analyzed 

and the paraffin wax’s migration behavior is scrutinized.  

3.2 Materials and methods 

3.2.1 Enhancement of thermal performance 

Experimental setup 

The first laboratory test was designed to investigate energy losses when using 

paraffin wax inside two sections of sealing layers of a PTES structure. A schematic 

illustration of the experimental setup is given in FIG. 3.1, while FIG. 3.2 shows images of 

the erected set up in the laboratory.  

 
Fig. 3.1: Schematic top view of the thermal performance experimental setup showing the positions of 

temperature sensors and materials used. PVC: polyvinyl chloride foil, PS: polystyrene glass plates. 
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As outer enclosure, a container made of acrylic glass with internal dimensions of 

1,000 mm x 300 mm x 600 mm (length, width, height) was used. A small-scale heat 

storage with deionized water as filling material was implemented inside, with its inner 

dimensions (600 mm x 200 mm x 400 mm) encapsulated by the inner sealing 

component. In the first series of experiments, sealing was conducted via rigid 5 mm 

thick plates of polystyrene glass (PS). In the second series, the PS plates were replaced 
by a 0.5 mm thick polyvinyl chloride (PVC) foil, which is commonly used for sealing in 

existing storage basins [105,131,196]. Comparing the use of non-formable PS plates 

with flexible, standard PVC foils facilitates to focus on potential mechanical 

deformation when including the paraffin wax. The latter was cast between another 

layer of the sealing membrane on one short side of the container (FIG. 3.2 a and b). The 

form of unadulterated paraffin wax was chosen to exploit the direct availability as a 

molten liquid to reseal leakages in the second part of the experiments.  

Within the sealing membrane, the paraffin wax was distributed over the entire 

surface without pore spaces, which would not be the case with the paraffin composite 

materials frequently used in the construction sector, such as encapsulated paraffin 

wax. Here, this simultaneously provides a larger volume for additional storage of 
energy. In the case of the PS plates, a cavity distance of 20 mm was implemented (FIG. 

3.2 b), and hence a paraffin wax volume of 1,600 ml was employed. In the experiment 

series with PVC, the same volume of paraffin wax was cast as a 20 mm thick plate, 

coated in PVC foil (FIG. 3.2 a). The paraffin wax chosen (Tudamelt 40/42, HANSEN & 

ROSENTHAL KG, Hamburg, Germany) has a relatively low solidification point at 42 °C and 

a melting point at approximately 40 °C. This is expected to resemble realistic 
conditions in favored low-temperature systems [51,152,167]. Gas chromatographic 

analyses by the manufacturer on the paraffin wax quality showed a dense distribution 

of the chain lengths of around 20 to 23 C-atoms (approx. 80%) within a total range 

between 17 and 32 C-atoms.  

A top cover of the container made of transparent plastic foil (for better visibility not 
present in FIG. 3.2) minimized evaporation effects. To further shield the experiment 

from environmental influences and to emulate granular properties of soil surrounding 

a storage basin in the field, expanded glass granulate (Ecoglas, STEINBACH SCHAUMGLAS 

GMBH & CO. KG, Salz, Germany) was used (FIG. 3.2). As a recycling material with a 

grainsize of 5-8 mm, it is also installed as outer insulation material (thermal 

conductivity of λeff = 0.084 W m-1 K-1, [224]) at some existing facilities [73,121,126]. 

 
Fig. 3.2: Experimental variants with (a) black PVC foil and (b-d) PS as sealing layer. 1: surrounding material, 

2: paraffin wax insulation layer, 3: PVC sealing foil, 4: filling/water, 5: PS sealing plates, 6, 7: 
temperature sensors in paraffin wax/filling, 8: heating device, 9: camera. 
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For heating the storage media, a laboratory thermostat (JULABO ED immersion 

thermostat) with an electrical power input of 2 kW was applied (FIG. 3.2 c and d), 

whereby the heating coil with a circulation pump was installed in the center of the 

water column. This simulated a direct loading procedure without thermal 

stratification in the basin but ensured a homogenous temperature distribution at all 

interface regions. For temperature measurements and data logging, two 20-channel 
Keysight 34901A multiplexers and one Keysight 34972A were used. In total, 15 Pt100 

temperature probes were connected (stainless steel, waterproof, 4 wires, length 

500 mm, measuring tip 20 mm, accuracy 1/10 DIN (German Industry Standard), FIG. 3.2 

d). The accuracy of the sensors is temperature-dependent. Within the temperatures of 

all experiments it ranges between ± 0.04 °C (at 20 °C) and ± 0.06 °C (at 60 °C). Three 

probes were directly cast into the paraffin wax body at different heights. The 
distribution of the temperature sensors is shown in FIG. 3.1. A high-definition camera 

for time-lapse recordings facilitated visual observation.  

Testing procedure and data processing  

The overall workflow of the thermal performance experiments is depicted in FIG. 3.3 

a. After casting the paraffin wax directly into the PS or PVC cavity (FIG. 3.2), all 
temperature sensors were installed at the respective positions (FIG. 3.1). The 

experiment was operated in three phases for six different target temperatures 

between 34 °C and 40 °C. In the first phase, the system initiated at ambient 

temperature was heated up to the predefined target temperature (heating phase). 

Although the heating rate could not be directly measured, it was constant for all 

experiments, because the heating device always operated at full power. The 

equilibrium state, implying a constant gradient to the environment, was maintained 
for at least 12 hours (maintaining phase). This second phase was stopped by switching 

off the heating thermostat and the whole structure cooled down until the ambient 

temperature was reached again (cooling phase, FIG. 3.3 b, left). During all phases, 

temperatures at all sensor positions were recorded at intervals of 30 s and time-lapse 

videos (frame rate 100 frames per second from 30 s image intervals) were recorded 

with the camera.  

 
Fig. 3.3: a) Workflow of thermal performance experiments; b) experimental phases with definition of delay 

and stored heat content (schematic illustration). Pink box: delay in heating/cooling due to phase chance 
effects. Line colors in Fig. 3.3 b: blue: water, green: paraffin wax, yellow: surrounding material. 
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For data evaluation, focus was set on two parameters to judge the suitability of 

paraffin wax for enhancing heat capacity and thermal insulation performance of the 

membrane: (i) a retardation factor that represents the delay of lateral heat transfer 

during melting or solidification of the paraffin wax; (ii) the amount of stored heat while 

melting during the heating phase or, vice versa, recovered from the solidifying paraffin 

wax in the cooling phase. In the following, all temperature data sets were firstly 
converted into heat quantities via the deployed masses (m) and the specific heat 

capacities (cm) of paraffin wax, water, and surrounding material, respectively (using 

the caloric equation for heat 𝑄 = 𝑐m ∙ 𝑚 ∙ ∆𝑇). In this context, the rather 

heterogeneous quality of the technical paraffin wax was considered by assigning an 

uncertainty of 5% to the specific heat capacity of the respective material. Combined 

with the measuring accuracy of the temperature sensors, the prolongated 

uncertainties of heat values resulted in max. ± 8.5 kJ kg-1. 

Although phase change effects are already detectable in these datasets (pink box in 

FIG. 3.3 b, left), the derivatives of these curves reveal the changes in the heat content 

of the paraffin wax more precisely and provide information on the accurate 

retardation timeframes (FIG. 3.3 b, right top). Ultimately, the amount of stored and 
retrieved heat was quantified using the integral of energy changes over the 

retardation period (FIG. 3.3 b, right bottom).  

3.2.2 Leakage tests 

Experimental setup 

The leakage tests served to prove the desired self-healing mechanism when using 
paraffin wax in the waterproofing storage membranes. Since it is used in neat form, 

the material has a direct thermal junction with the interfaces of the inner and outer 

layers and therefore should first melt in the heating phase. Subsequently, it should be 

available as a hydrophobic, mobile liquid to clog pathways into the colder 

surrounding material in case of leakages. 

 
Fig. 3.4: a) Sketch and b) top view of leakage experiments. Green: paraffin wax, blue: water, red: PVC layer, 

yellow: surrounding material. Sensor positions marked with dots. PVC: polyvinylchloride, PS: polystyrene 
glass plates. 

The set-up is shown in Fig. 3.4 and Fig. 3.5 and, for consistency and comparability, 

consists of many components of the previous tests. The operation and measurement 

equipment, such as sensors and the heating thermostat, were the same as in the 

experiments of thermal enhancements described above (Fig. 3.5). However, a much 

smaller external PS casing of 400 x 200 x 200 mm (length, width, height) was used to 
simulate a cross-section through the storage membrane and the surrounding material 

was only installed on one side (Fig. 3.5 a).  
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A 20 mm thick paraffin wax layer (volume: 800 cm3) was implemented in direct 

contact to the interior filling of deionized water (280 mm x 200 mm x 200 mm). In the 

outer PS plate, a 50 mm x 50 mm wide window was covered with a PVC film to simulate 

various leakage types in the sealing foil, such as fissures, larger holes and perforated 

zones (FIG. 3.5 b).  

The area of the surrounding material finally resulted in a volume of 100 x 200 x 200 

mm and allowed to observe and measure the outflow and dispersion behavior of the 

paraffin wax (FIG. 3.5 c and b). Two surrounding materials were deployed in separate 

test series: (i) a fine sand (grain size: 0.063 to 2 mm) was used to reproduce realistic 

field conditions, while (ii) glass balls with a diameter of 3 mm were chosen to imitate 
an ideal grain structure and to test the behavior of molten paraffin wax in mediums 

with a larger pore space (FIG. 3.5 a).  

 
Fig. 3.5: a) Laboratory set up, b) fissure in polyvinyl chloride foil with outflowing paraffin wax, c) solid body 

of sand with paraffin wax, d) impermeable compound of surrounding material with pore spaces filled by 
paraffin wax. 
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Testing procedure and data evaluation 

The workflow of the leakage experiments is shown in FIG. 3.6 a. In the different 

scenarios, a certain type of artificial leakage was incised into the PVC foil and 

temporarily sealed with adhesive tape. Both vertical and horizontal fissures with an 
area of 20 mm2, a vertical fissure with an area of 40 mm2, as well as a large hole with 

an area of 380 mm2, and a foil containing a perforated region (total leakage area of 

23.6 mm2) were tested. The storage tank was then filled with water and paraffin wax 

was cast in the cavity of the simulated storage membrane. After the paraffin wax 

solidified, the adhesive tape was removed, uncovering the defective zone, and the 

surrounding material (sand or glass balls) was inserted. For a rapid heating, the 

thermostat was set to 60 °C and the data logging was started. Just as all of the paraffin 
wax was in liquid state, the thermostat was turned off and the system cooled down to 

ambient temperature. For evaluation, the compound body of paraffin wax and sand 

or glass beads embedded in the surrounding material was exposed and sampled. 

Ultimately, the complete set-up was returned to its initial state for a new iteration. 

 
Fig. 3.6: Workflow for leakage experiments, b) top view of measurements of formed bodies after induced 

leakage. PVC: polyvinylchloride. 

After each of these tests, the molded compound bodies of solidified paraffin wax 

and surrounding material were exposed, and their dimensions (length, width, height) 

and masses were recorded by caliper rule. The volume was calculated via the density 

and the mass of the compound material. Assuming a measuring precision of 0.5 mm 

for expansions and 1 g for the weight of the composite bodies, the resulting overall 

accuracy of the volume data resulted in max. ± 2.7 cm3 for bodies of compound 
material and ± 1.4 cm3 for data on volumetric paraffin loss. Special attention was 

further paid to the observed directions of paraffin wax dispersion. Accordingly, length 

and width of the bodies were defined as shown in FIG. 3.6 b, while the height was 

measured vertically.  
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3.3 Results and discussion 

3.3.1 Enhancement of thermal performance 

Visual observations 

FIG. 3.7 and FIG. 3.8 summarize the results of the thermal performance experiments 

in both the heating and the cooling phases for six selected experimental settings. FIG. 
3.7 a and FIG. 3.8 a show the retardation by melting or solidification of paraffin wax. In 

contrast, the absorbed/stored heat in the paraffin wax, which represents the 

extension of the storage capacity, is depicted in FIG. 3.7 b and FIG. 3.8 b. The results 

cover only experiments with PVC as sealing material, except for one iteration with PS 

for comparison.  

First results and striking features of the presented concept are already apparent in 

the evaluation of the time-lapse recordings, as liquid components could be observed 

even at low temperatures. Therefore, even experiments with target temperatures 

below the melting point of the used paraffin wax show significant retardation effects 

and a storing/recycling of thermal energy. This can be attributed to the paraffin wax 

composition, as the technical quality employed in the experiments here is not a highly 
purified material. As it contains different chain lengths of hydrocarbon molecules, 

fractionalization occurs while heating or cooling and different partial sections melt 

and solidify in different temperature ranges.  

It should be noted that this applies to all induced phase changes, resulting in no 

clear and sharp but soft and slow transitions. While this can be expected also in 
applications in practice, this adds uncertainties to the interpretation of the 

measurements. However, these effects are also considered within an uncertainty 

assessment, since all values of measurements and physical properties were assigned 

with error coefficients during the data evaluation (see section 3.1.2). 

The second result already shown by visual monitoring were deformations of the 

paraffin wax layer during the melting process when using PVC foils. Displacement of 

the paraffin wax due to the pressure of the filling in direction of the surrounding 

material resulted in a wedge-shaped bulge. As a result, the thickness of the paraffin 

wax layer was substantially reduced at the bottom and enlarged at the top, raising 

technical questions on robust implementation techniques at the field scale. Even if 

these deformations could be avoided in the laboratory by using the stable PS plates, 
for large-scale storage systems it would be problematic to use a configuration 

between PVC foils without stabilizing structures. 

Retardation and energy storage effects in the heating phases 

Following the evaluation of visual documentation, the analysis of the temperature 

data records starts with the heating phase (FIG. 3.7). Thereby the results show 
significant delays due to the paraffin wax melting in all six test variants. This is 

remarkable, since this phase is comparatively short with a linear temperature increase 

of 0.49 to 0.71 K min-1.  

The range of retardation period values (FIG. 3.7 a) among the different experiment 
settings is high, spanning from 360 s to 1600 s, with an average melting delay of about 

1,000 s, but a correlation with the applied target temperatures is not apparent. 

Similarly, due to the given uncertainties, it cannot be deduced from the increased 
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individual value of the test with PS instead of PVC that the use of this alternative 

material solely generates a higher retardation. Nevertheless, the retardation value of 

1590 s for the PS-variant is 80% higher than the average value of about 880 s for the 

tests with the PVC film. However, the results of all of the test executions prove the 

desired mechanism to be effective: Based on the retardation times, it can be expected 

that quick charging of an application storage can be effectively delayed by the melting 
processes of the paraffin wax. Simultaneously, the results also indicate a reduction of 

lateral heat losses.  

 
Fig. 3.7: a) Delay in heating of laboratory heat storage due to paraffin wax melting; b) additional stored 

heat in paraffin wax during heating phase. PVC: polyvinylchloride, PS: polystyrene glass plates. 

As described in section 3.1.2 and visible in FIG. 3.3 b, there is a close correlation 

between the retardation times and the thermal energy stored in the heating phase 
(FIG. 3.7 b). Therefore, the results of the latter also show large fluctuations, ranging 

from 4.21 kJ kg-1 to 12.44 kJ kg-1paraffin wax at an average value of 6.55 kJ kg-1. While 

these values are low, it is likely that slower melting processes could not be detected 

due to the rapid heating. No clear influence of the sealing material could be observed. 

The difference between PVC and PS at the same temperature is low, and the value for 

PS of 5.78 kJ kg-1is not significantly above the average of 6.71 kJ kg-1 for all PVC 

experiments.  

In conjunction with the given mass of paraffin wax used (1,200 g for a volume of 

0.0016 m3 or 1.6 l and a density of 750 kg m-3), the results of stored energy quantities 

are used for a linear upscaling to field conditions. Based on the frustum geometry of 

common Pit Thermal Energy Storage systems (PTES) [70,113,135], a storage volume 
of 50,000 m3 and a thickness of the paraffin wax layer of 0.1 m, a paraffin wax volume 

of 1,000 m3 can be assumed.  

The results ultimately reveal an enhancement of storage capacity for this test case 

of about 3.16∙106 MJ or 0.88 MWh to 9.33∙106 MJ or 2.59 MWh. This additional energy 

reservoir would thus be available during a quick and intense charging process by 
applying the paraffin wax. However, compared to the storage capacity of the PTES 

water filling of 1.16 GWh (for a temperature spread of 20 K and a storage capacity of 

water of 4.19 kJ kg-1 K-1), this is a small benefit and thus the additional heat storage 

capacity only is not sufficient for justifying the use of paraffin wax.  

  



 

43 

Retardation and energy storage effects in the cooling phases 

For comparison, the same measurement series was considered for evaluation of the 

cooling phases (FIG. 3.8). As expected from FOURIER’S LAW [225], the cooling phase is not 

reflected by a linear gradient of temperature and energy content, but by an 
exponential decrease converging to the ambient temperature. As a result, this phase 

covers much longer time frames until the ambient temperatures are reached again 

(FIG. 3.8 a, average 95 h, max. 144 h). The first results of the cooling phase already show 

substantial differences as the retardation periods caused by the solidification of the 

paraffin wax are several orders of magnitude higher (FIG. 3.8 a). They range between 

8,500 s (~ 2.5 h) to about 17,000 s (~ 4.7 h), with an average value of 14,000 s (~ 3.9 h). 

Furthermore, a remarkable difference between the values for PS and PVC at the same 
temperature (34 °C) indicates a significant influence of the sealing material, since 

more paraffin wax can be utilized when deformation processes are prevented. 

However, there is no distinct trend observable for longer retardation times at higher 

operating temperatures. Altogether, results of retardations in the cooling phase 

demonstrate a more efficient applicability of the presented approach. Due to the long-

lasting delays, subsequent energy can be provided in the marginal area of the storage 
in case of a rapid discharge of a storage unit. As a result, the steepness of thermal 

gradients in towards the surroundings can be reduced and energy losses are 

minimized.  

 
Fig. 3.8: a) Delay in cooling of laboratory heat storage due to paraffin wax solidification; b) additional 

released heat by paraffin wax measured in the cooling phase. PVC: polyvinylchloride, PS: polystyrene 
glass plates. 

By evaluating the cooling phase, results on energy recovery can also be determined 

more accurately (FIG. 3.8 b). This is because this experiment phase represents an 

unaffected cooling process in contrast to the heating phase, where rapid energy 

inputs to the filling may superimpose phase change effects within the paraffin wax. As 

a consequence, the cooling phase allows to observe the entire sequence of phase 

change effects without interferences of external energy flows, also enabling much 

slower processes to be resolved. Hence, the results of energy recovered from the 
paraffin wax are several orders of magnitude higher than those determined during 

heating with an average of 138 kJ kg-1 at a range from 57 kJ kg-1 to 195 kJ kg-1. Although 

a natural cooling curve as applied in the experiments does not properly represent the 

conditions of intermittent storage discharging in an application case, the findings 

prove that cooling is delayed by the energy recovered from the paraffin wax 

solidification. Thus, short-term discharge processes could be buffered and 

compensated over a longer period, resulting in slower temperature decreases in the 

storage shell and therefore in less impact on the sealing material’s durability.  
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The amount of recovered heat is not affected by the operating temperature, but by 

the sealing material. The stable PS construction with constant, uniformly interface 

ensures the utilization of a larger volume of the paraffin wax. The recovered energy of 

190 kJ kg-1 is significantly higher than the corresponding value using PVC (141 kJ kg-1) 

and it is even higher than the average of all measurements using PVC (138 kJ kg-1).  

The values of the energy recoveries of the cooling phases are also applicable for 

scaling to the previously described use case scenario of a 50,000 m3 PTES. At this, the 

results show a striking difference: The volume of 1,000 m3 paraffin wax would provide 

an additional storage capacity of 12.01 MWh to 40.70 MWh (average: 28.77 MWh), being 

additionally available during a slow cooling or discharging process. Ultimately, these 
results are by one order of magnitude higher than those of the heating phases. They 

show an effective utilization of the desired processes and an added value of the new 

concept in terms of thermal enhancement of seasonal heat storage systems. 

3.3.2 Leakage mitigation 

Dispersion directions 

The self-healing properties of the newly presented concept are based on the desired 
mechanism of actively sealing leakage pathways by the hydrophobic paraffin wax. 

Within this second series of tests, six different scenarios were examined. FIG. 3.9 shows 

the dimensions of the molded bodies of paraffin wax and surrounding material 

(according to FIG. 3.6 b) in relation to the respective type of leakage and the 

surrounding material. In one scenario, glass balls were used as surrounding material 

instead of sand. As the shapes of the different types of leakage (fissures, circular 
shaped apertures and perforated zone) are very different, it is not expedient to 

consider their lengths or diameters. Instead, the total surface area of these 

passageways is used as an auxiliary parameter for comparing the size (“A” in FIG. 3.9) 

of the leakage. 

For all leakages, the results show a dominating dispersion in vertical direction 
(height) and horizontal to the surface of the sealing membrane (width). The heights, 

which show the greatest variance (29 mm to 105 mm), indicate a trend with increasing 

surface area of the defect. These also comprise the smallest values, between two and 

nine times lower compared to the vertical extents. In contrast, the values of widths 

and lengths scatter around their averages of 49.5 mm and 17.8 mm, respectively, 

within small ranges (min: 37.0 mm and 5.0 mm, max: 59.0 mm and 25.0 mm). 

 
Fig. 3.9: Measurements of formed bodies after paraffin wax loss. The lengths and widths were defined as 

depicted in FIG. 3-7 b, while the height of the solids was measured vertically. A: total surface area of 
passageways as size of the leakage, d: grainsize of the surrounding material. 
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These results can be attributed to the influence of the gravitational force. Thereby 

the paraffin wax preferentially flows along the outer PVC foil of the storage membrane 

and spreads mainly vertically. However, the horizontal spread along the sidewall of 

the storage is also remarkable, which even exceeds the vertical component in case of 

smaller fissures. The high temperature at the outer membrane interface obviously 

plays a crucial role, ensuring that the paraffin wax does not immediately solidify after 
flowing out of the insulation layer. Thus, it can propagate laterally with significant 

material losses, representing a major weakness of the suggested overall concept.  

 Nevertheless, the self-healing mechanism of the presented concept already proves 

to be effective within these results, since dispersal in a horizontal direction straight 
away from the storage is successfully hindered. In this regard, the cold surrounding 

material represents an effective barrier, leading to a rapid solidification of the paraffin 

wax and clogging of the leakage.  

Influence of leakage types and surrounding materials 

The evaluation regarding the influence of the type of leakage (hole, fissure or 
perforation) does not initially reveal any major disparities. However, there are 

indications that vertical fissures of the same surface area uniformly lead to smaller 

spreading of the paraffin wax in all directions. Additionally, in the case of fissures, 

larger defects enhance propagations in vertical direction.  

A more striking difference becomes apparent when comparing the two surrounding 
materials (glass balls and sand): Even though the pore space in the larger and uniform 

glass balls provides significantly more volume for dispersal, the length is reduced 

while the expansion in width and height is increased. Here, the glass bead provides 

the advantage of a larger reservoir of cold, preventing a flow into the surrounding 

material and allowing for a faster solidification but causing a deviation along the other 

two directions.  

Further parameters for analysis of leakage types and surrounding materials include 

the mass of the molded bodies as well as their bulk volumes and finally the volume of 

the dispensed paraffin wax (FIG. 3.10). For comparison, the same series of experiments 

as in the previous analysis of dispersion directions are presented. The masses of the 

formed bodies (FIG. 3.10 a) show a comparatively small range with values from 11 g to 
85 g. The maximum mass value resulted from the experiment of the perforated PVC 

foil, with its value of 85 g being almost three times higher than the average paraffin 

wax loss of 31.3 g. A difference in the surrounding material is not evident in these 

results, but there is again a noticeable difference in horizontal instead of vertical 

fissures. For the horizontal fissure, the value is more than doubled from 12 g to 25 g.  

The results of total volumes (FIG. 3.10 b) reveal more distinct differences between 

the individual configurations. As already indicated in the previous evaluation of the 

bodies’ dimensions, dispersions also vary in their volumetric extent, ranging from 12 

cm3 to 137 cm3. The share of paraffin wax in the compound bodies ranges from 36% to 

67%, implying an additional variability in the volumes of released paraffin wax. 

Therefore, these data contain a comparatively larger span of 5 cm3 to 80 cm3. Related 
to the total volume of 800 cm3, paraffin wax losses are small, ranging from 1.5% to 

17%. These results prove that the self-healing properties can be applied without major 

discharges of the material used and that the proposed approach works effectively. 
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Fig. 3.10: Masses (a) and volumes (b) of formed bodies consisting of paraffin wax and surrounding material, 

after induced leakage. vert: vertical fissure, horiz: horizontal fissure, A: total surface area of passageways 
as size of the leakage, d: grainsize of the surrounding material. 

The surface area of the defectives revealed as the most significant influence on the 

amount of paraffin wax lost, whereby elongated fissures represent a more severe 

problem than a circular, locally limited hole with a 10 times larger surface area. These 

results discovered by the tests can be explained by the optimal relationship of 

circumference to surface area of a circle. Conversely, linear leakages, e.g., like fissures, 

embody a larger heat reservoir, resulting in a wider surrounding warm surface which 
favors lateral propagation. The same applies to a perforated and porous foil, which, 

for example due to material fatigue, has a large number of small defectives. Moreover, 

a comparison of vertical versus horizontal fissures of the same size and surface area 

indicates a greater loss of paraffin wax for horizontal gaps in the outer sealing foil. 

Here, in comparison to vertical fractures, the vertical forces affecting the storage shell 

intensify the divergence of the incision gap.  

Regarding the different types of leakage, the results ultimately show that there are 

distinct influences of both, the shape, size and orientation of the various defects. 

Nevertheless, although there are many different drivers, it is proven for all test series 

that the use of paraffin wax not only adds thermal benefits for seasonal heat storage 

systems, but can also provide longer operating times by eliminating the problems of 

material fatigue due to the new inserted self-healing feature.  
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3.4 Conclusions 

The seasonal storage of thermal energy in large-scale basins already offers high 

potential to increase the flexibility of district heating networks by balancing out 

fluctuating regenerative energy sources. However, many of the present systems show 

deficiencies in regard to their thermal performance (emerging as excessive energy 

losses, significantly reducing profitability) and in regard to their technical set-up, as 
leakages in sealing foils can result in total system failures. This study tackles these key 

aspects by introducing a radically new concept for a combined insulation and sealing 

membrane. Starting as an unconventional approach, the use of paraffin wax as a 

hydrophobic and latent heat storage material in the marginal area of the storage was 

extensively evaluated in the laboratory and tested in two separate experiment series.  

The advantages of the concept in regard to thermal optimization of seasonal 

storages were proven by the following results: 

▷ A fast availability of these processes during a rapid heating of the storage filling 

was observed after only a few minutes. 
▷ Conversely, a uniform energy recovery from the paraffin wax was observed 

during natural cool-down over periods of 2.5 to 4 hours.  

▷ The additionally usable amount of heat provided by the paraffin wax revealed 

values in the laboratory of around 6.55 kJ kg-1 during the intensive heating 

phase and around 138 kJ kg-1 during the slow cooling phase.  

▷ For full-scale application cases, a theoretical scale-up indicated a storage 

capacity expansion of up to 40.70 MWh. 

One the one hand, these results show that both the buffering of intensive, short-

term charges and discharges as well as normal operation can be optimized as desired. 

In this respect, the advantages of a low-cost storage material with a fast thermal 

applicability (water) and a latent, more stolid storage material (paraffin wax) are 
perfectly combined for maximizing long-term performances by increasing total 

storage capacities and reducing thermal stress on the materials because thermal 

gradients are flattened. 

On the other hand, certain disadvantages of the new concepts in regard to its 

thermal behavior have to be mentioned:  

▷ The added storage capacity by the paraffin wax represents only a small fraction 

of the total storage capacity, raising questions regarding the economic 

viability. 

▷ A technical issue was detected, as the previously uniform layer of paraffin wax 
was deformed into a wedge-shaped structure, leaving no paraffin wax 

remaining in the lower section.  

Although this technical disadvantage could be diminished by the incorporation of 

thermal stratification, further technical refinements are advisable, involving for 
example the application of a suitable support structure. However, attention has to be 

paid to the appropriate relationship between investment and added value in further 

developments of the concept, which would not be satisfactory considering only the 

total capacity increase. 
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With this foresight, the second series of experiments investigated the technical 

feasibility of self-sealing effects and also revealed significant benefits of the newly 

presented approach:  

▷ After emerging from artificially incised leakages, the paraffin wax cooled down 

already after very short distances from the sealing foil. 

▷ Furthermore, the proportions of lost paraffin wax are comparatively small 

between only 1.5% to 17%. 

▷ Especially with coarser-grained substrates, the molded bodies led to the 

intended clogging of defects in the sealing membrane.  

▷ Thereby, the mechanism was effective for all scenarios of different leakage 
types and sizes of the defects as well as in case of different surrounding 

materials. 

However, by analyzing the several influencing parameters, it was also possible to 

identify potential shortcomings and technical disadvantages of the presented 

concept: 

▷ Especially in the case of widely distributed, diffuse material deficiencies (e.g., 

perforations), an increased risk of large paraffin losses prevails because heat 

can be continuously supplied over a large area by the remaining paraffin layer. 

▷ The warm surface of the storage shell allowed the paraffin wax to spread along 
this structure in the direction of the gravitational force.  

▷ With these preferred flow directions, a total closure of the leakage might not be 

ensured because the desired clogging effect can only be realized in one 

direction, while dispersion along the outer storage surface can still lead to 

major losses of paraffin wax.  

In conclusion, the general objective of the study as a proof of concept is successful, 

although unexpected risks are for now hindering a direct implementation to large-

scale application cases. Both thermal utilization and an enhancement of the storage 

capacity could be demonstrated, but the paraffin wax proved to be highly mobile after 

the melting process, which also poses a problem to the desired self-sealing 

mechanism.  
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4 Component-based modeling of ground-coupled 
seasonal thermal energy storages 

This chapter is reproduced from:  

Bott, C., Ehrenwirth, M., Trinkl, C., & Bayer, P. (2022). Component-based modeling 
of ground-coupled seasonal thermal energy storages. Applied Thermal Engineering, 
118810, DOI: 10.1016/j.applthermaleng.2022.118810. 

The authors acknowledge Olivia Zoch and Ryan Pearson for language edits. The 
study was financially supported by the Bavarian State Ministry of Education and 
Culture, Science and the Arts within the framework of the “Programm zur Förderung 
der angewandten Forschung und Entwicklung an Hochschulen für angewandte 
Wissenschaften – Programmsäule Strukturimpuls – Forschungseinstieg” (grant 
agreement no. VIII.2-F1116.IN/19/2). 

Highlights 

▷ A new component-based model for seasonal thermal energy storage is introduced. 
▷ It enables fast and versatile analysis of design variants and long-term operation. 
▷ A comparison against an established tool proves its plausibility and applicability. 

▷ A test study shows the model’s abilities, investigating several design parameters. 

▷ The results conclude with generalized design recommendations for future projects. 

 

Graphical abstract 
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4.1 Introduction 

Today, around half of the global final energy consumption is related to the supply 

of heat used for industrial processes and domestic applications. Worldwide heat 

production relies heavily on fossil-based fuels and thus is carbon-intense. In contrast, 

non-biomass renewables contribute by a share of only 10-12% [226]. Due to their 

fluctuating nature, secure utilization of renewable sources such as solar thermal 
energy requires efficient temporal storage solutions, which in most cases are realized 

as water-based sensible heat storage systems [49,57,196,227]. When applied to the 

seasonal storage of the solar energy abundant during the warmer months, these 

installations need to be sizable to minimize the relative heat loss until being used in 

the colder months.  

There exist a variety of concepts ranging from domestic buffer tanks applied in 

residential buildings [158,163,228–230], via volume tanks or pools integrated into 

heating networks [71,231–234], to large-scale, earth-bound, open-loop geothermal or 

closed-basin seasonal thermal energy storages (sTES). Geothermal implementations 

such as Aquifer Thermal Energy Storage (ATES) [60,235] and Borehole Thermal Energy 

Storage (BTES) [27,236–239] strongly depend on site-specific (hydro-)geological 
conditions [240]. In comparison, closed solutions, such as tanks (TTES), pits (PTES) 

and water-gravel thermal energy storages (WGTES), represent artificial installations 

with engineered fillings, constructed walls, sealings and insulations [58,196,241,242]. 

These technologies are classified firstly according to their structural design. For 

example, PTES installations are naturally sloped excavations (e.g., former gravel pits), 

which are sealed with waterproofing membranes and usually comprise a floating top 

with integrated insulation. WGTES and TTES, in contrast, commonly include static 
elements such as vertical sidewalls, a foundation, and a self-supporting roof. Aside 

from this, classification can focus on the filling of the storage: WGTES rely on a two-

component filling media (matrix and fluid), while PTES and TTES are only filled with 

water [231,234,243,244]. Consequently, installations may also represent a 

combination of these storage types. The scope of this study is set on the category of 

artificial closed basins, which are less site-dependent than geothermal storage 

systems, but based on more complex engineered structures and devices. 

Modern heating concepts do not only realize static seasonal storage but also flexible 

peak shaving and load shifting. Here, one seasonal cycle of solar supply is 

superimposed by secondary, short-term loads for integrating waste heat from 

industry, data centers, power-to-heat, or connected geothermal sources [245]. The 
design of the sTES may have a significant impact on the performance of the entire 

(district) heating system (DHS) [246]. Extended usability such as a storage device, 

buffer, and balancer, comes along with new performance requirements, which are 

ideally assessed and monitored by efficient computer-based simulations 

[188,236,247,248].  

Available closed-basin sTES simulation techniques are manifold [249,250] and are 

performed most conveniently by assuming bulk efficiency coefficients or cycle losses 

[251–253]. However, this cannot resolve the transient thermodynamic behavior of 

storages, which is better tackled by process-based analytical [254] or numerical 

models, which often employ a finite element method (FEM) [255–257].  
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A comprehensive study on the state of the art of numerical modeling and simulation 

of sTES including a comparison of current tools is provided by OCHS et al. [38]. 

Accordingly, models for sTES analysis can be classified into five categories, ranging 

from energy system and building simulations (e.g., in TRNSYS [162,258] and MODELICA 

[259,260] via computational fluid dynamics (CFD) and multiphysics approaches (e.g., 

in COMSOL [261] and ANSYS [262]) to subsurface modeling tools (e.g., FEFLOW [263]) [38]. 
These all differ in the level of detail, the scope of the components considered, and the 

spatial and temporal discretization methodology [241,264].  

High-resolution CFD approaches were presented, e.g., by AMIRI et al. [265]. However, 

their model implemented in ANSYS-Fluent addressed turbulent airflow in small-scale 
packed beds of other use cases and is not applicable to large-scale thermal storages. 

Among others, BAI et al. [243] and FAN et al. [266] found that detailed CFD models based 

on NAVIER-STOKES equations are only useful for detailed analyses of direct charging/ 

discharging systems, as developed for instance by SUN et al. [267] or POWELL et al. [268]. 

This is due to the generally high computational requirements of CFD simulation. The 

complex meshing has been identified as another drawback of CFD models [264,269]. 

A multiphysics FEM approach for detailed subsurface modeling has recently been 
demonstrated by DAHASH et al. [264] using a model developed in COMSOL, where the 

radially symmetric configuration allowed for a reduction of computational effort.  

A strongly simplified CFD setup focusing on thermal stratification was developed in 

MATLAB by BASTIDA et al. [270] to analyze only the thermal behavior of the filling during 
direct charging/discharging processes within a cylindric, 100 m3 large TTES for vaious 

control options. Within the SIMULINK environment, OCHS [271] developed a radially 

symmetric model, coupling a one-dimensional (1D) finite difference method (FDM) 

model for the storage filling (water) and a 2D-FEM model for the surrounding ground.  

In TRNSYS, 3D approaches were developed as types 1300 (truncated cone, PTES) and 
1301 (“Surrounding Earth”) for PTES [272]. The resolution of these models is limited 

to a 2D radially symmetric model of the subsurface and a 1D vertical setup of PTES. 

Type 1322, which is the latest but private development, merges these two domains for 

truncated pyramid geometries and enables a 3D resolution for the surrounding soil 

[273]. However, these models are also limited in the storage type and have a low 

resolution of the internal structure. Furthermore, material properties are only 
specified as constants and not all relevant processes are covered (e.g., solar 

irradiation). Different types for energy system simulation in TRNSYS model do not 

consider detailed internal storage processes at the component level, as the focus is on 

the performance within its connected energy system. A study by LI et al. [245] 

compared storage types 342, 343 and 534. Type 142/342 was developed to consider 

cylindrical water storage systems (TTES) as so-called “coarse-structure” [274] and was 

e.g., used by SWEET et al. [163] to determine optimal systems of individual houses with 
solar thermal energy. An alternative is type 343 (“ICEPIT”) developed by HOMBERGER 

[275], which offers modeling of alternative filling materials (e.g., gravel-water), yet it is 

limited to truncated cones. For geometry analysis, BAI et al. [243] applied coordinate 

transformation methods to a simplified sTES model (type UGSTS, [210]) in order to 

improve flexibility regarding slope angles and heights. However, the wall composites 

remained unresolved.  

ICEPIT#_CTVL001f7b67f4df87641e1b6f5bd501eb4ea93
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A non-proprietary alternative is the tool developed and tested in a series of studies 

by NARULA et al. [253,276,277]. It allows analyzing different configurations of energy 

systems, while the sTES sub-model is strongly simplified and lacks information about 

internal storage processes as well as environmental interactions. Before, SORKNÆS 

[278] developed a modeling tool optimized for an energy system consisting of solar 

thermal, heat pumps and a PTES and aimed at high computational speed, yet 
resulting in high errors (ca. 35%) of calculated heat losses. Within the MODELICA/DYMOLA 

platform, DAHASH et al. [279] and REISENBICHLER et al. [280] developed models for 

simulating PTES to extend the MODELICA Buildings Library [259,260] with large-scale 

applications. Again, these models are combinations of radially symmetric, 1D models 

for water fillings and 2D heat conduction models for PTES. They cannot resolve 

internal storage components and depict indirect charging/discharging methods, and 
they have limited flexibilities with respect to storage design and environmental 

conditions.  

The objectives of this study are derived from the identified shortcomings of existing 

applications. The aim is to provide a versatile model that captures relevant processes 

of large-scale, ground-based seasonal thermal energy storage basins, which can be 
adapted to any spatial scale, geometry, and time scale for fast system design, model-

based control, and optimization. Furthermore, one goal is to implement processes, 

components, and system complexities that have not been sufficiently considered yet, 

with a particular focus on indirect charging/discharging systems. With the developed 

model, the simulation-based design process of a sTES is intended to be empowered 

by parallel, rapid, accurate analyses. On this basis, the aim is to enable straightforward 

parameter studies to rapidly identify the suitable configuration of a sTES system. 

The novelties of the developed model relate to several aspects, while the modeling 

concept builds upon previous work and is intended to lend features from analytical 

and numerical procedures. For being straightforward to set up and use, as well as 

computationally efficient to execute, a component-based resolution of the storage 
device and ambient environment is employed. To ensure high flexibility, no limiting 

assumptions are made with respect to symmetry or radial configuration. This 

facilitates applicability to any geometry of the storage and resolves different lateral 

heat flux conditions in predefined discrete horizontal, and vertical directions. Thus, 

lateral, top, and bottom heat losses can be accounted for as well as effects of different 

insulation materials.  

By discrete lateral process implementation, the geometric flexibility is maximized. 

Moreover, the model is able to cover complex designs (variable slope angles, height-

dependent insulation thicknesses at different sides) or heterogeneous environmental 

conditions (e.g., height-dependent thermal conductivities). By achieving component-

level detail, for example, unwanted, life-time-reducing temperature fluctuations in 
building components can be detected, while extensive parameterizations allow in-

depth scenario analyses based on different material selections and thicknesses. This 

is not possible in models with compound U values or balanced UA values for larger 

domains. Additionally, one advantage is the consideration of energy gains and losses 

due to radiation to the ambient and solar irradiation to the storage’s surface, as well 

as the ability to apply multiple temperature boundary conditions to different 
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interfaces. Besides, detailed and flexible, indirect charging/discharging mechanisms 

allow to evaluate temperatures, pressures, and energy fluxes.  

Implemented in MATLAB/SIMULINK, the model allows flexible connectivity to other 
energy system components, while still providing a high resolution. It supports 

interfaces for further development, e.g., multiphysics co-simulations for 

implementing hydrogeological processes and/or soil heterogeneities, as proposed by 

DAHASH et al. [269]. Ultimately, it is provided as a ready-to-use package with this study.  

In the following, firstly, the new approach and its implementation (“STORE”) is 
introduced. Second, a plausibility test is performed, which includes a benchmark 

against a commonly used and verified tool for simulation of hot water storages. Third, 

a test study with a total of 41 scenarios is defined. This is used to analyze the impact 

of variable storage configurations, ranging between a simple, uninsulated base case 

and a technically sophisticated high-tech case. The presented simulation results from 

these scenarios reveal storage performances, temperature trends, and long-term 
environmental effects for different insulation thicknesses and materials. The findings 

enable the derivation of generalized design recommendations for storage projects of 

closed sTES facilities.   

4.2 Materials and methods  

4.2.1 STORE model 

General approach 

In contrast to highly resolving and computationally intense numerical sTES models, 
the present approach does not rely on a full, 3D spatial discretization of the simulated 

system. Instead, STORE distinguishes individual building components, resulting in a 

component-based approach similar to common “coarse models” [264,281,282]. The 

components are connected via process-based transfer functions, which control 

intercomponent exchange of thermal energy and thus determine the thermal regime 

for the given boundary and initial conditions. 

Assuming a stratified storage model, vertical thermal interactions are only 

considered in the interior, i.e., the filling of the storage, which thus is resolved as 1D 

configuration. This also serves as a premise for related radially symmetric node 

models [163,241,254]. However, starting from this core, its shell is resolved to discrete 

directions (e.g., north, east, south, west, for representing a cuboidal geometry), 
including all building components as thermal masses. Between these, respective heat 

transfer processes are simulated, mostly conduction, but also convection and 

radiation. In addition, charging and discharging of the sTES facility is mapped in 

greater detail than by the addition or subtraction of energy quantities to/from thermal 

masses of the storage filling at defined heights. Existing analytical models and 

standard correlations of heat exchangers are used to include heat flows and processes 
of common components. Thus, other relevant mechanisms of the charging and 

discharging processes, such as pipe hydraulics, are considered. The concept offers the 

advantage of being able to investigate variable geometries (e.g., multi-basin storages) 

and technically sophisticated configurations with a flexible choice of building 

materials and methods.   
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STORE is developed in the MATLAB/SIMULINK environment [283]. The underlying 

concept in SIMULINK is commonly known as bond graph modeling. The model is based 

on function blocks containing input (χ), output (o), and state (s) vectors, together with 

associated parameters (p). During simulation, states can be represented in discrete-

time (sc) or continuous-time (sdk+1) form, following the mathematical relationships for 

outputs (EQ. 4-1), derivatives (EQ. 4-2), and time-stepping updates (EQ. 4-3):  

𝑜 = 𝑓0(𝑡, 𝑠, 𝜒, 𝑝)       (EQ. 4-1) 

�̇�c = 𝑓d(𝑡, 𝑠, 𝜒, 𝑝)       (EQ. 4-2) 

𝑠d𝑘+1 = 𝑓𝜒(𝑡, 𝑠, 𝜒, 𝑝)       (EQ. 4-3) 

Moreover, SIMSCAPE [284] is used as a supplementary toolbox to build a physical 

model with preexisting subfunctions. Within its open-source foundation library, 

underlying equations of all processes are accessible. The distinctive feature of 

SIMSCAPE is the ability to allow bi-directional flows between function blocks, in order 

to allow component-based, physical modeling. Thus, all components are configured 
as a block diagram including the specification of coefficients and variables, for 

example, material thicknesses, surface areas, and heat transfer coefficients in case of 

heat conduction. The simulation procedure involves the initialization of the model, 

where block parameters and the initial conditions are set. Numerical integration is 

performed in STORE using the ordinary differential equation solver ode23t, which 

solves initial state equations and runs the simulation using the FDM discretization 
method. The maximum step size is set 3,600 s, to calculate accurate results on an 

hourly basis. Consistency tolerances for initial conditions and transient calculation are 

set 10-9 to provide a reasonable trade-off between computational accuracy and 

simulation time. Using MATLAB/SIMULINK offers further advantages: First, pre- and post-

processing procedures can be incorporated in transparent fashion, for example, to 

read load profiles or to perform any follow-up evaluations, such as the determination 

of efficiency indicators. Second, a design database can be generated in advance, 
providing a simple way to perform parametric or sensitivity studies. For this, different 

scenario specifications can be run in parallel, ensuring optimal utilization of 

computational resources.  

For parametrization, the design scenario database represents a further, novel key 
aspect. It contains all material properties of all individual domains, information about 

the basin's geometry, as well as other relevant parameters for design and operation. 

The structure and contents of the database are illustrated in APPENDIX C-1. 

Modeled components and processes 

FIG. 4.1 shows the structure of a storage system and its implementation in the 
component-based STORE model. Here, the cross-sectional view of FIG. 4.1 a illustrates 

the individual components of the storage shell, which are resolved as thermal masses. 

By default, the components involved, from the interior to the exterior are: (i) the filling 

medium, (ii) an internal sealing, (iii) the insulation material, (iv) an external sealing, (v) 

the structural component (i.e., sidewall), and (vi) multiple thermal masses to provide 

a transition to the surrounding soil.  
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Internal and external sealing layers are required for storage systems, where the bulk 

insulation material is placed between two waterproofing membranes, as is common 

practice [146,196,285]. In the technical implementation of the model, thermal masses 

and transfer functions are grouped into assemblies. This allows flexible adaptation to 

different concepts or designs, which may also cover composites of multiple, 

partitioned basins with intermediate walls, which cannot similarly be considered with 
symmetric sTES models. Likewise, parallel or serially combined setups can be 

simulated.  

 
Fig. 4.1: Conceptual design of the model with components in cross-sectional view (a) and top view (b).  

As a stratified sTES model, STORE is divided into n vertical sections using a height 

fraction (hlayer) based on the height of the storage filling (hsTES) according to  

ℎlayer = 
ℎsTES

𝑛
 ↔  ℎsTES = 𝑛 ∙ ℎlayer    (EQ. 4-4) 

This ensures that the internal storage height is uniformly divided and that the 

thermal masses represent the corresponding fractions of the building. The absolute 

elevation of each layer, i.e., its position within the storage, is used to automatically 
assign height-dependent parameters (e.g., fill volumes due to lateral slope angles, 

decreasing insulation thicknesses towards the bottom of the storage, etc.). The 

geometric flexibility of the model is exemplified in the cross-sectional view in FIG. 4.1 a 

as a variable insulation thickness at the top and the bottom as well as height-

dependent at the sidewalls. This exemplary setup represents a configuration with ten 

vertically arranged layers, whereby the thermophysical, vertical interconnections 
between the thermal masses of the filling and the top and bottom assemblies are 

depicted. The laterally modeled processes are indicated in the central layer. However, 

this view shows that gaps are left in the model corners, where the discrete, spatial 

directions diverge. For simplification, influences between the different directions are 

neglected here. Instead, adiabatic boundary conditions are assumed. The top 

perspective in FIG. 4.1 b illustrates the lateral arrangement of the components in one 

horizontal layer, while the structure in this configuration is based on a rectangular 
base plane. However, the model allows other shapes and even a cylindrical design to 

be realized by a straightforward reconfiguration approach. Contrary to other models 

of sTES [188,243,266,270], here, the model’s structure is not radially symmetric.  

  



 

56 

The superordinate, simplified energy balance of the sTES under consideration (EQ. 

4-5) consists of the energy stored in the storage’s filling QsTES, the charging/discharging 

fluxes (Q̇ch, Q̇dis), and interactions with the ambient (Q̇sol,out radiation to the ambient, 

Q̇sol,in for solar irradiation, Q̇soil and Q̇air for energy exchange with the surrounding 

soil/air), based on the thermal transfer functions described below: 

𝑄𝑠𝑇𝐸𝑆 = �̇�ch + �̇�sol,in − �̇�dis − �̇�sol,out − �̇�soil − �̇�air,  

where 𝑄𝑠𝑇𝐸𝑆 = 𝑐fill ∙ 𝑉fill ∙ 𝜌fill ∙ ∆𝑇sTES    (EQ. 4-5) 

Besides, the energy balances of the individual components are defined based on all 

processes at their respective positions. For example, exchanges of energy by radiation 
(Q̇sol,in, Q̇sol,out) are associated only with the thermal masses of the uppermost layer. 

Thus, the energy balance of these thermal masses changes accordingly. Heat transfer 

between all components is quantified by several thermal transfer functions, as 

illustrated by the arrows in FIG. 4.1. Here, vertical connections only exist between the 

thermal masses of the filling, and in the top and bottom sections, where thermal 

interactions with the ambient air or soil occur.  

As a prevailing process, thermal conduction, which depends on the provided 

material parameters (effective thermal conductivity λeff, thickness M, interface area A), 

is simulated laterally on each layer and in the vertical direction between the thermal 

masses of the filling. The governing equation used is FOURIER’S LAW, described as:  

�̇�cond = 𝜆eff ∙
𝐴

𝑀
∙ ∆𝑇       (EQ. 4-6) 

In the storage’s filling, however, thermal conduction only dominates for indirectly 
charged and discharged water-gravel storages, where flow paths are assumed to be 

strongly limited. Thus, buoyancy effects are neglected in the current version of STORE. 

In contrast, for pure water fillings (e.g., in the case of TTES systems), and to model 

subordinated mixing effects due to convection in WGTES during longer standby 

periods, convection can be included as an essential process using the corresponding 

parameters (convective heat transfer coefficient α, interface area A). Heat transfer by 

means of convection is modeled using NEWTON’S LAW of cooling:  

�̇�conv = 𝛼 ∙ 𝐴 ∙  Δ𝑇        (EQ. 4-7) 

By default, the top part of the STORE model reflects the sidewall configuration, 

including internal and external sealings with an interposed insulation. A static 

component is included, e.g., for water-filled tanks with self-supporting roofs. 
Furthermore, a key component represents an external top covering of the storage 

(e.g., soil), which is particularly relevant for low-insulated systems. To take higher 

thicknesses of the top covering and a steeper temperature gradient to the air into 

account, this component is resolved by three thermal masses. Radiation is also 

introduced here as a further thermal process using the equation of STEFAN-BOLTZMANN, 

based on the radiation coefficient σb, the emitting surface area A, the distance, and the 

temperatures of two thermal masses TA and TB [286]:  

�̇�rad = 𝜎b ∙ 𝐴 ∙ (𝑇A
4 − 𝑇B

4)       (EQ. 4-8) 
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As the considered sTES technology types are in-ground structures, the same 

configuration as the lateral storage shell is realized in the bottom part of the model. 

However, instead of the sidewall, conduction through the storage’s foundation and 

transition to the underlying soil are modeled.  

STORE is primarily used to model WGTES systems, which employ indirect heat 

transfer via an internal coil system as a heat exchanger (HX) for charging and 

discharging on multiple, predefined levels [37,196,287]. Hence, no operation involving 

fluid mass transfers at inlets and outlets of the filling is considered and mass 

conservation is ensured anytime. The number of charging/discharging levels as well 

as their absolute height in the filling are governed by the model’s structure (FIG. 4.1 a). 
The coils of the HX are mapped using a pipe flow model obtained from the SIMSCAPE 

library, allowing fluid flow to be described analytically. Based on mass flow rates and 

temperatures of the charging fluid, as well as geometrical and material specifications, 

conductive and convective heat transfer (to obtain Q̇ch, Q̇dis of the system’s energy 

conservation equation), and pressure loss by friction at the pipe walls, are simulated. 

Heat transfer at the pipe wall due to conduction is calculated based on the hydraulic 

diameter of the pipe (D), the thermal conductivity of the charging/discharging fluid 
(λl), the surface area of the pipe wall (AP), the pipe wall temperature (TP) and the 

charging/discharging fluid’s temperature at each pipe node (TIn):  

�̇�PipeCond = (
𝜆l∙𝐴P

𝐷
) ∙ (𝑇P − 𝑇In)      (EQ. 4-9) 

EQ. 4-10 is used to calculate heat transfer due to convection, based on the fluid’s 

average specific heat (cP,avg), its average mass flow rate through the pipe (�̇�avg), its 

temperature at the inlet (Tin), its average thermal conductivity (λavg), the NUSSELT 

number (Nu) and the hydraulic diameter (D). 

�̇�PipeConv = 𝑐p,avg ∙ |�̇�avg| ∙ (𝑇P − 𝑇in) [1 − exp(

𝑁𝑢∙𝜆avg

𝐷
∙𝑆H

𝑐p,avg∙|�̇�avg|
)]  (EQ. 4-10) 

Turbulent flow is modeled analytically via the GNIELINSKI correlation [288–290], using 

the NUSSELT number (Nu) as a function of Reynolds (Re) and Prandtl numbers (Pr), the 

hydraulic diameter (D) and the internal surface absolute roughness (εR):  

𝑁𝑢 =
𝑓
8⁄ (𝑅𝑒−1000)∙𝑃𝑟

1+12.7 ∙(
𝑓
8⁄ )

1
2
∙(𝑃𝑟

2
3−1)

,  with 𝑓 = {−1.8 ∙ log10 ∙ [
6.9

𝑅𝑒
+ (

𝜖R

3.7∙𝐷
)
1.11

]}
−2

 (EQ. 4-11) 

To analyze the behavior of the charging/discharging system and temperature 

fluctuations which may cause adverse effects on the materials used, conductive heat 

transfer through the pipe walls is coupled to the pipe model prior to heat transfer to 

the filling. A graphical representation of the developed model showing boundary 

conditions, fundamental equations of modeled processes, and initial conditions is 

also available in APPENDIX C-2. 
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Boundary conditions of environment and storage operation 

Lateral energy exchange with the ambient ground is simulated in each layer as 

conduction through the surrounding soil at a resolution of five serially arranged 

thermal masses. In order to ensure a sufficient distance between the outer wall of the 
storage and the boundary of the model, their distances (i.e., volumes or thermal 

masses) can be adjusted and assigned with a linear increment. Preliminary studies 

during model development showed a required minimum distance of 2 m and a 

recommended increment of 2 m. However, these values may be modified for specific 

studies, depending on dimensions and operating conditions of the facility, while 

probe points may be used to verify sufficient distance. At the end of this sequence, 

interference with the ambient ground is modeled by a transient, specified 
temperature boundary condition (T = Tt), based on an annual temperature profile Tt. 

This temperature can further be specified as a depth-dependent variable, which can 

be a decisive characteristic for the considered, buried, artificial basin structures. At the 

top, interactions with the unsaturated zone occur, while at the bottom, interactions 

with the groundwater may exist. Ambient groundwater flow cannot be simulated in 

STORE, but increased effective thermal conductivities of the soil due to groundwater 

flow may be used as a proxy to account for higher energy losses by heat dissipation.  

The top part of STORE contains a component of surrounding air, where losses by 

convection and radiation are simulated. Similarly, an annual air temperature profile is 

laterally coupled to this component by a transient, specified temperature boundary 

condition. Energy gains by solar irradiation are modeled by a transient, specified heat 
flow rate boundary condition, which uses an irradiation profile (Pt) directly linked to 

the external top covering (surface area ATop):  

�̇�sol,in =
𝑃t

𝐴Top
        (EQ. 4-12) 

Hence, required weather data may be obtained from nearby stations and contain 

temperature time series for air and soil, while groundwater temperatures replace soil 

temperatures in the lower sections in case of high groundwater levels, or if soil 

temperature data is not available.  

The connected DHS is represented by a boundary condition based on load profiles, 

which covers temperatures and volume or mass flows. Time-resolved datasets 

provide information on supplied charging energy or demands for discharging and are 

directly linked to the analytical HX model (Eqs. 9-11). However, the presented model 

aims at longer-term operation over several months and years and prefers hourly 
resolved datasets. Since the DHS is not modeled explicitly, feedback effects caused by 

temperature alterations of the storage cannot be quantified.  
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To simulate the system’s operation, a control function is defined, governing 

charging and discharging operations, as well as idle phases. To illustrate a default 

operation strategy, FIG. 4.2 shows a flowchart of operation mode decisions.  

There, decisions are based on the storage’s state (i.e., filling temperature, TStorage) 

and on the availability of charging supplies or discharging demands respectively, 

while a superordinate check uses maximum or minimum thresholds (Tmax, Tmin) to 

protect components by not exposing them to excessively high or low temperatures. 

The return temperature of the heat exchanger (TReturn) is used to reflect the available 

energy flow for discharging. Time and temperature hystereses may optionally be 

included, to allow sufficient time for slow processes of heat propagation within the 
storage and to prevent rapid changes in operating modes, thus preventing stress on 

building components and pumps.  

 
Fig. 4.2: Simplified flow chart for sTES control: Hystereses or subordinated strategies, e.g., with transition 

periods, are not considered. t: simulation time, tend: last simulation time step, TStorage: temperature 
reference of the storage, TTarget: temperature of the target system. 

Outputs and efficiency evaluation 

STORE is equipped with an extensive configuration of default probes for monitoring 

(default configuration explained in APPENDIX C-3). These analyze information on 

operation states, temperatures and energy flows in the storage, the HX, as well as 

interactions with the ambient, or any other physical measures. Thus, a variety of 

outputs are generated for evaluating the storage’s behavior and performance in 

different scenarios.  

For endpoint evaluation, temperatures and energy flows represent initial rating 

metric. Furthermore, the efficiency is calculated based on two different approaches. 

Regarding the connected DHS, the amount of energy supplied by the storage via 

discharging is determined:  

𝜂Subsystem = 
∑𝑄Discharged

∑𝑄Charged
      (EQ. 4-13) 
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Accordingly, this subsystem efficiency, ηSubsystem, is obtained from the ratio of 

discharged and charged energy quantities, both given in MWh, specified over a defined 

period. This indicator is particularly important for evaluating the potential for energy 

conservation, as the utilization of energy from the sTES may substitute other sources, 

which could emit greenhouse gases or be costlier. Thus, it is a practice-oriented 

parameter, which is focused on the benefits of a given storage facility. In contrast, the 
accumulated surpluses in the sTES are also of particular interest in multi-year storage 

operation or in case of a temporal or quantitative imbalance between demand and 

supply of thermal energy. Therefore, the system-related efficiency is compared to an 

internal storage efficiency, ηStorage, which is used to evaluate the raw efficiency of the 

sTES building to store thermal energy at low losses.  

Accordingly, it is defined as the ratio of total energy losses to the total quantity of 

energy stored over a specific period and considers remaining excess energy quantities 

at the end of the observation period:  

𝜂Storage =  1 −
∑𝑄Loss

∑𝑄Charged  + 𝑄Excess
     (EQ. 4-14) 

A clear distinction between these two endpoint parameters is evident in the 
application case, as well as in the scope of balancing. This is critical, as the 

consideration of excess energy contents at the end of an observation period may 

significantly affect the storage’s performance. Likewise, in the heat-up phase of a 

sTES, these values are strongly deviating, given the high imbalance between the 

storage and its environment. In this case, an evaluation regarding the energy quantity 

dissipated to the environment is of higher interest and should be separated from the 

direct discharge evaluation.  

The operation time is discretized by given time frames and all values are expressed 

in MWh. For seasonal storage, consecutive cycles (mostly on the annual scale) are 

most appropriate. Initial heating phases deserve special attention, which often are 

most dynamic before the facilities converge to a quasi-stationary state. Therefore, the 

period until this state is reached serves as a further decisive performance criterion.  

4.2.2 Plausibility test 

To determine the accuracy of the newly developed model, a plausibility test is first 

performed comparing STORE to a homogeneous body without thermal stratification. 

Thermal losses across the shell are distinguished from surfaces with contact to the air 
(top) and the surrounding soil (bottom and sides). The ambient temperatures are 

linked to these surfaces without interposed components, while the shell is described 

as a single component with a balanced value for thermal conductivity of the total 

compound, preventing resolution at the component level. Charging and discharging 

mechanisms are implemented using a simplified heat exchanger equation with 

homogeneous heat transfer to the entire body. With this simplified model, a basic 

energy balance is solved, calculating storage energy contents and temperatures 

based on charging/discharging energies, as well as interactions with the environment.  
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In a second step, results of a benchmark scenario are compared to an 

experimentally verified model. A customizable thermal storage model of the CARNOT 

toolbox (Storage Type 3) is used in this instance [291,292]. It bases on a similar 

approach of Type 342 of TRNSYS, using a 1D node model [163,274]. In comparison to 

the presented component-based model, it supports only one temperature boundary 

condition and the storage shell is represented as a compound structure. Furthermore, 
it relies on a radially symmetric setup, and thus only cylindrical geometries with 

uniform sidewall configurations can be modeled.  

Therefore, in contrast to the configuration shown in FIG. 4.1, the geometry of STORE 

has to be simplified for comparability to a rectangular 20 m x 20 m x 10 m (length, 
width, height) basin. A best-fit geometry with equivalent UA values is calculated for 

the parametrization of the CARNOT model, assuming similar external surface areas at 

minimal differences in diameter and height. To closely approximate the charging and 

discharging processes, modifications additionally involve replacing the default heat 

exchanger in the Storage Type 3 model with a pipe model with similar specifications. 

The test covers a facility completely surrounded by soil. The influence of the 

surroundings is minimized using small volumes for the surrounding soil thermal 
masses in STORE. Further a homogeneous insulation at all sides with a thickness of 

M = 0.3 m and a thermal conductivity of λeff = 0.1 W m-1 K-1 is assumed. With these 

settings, different simulations of storage operation were performed. As an example, 

the presented results in section 4.1 cover a cooling curve starting from a filling 

temperature of 75 °C with static ambient conditions (20 °C).  

4.2.3 Test study scenarios 

To further evaluate the capabilities of STORE, a test study with a variety of scenarios 

is conducted. A typical application is used where a robust feasibility assessment of an 

existing installation is needed in the design process. Here, STORE perfectly meets 

challenging demands of flexible parameterization to evaluate a large number of 

scenarios in order to provide design recommendations for an optimal solution.  

Assuming generic load profiles and environmental characteristics, five years of 

operation are simulated. Different material parameters, conceptual and geometric 

settings of sTES are varied to identify crucial aspects for system optimization. An 

overview of the simulated scenarios is provided in TAB. 4.1. An uninsulated storage 

serves as the base case, which is modified in subsequent steps, assuming different 
external top covers, insulation thicknesses, and materials at the different sTES 

interfaces. By separately considering these aspects, efficacies of the various 

optimizations are to be determined. The results are evaluated with respect to the 

measures of efficiency (eqs. 13 and 14) and storage temperature characteristics, both 

covering the entire operation period and the last simulated year.  
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Tab. 4.1: Variables and parameters used for the test scenarios. XPS: Extruded polystyrene. HX: heat 
exchanger. 

 

Setup of the seasonal thermal energy storage facility 

FIG. 4.3 shows the conceptual outline and geometry of the basin structure for all 

scenarios of the test study. It has a cuboid shape with internal dimensions of 25 x 12.5 

x 3.0 m, which is completely embedded in surrounding subsoil. These are chosen 

based on the approach of the re-use of existing infrastructure (here: swimming pool) 
for seasonal thermal energy storage. Previous studies [231] already discussed such a 

scenario, for example, to optimize heat pump operations by using an outdoor pool as 

a seasonal source of heat and cold [293,294]. With a surface/volume ratio of 0.90 m-1 

this case is suboptimal in comparison to other storage basin geometries and 

considering the optimum ratio of 0.49 m-1 for a sphere with the same volume. 

However, for such unfavorable conditions, understanding and managing lateral heat 

loss is particularly of high importance.  

  
Fig. 4.3: Top and side views of the sTES structure of the test study, with an illustration of filling, thermal 

insulation, walls and foundation, as well as external top covering and surrounding soil (suppressed in the 
top view). 

Domain Parameter 

Top covering 
(m), 

increment 

Insulation thickness (m),  
increment: 0.05 No. of 

scenarios Top Sidewalls Bottom 

Base case 
Uninsulated storage system 
 - HX spacing: 1.00 m 
 - HX diameter 0.05 m 

0 0 1 

Top covering Thickness (m) 
0.25…1.00,  

0.25 
0 4 

Insulation 
thickness 

Top (Foam glass) 0 0.05…0.3 0 0 6 

Sidewalls (Foam glass) 0 0 0.05…0.3 0 6 

Bottom (Foam glass) 0 0 0 0.05…0.3 6 

Insulation 
material 

All sides: Foam glass 0 0.05…0.3 6 

Top, sidewalls: XPS 
Bottom: Foam glass 

0 0.05…0.3 6 

Top: Mineral wool 
Sidewalls, bottom: Foam glass 

0 0.05…0.3 6 

Total number of scenarios 41 

 1 
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The storage media is a water-filled gravel matrix with a grain size between 16 and 

32 mm. Based on existing field cases [37,287], a porosity of 0.4 is assumed, resulting in 

a total specific heat capacity cp = 1,545 J kg-1 K-1 for the composite filling material. 

Effective thermal conductivity is set 𝜆eff = 2.4 W m-1 K-1 according to measured values 

of the WGTES facilities in Chemnitz (Germany) and Steinfurt-Borghorst (Germany) 

[143,151,285]. Convective heat processes are assumed to be minimal, quantified by a 
convective heat transfer coefficient in the filling of α = 0.1 W m-2 K-1. In the sTES, rigid 

cross-lined polyethylene (PE-X) pipe coils are installed as a heat exchanger. The 

internal spacings of the installation grid as well as the distances to the sidewalls of the 

basin are kept constant at 0.1 m. The pipe wall thickness is assumed to be 5 mm. The 

heat exchanger is installed at three levels within the storage filling, at 25%, 50%, and 

80% of the total filling height. 

A supporting shell structure of concrete is built up by vertical sidewalls with a 

constant thickness of 0.2 m and a foundation of 0.3 m. The sealing layer consists of 

two 2 mm thick high-density polyethylene (HDPE) foils. In the scenarios focusing on 

variable thermal insulation of the system, the insulation layer is embedded between 

these foils. It is important to note that, for similar temperatures, increasing insulation 
thickness reduces the filling’s volume and thus the capacity of the storage. Foam glass 

gravel is among the most commonly used materials [49,196,241] and thus selected as 

the default insulation material. It is characterized by a low thermal conductivity of 

λeff = 0.05 W m-1 K-1 and a low density of ρ = 160 kg m-3 [126,295]. Moreover, it is anti-

capillary as well as pressure-resistant, which is particularly relevant because of higher 

loads at the bottom in the case of gravel-water fillings [295]. In comparison, XPS and 
mineral wool represent more cost-effective materials with better thermal properties 

(λeff = 0.04 W m-1 K-1 for XPS and 0.03 W m-1 K-1 for mineral wool, [296]). However, they 

are not pressure-resistant, and used only at the top and sidewalls. These alternatives 

are investigated in twelve different “insulation material scenarios” (TAB. 4.1).  

To compare the base case of a simple setup (without internal thermal insulation and 
external top covering) to a technically sophisticated variant, a high-tech case is 

defined. In this scenario, the basin is equipped with the most thermally effective 

insulation components, and at the same time, it represents the potentially most 

expensive design option. Each of the three interfaces of the storage filling is equipped 

separately: while the top is equipped with a 0.3 m thick layer of mineral wool, the 

sidewalls are insulated using 0.3 m XPS layers. At the bottom, foam glass gravel with a 
thickness of 0.3 m is applied. Due to the substantial use of insulation material, the 

storage volume is reduced in this high-tech scenario from 937.5 m3 to 696.9 m3, while 

higher temperatures may counterbalance this reduction of the static capacity. 

Boundary and initial conditions 

For simulation of the storage operation, synthetic load profiles of a connected 

energy system are applied. As realized in practice [37,87,256], it is assumed that the 
facility is integrated into a decentralized solar thermal system with a small-scale DHS, 

while the modeled sTES is assumed to be hydraulically decoupled from the connected 

DHS. With one operating cycle per year, the scenarios represent seasonal 

charging/discharging. Thus, energy losses of infrastructures beyond the simulated 

storage as well as efficiencies of heat exchangers are neglected.  



 

64 

The annual charging load profile is shown in FIG. 4.4 (red), comprising a constant 

volume flow rate of 10 m3 h-1 and a constant HX inlet/supply temperature level of 50 °C 

in summer. Since the storage is only used for heating of residential buildings in winter, 

the opposite period used for discharging is shown in FIG. 4.4 in blue, with a constant 

HX inlet/supply temperature of 15 °C and a volumetric flow rate of 20 m3 h-1. 

Temperature and temporal hystereses are set to 5 K and 12 h.  

 
Fig. 4.4: Illustration of the annual load profiles for charging and discharging with a) volumetric flow rates 

and b) inlet/supply temperatures of the heat exchanger (HX). 

In this test study, environmental conditions during storage operation depict the city 

of Ingolstadt, Germany. To specify the boundary conditions, the German Weather 

Service (DEUTSCHER WETTERDIENST, DWD) provides datasets on test reference years [297]. 

These are commonly used for the simulation of energy systems in construction 

projects. Hourly resolved air temperatures and solar irradiation datasets were 
obtained for moderate weather conditions throughout a reference period from the 

year 1995 to 2012 (FIG. 4.5). For specifying the thermal conditions in the embedding 

soil, local, long-term measurement series of soil temperatures at a depth of 1 m from 

a nearby weather station result in an average annual temperature profile, shown in 

green in FIG. 4.5 b. Any influence of ambient groundwater flow is neglected.  

 
Fig. 4.5: Annual temperature profile of potential energy gain through hourly global irradiation from the sun 

as well as the b) hourly resolved annual temperature profile of ground and air temperature. 

The material properties of the surrounding soil and the external top covering are 

oriented at standard values for dry soil (λeff = 2.2 W m-1 K-1, cp = 800 J kg-1 K-1, 

ρ = 1,500 kg m-3 [296]; ω = 0.95 [298]). In contrast to internal insulation components, 

the top covering is applied externally and does not reduce the volume of the storage’s 

filling. The thickness of the five surrounding soil blocks starts at 2 m and further 

increases linearly at increments of 2 m, in order to facilitate sufficient distance from 

the storage’s external walls and to prevent interfering influences of boundaries.  
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It is assumed that between completed construction and commissioning of the 

facility, the basin is at thermal equilibrium with its environment. Therefore, all thermal 

masses, both inside the investigated sTES (i.e., fillings, insulation, seals, static 

elements) and outside (top covering, surrounding ground) are initialized with the soil 

temperature at the moment of commissioning (assumption: beginning of a fiscal year, 

1st of January, 4.43 °C). The charging/discharging system is initialized unpressurized 

(not operating) without initial mass flow in the heat exchanger coils.  

4.3 Results and discussion 

4.3.1 Results of plausibility test 

The results of the plausibility test are shown in FIG. 4.6 and include the individual 

temperature profiles of the cooldown curves (average, minimum and maximum 
temperatures of the sTES layers) simulated with the model of the CARNOT toolbox and 

the newly developed STORE model (FIG. 4.6 a). Furthermore, FIG. 4.6 b depicts the 

differences between CARNOT and STORE, which reach 0.93 K and -1.21 K (RMSE max. 

0.396 K), while both models correlate by at least R2 = 0.947. 

 
Fig. 4.6: a) Cooling curves of the STORE model and the comparative model of the CARNOT toolbox (Storage 

Type 3, modified best-fit); b) differences between mean temperatures of CARNOT and STORE. 

The remaining discrepancies are explained by the conceptual differences of the two 

models, which also evolve because no additional adjustment procedures (e.g., further 

refinements of UA values) were considered. While the CARNOT toolbox applies a radially 
symmetric 1D-node model [292], the presented component-based approach of STORE 

is optimized for rectangular configurations. Additionally, more flexible temperature 

boundary conditions for modeling environmental conditions are used, including 

different temperatures at exterior interfaces and multiple thermal masses of soil 

embedding the storage basin. In this way, the outwardly decreasing temperature 

gradient is simulated and the additionally activated thermal capacity of the 

surrounding soil is considered. In the results of the simulation, these design disparities 
are reflected as trailing effects: initially, the temperature differences between the two 

models show a negative tendency (i.e., adverse effects), but then develop slightly 

higher values (i.e., positive effects). 



 

66 

Having these conceptual differences in mind, the comparison is considered 

successful, indicating robust applicability of the model. Furthermore, this comparison 

method, including an automatic parameterization script for the CARNOT model, may 

be included as a subcomponent within the model, in case further analyses are desired. 

This option allows for parallel benchmark comparisons for subsequent studies.  

4.3.2 Evaluation of the test study 

Base case vs. high tech case 

The results of the test study start with the most simple and non-insulated base case 

(FIG. 4.7 a-d) in contrast to the technically most complex high-tech case (FIG. 4.7 e-h) 

and the results for the described seasonal 5-year operation of the storage are 

presented. The recorded energy quantities of charging, discharging and losses, 
temperature key parameters, capacity levels of the storage facility, as well as 

efficiency endpoint parameters are examined.  

The base case system performs quite poorly, as the subsystem efficiency only 

reaches 11.6% in the last simulated year. Peak capacity levels of the uninsulated basin 

reach 26.5 MWh (FIG. 4.8 a), with a fraction of 59.8 MWh recovered (i.e., discharged) of 
the 444.8 MWh charged energy over the five simulated years. The heat losses and 

interactions with the environment are highest in this scenario, with an average of 91.6 

MWh per year. This leads to a derived storage efficiency of 12.4%. The maximum and 

average storage temperatures over the entire simulation period are 42.8 °C and 

39.1 °C, respectively (FIG. 4.8 b-c).  

Evaluations of the high-tech scenario reveal a much higher storage efficiency of 

57.1% and a subsystem efficiency of 69.5%. However, due to the reduced volume by 

internal insulation components, the peak capacity level is reduced by about 11% to 

23.5 MWh (FIG. 4.8 a). The fraction of discharged thermal energy sums up to 68.8 MWh, 

compared to 99.1 MWh of heat charged to the basin. Due to the high insulation and 

reduced heat losses, the maximum storage temperature shows a 3.0 K higher value of 
45.8 °C, while the mean temperature of 45.2 °C is raised by about 6.1 K in comparison 

to the base case (FIG. 4.8 b-c). The latter can be considered an advantage since thermal 

energy can be supplied at a higher exergetic level during discharge [299,300]. The 

significance of such exergy-based evaluations is underpinned by the results of 

previous studies [230] which discovered similar relationships with temperature levels 

and temperature stratification in the sTES facilities. However, in this case, it cannot 

counterbalance the reduction of capacity due to the reduced filling volume.  

The operation shows effective control, especially after the charging phases. While 

this study does not consider a heat pump, the configured time and temperature 

hystereses effectively reduce periods of pump operation to promote the charging 

flow. Thus, as illustrated similarly in [234,245], the coefficient of performance and/or 
solar fraction, or renewable energy fraction of an integrated system, may be 

optimized. In FIG. 4.7 a and FIG. 4.7 e, this becomes evident by alternating operations 

of idle and charging. In fact, most of the idle phases in the last simulated year occur in 

the high-tech scenario (2,516 h), hence minimizing auxiliary energy consumption by 

circulating pumps, heat pumps, and other installations. In contrast, the base case 

scenario shows only 1,536 h of idle time periods in the last simulated year. 
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Fig. 4.7: Operational diagram of the base case (a-d) and the high-tech scenario (e-h). For temperatures in 

the heat exchanger (HX), setbacks (i.e., temperature differences to the supply) are displayed. 
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In the two extreme cases, as well as among all scenarios, the maximum temperature 

of the filling never fully reaches the temperature of the charging flow (FIG. 4.7 b/c, FIG. 

4.7 f/g). Average temperatures range between 42.0 °C and 45.2 °C, with an offset of 2 K 

compared to the maximum temperature. This is due to the heterogeneous 

temperature distribution in the filling. Here, the storage medium of a gravel-water 

mixture prevents pronounced convective thermal energy flow in comparison to the 

conditions in pure water TTES.  

Charging and discharging are carried out indirectly from top to bottom via a pipe 

coil heat exchanger. As illustrated in FIG. 4.7 c, this intensifies the characteristic 

internal temperature spreading and stratification within the storage in the base case 
scenario. However, this is mitigated by insulation as shown in FIG. 4.7 f. Here, the more 

substantially homogeneous profile originates from reduced internal and external 

losses, which is of primary importance in exergy analyses, as similarly demonstrated 

in related studies [210,299]. In contrast, FIG. 4.7 c reveals much more pronounced 

temperature fluctuations, predominantly in the upper storage section, which is 

strongly controlled by the ambient air thermal conditions.  

The temperatures of the heat exchanger return flow provide information about the 

appropriate dimensioning of the coil system. In both scenarios, the 

charging/discharging flows are consistently well exploited, as the temperatures are 

effectively lowered to the filling temperature during charging. As depicted in FIG. 4.7 b 

and FIG. 4.7 f, the spread between supply and return flows is at its highest at the 
beginnings of charging and discharging periods in each year of the simulation. For 

charging, it is at least 45.9 K, while it reaches up to 30.1 K during discharging.  

Effects of top covering and thermal insulation at different external interfaces 

Considering minimum temperature values of the sTES filling, it becomes evident 

that an external top covering or insulation at the top of the basin is essential. 
Particularly during winter months, a risk of freezing can exist in this section of the 

storage, which would result in massive material degradation or even damage caused 

to interior components. This risk is particularly high at the beginning of storage 

operation, as the storage is initialized with ambient temperature. In contrast, 

insulation of the sidewalls and the bottom of the storage is ineffective or even 

adversarial, as it would prevent compensation of thermal losses by heat flux from the 

thermal mass of surrounding soil, which was also reported in practice [70]. The results 
show that at least a top covering of 1.0 m of soil is needed for ensuring a minimum 

temperature above 0 °C. Artificial insulation is more favorable, where a thickness of 

only 0.1 m already provides sufficient protection. Besides, during long-term operation, 

freezing may also be prevented by not fully discharging, resulting in a higher 

temperature at the end of the discharging period. This, however, reduces the 

exploitable capacity and thus the cost-effectiveness of the facility. 

Thermal insulation at the bottom of the storage may hinder basal heat loss, but it 

can also be disadvantageous. Since insulation layers were modeled as internal 

components, their application reduces both the volume and the capacity of the 

storage. While DAHASH et al. [241] mention this as a theoretical issue, it is particularly 

striking for the results of the case study: while energy losses of lateral insulation are 
improved by about max. 19.2% in comparison to the base case scenario, they change 
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negligibly if the storage is only insulated at the bottom. This is also due to the low 

temperatures in the lower part of the filling. Such effects are even more evident for 

efficiency endpoint parameters: both the storage and subsystem efficiency decrease 

for bottom insulations, while for wall insulations only the subsystem efficiency 

increases slightly (max. 15.1% for highest insulation thickness; FIG. 4.8 d). Hence, 

consistent with the findings from previous studies [37,177], insulation is shown to be 

most efficient at the top while it is much less favorable at the bottom.  

For all scenarios, subsystem efficiencies range from 12.2% to 69.5% (FIG. 4.8 d) and 

storage efficiencies from 1.4% to 57.1% (FIG. 4.8 e). The lowest storage efficiency is 

found in the scenario of a 0.3 m sidewall insulation. In fact, an evaluation of storage 
quality based on this indicator alone does not appear to be suitable: in this scenario, 

an amount of 52.6 MWh of energy is available, while internal thermal conditions are 

strongly controlled by interactions with the ambient environment. Therefore, ratings 

should consider both efficiency parameters: in that case, the high-tech scenario with 

0.3 m thick, all-sided, differentiated insulation shows the best performance. With 

values of 57.1% and 69.5%, both storage and subsystem efficiencies are in the 90th 

percentile of the values of all simulated scenarios (FIG. 4.8 d-e).  

In FIG. 4.8 a, it is furthermore demonstrated for all scenarios with internal insulation, 

that the maximum capacity levels of the storage unit decrease consistently with 

increasing insulation thickness (for sidewall and bottom insulations) or after a peak 

(for top and all-sided insulations). Similar results are obtained for discharge 
quantities, which are positively influenced by lower energy losses as the insulation 

increases, but negatively influenced by reduced volumes. This again supports the 

application of an external top cover. It achieves an efficiency increase of max. 9.2% 

(FIG. 4.8 d) and does not reduce the volume capacity of the storage. It also ensures a 

higher maximum capacity level of 27.1 MWh (FIG. 4.8 a). 

Impacts of different insulation materials for all-sided insulation  

The previous scenarios and analyses involved insulations on individual interfaces 

with only one insulation material – foam glass gravel. In further scenarios, all-sided 

insulations, as well as alternative insulation materials, are inspected. Thereby, this 

component is replaced with XPS and/or mineral wool at the top, as well as at the 

sidewalls. As suggested by MARX et al. [24] and MANGOLD [147], this can further optimize 

the performance of the system by minimizing thermal losses, yet increasing the 

complexity and investment costs.  

The results show that all-sided insulation is superior to insulation exclusively at the 

top from at least a thickness of 0.1 m, as insulation translates to the reduction of 

storage volume. Starting from the base case scenario, the improvement of the storage 
efficiencies is almost concurrent and not diverging with increasing insulation 

thickness (FIG. 4.8 e). Based on homogeneous 0.3 m thick insulation of foam glass 

gravel at all sides, the storage achieves efficiency and reaches values of 48.9% (storage 

efficiency) and 64.2% (subsystem efficiency). In comparison to the 0.05 m thick 

insulation, losses are reduced significantly from 178.0 MWh to 57.7 MWh.  

Enhanced material characteristics lead to a further increase in the storage efficiency 

by about 5% to 8%. The highest value is achieved in the high-tech scenario with 0.3 m 

thick insulation of mineral wool at the top, XPS at the sides, and foam glass gravel at 
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the bottom (57.1%, FIG. 4.8 e). Regarding average storage temperatures, no major 

variations are apparent above an insulation thickness of 0.15 m; in the comparison of 

the maximum storage level, all three materials show similar values (FIG. 4.8 c). This is 

particularly important for techno-economic design optimization. However, further 

factors, such as pressure stability, long-term effectiveness, and performance under 

the influence of groundwater or seepage penetration, must be considered [196]. 
Nevertheless, the installation of different materials may be associated with higher 

material expenses and more complicated installation methods, and should therefore 

be subject to a comparative cost-benefit analysis [241].  

Long-term performance and thermal conditions in ambient subsurface  

The important measures observed during the storage operation are positive and 
negative losses. While negative losses are directed outwards of the storage, positive 

losses are considered to be energy quantities absorbed from the surrounding soil. 

Especially for non- or low-insulated sTES systems, these may be significant or even 

desired. In addition, gains from solar irradiation can contribute significantly via the 

storage’s top surface, especially in the case of black waterproofing foils and no soil 

cover. The results of the test study clearly show these effects, in the sense that 
temperatures in the topmost storage layers replicate ambient conditions in particular 

– both the air temperature and global irradiation profiles (FIG. 4.7 c). This is also 

reflected in the temperatures of the near surrounding soil in this scenario (FIG. 4.7 d). 

In comparison, temperatures of the surrounding ground in FIG. 4.7 h no longer show 

strong interference of the natural ambient conditions; in contrast, they are clearly 

superimposed by the annual storage operation cycle, exhibiting significantly larger 

and phase-shifted temperature amplitudes. Multi-year simulations demonstrate this 
effect distinctly, as periodically heating (both laterally and below the storage) occurs 

even at further distances. These conclusions are supported by results gained in 

practice, for example from the WGTES in Stuttgart, Germany [70].  

The degree to which the temperatures in the near field correlate with the average 
temperature of the storage depends again on the degree of insulation. Thus, heating 

at a distance of 2 m next to the basin is increased by a maximum of 14.1 K after five 

years for the high-tech scenario, but only to a maximum of 7.9 K in the case of the 

uninsulated base case scenario. This also compares closely to results obtained from 

operating installations. For example, BODMANN et al. [135] measured temperatures 

between 8 °C and 30 °C up to 4 m away from the TTES in Hanover, Germany, while 

BENNER et al. [37] report a temperature increase of 9 K after one year, 2 m next to the 

storage in Friedrichshafen, Germany.  

During long-term operation, environmental effects also lead to changes in energy 

flows, which ultimately result in an overall improvement of performance. As 

theoretically discussed by DINÇER & ROSEN [56], this mechanism is proven by the test 

study in all scenarios, but to different extents (FIG. 4.8 f). While the base case shows an 
annual increase in the subsystem efficiency of only 0.2% over five years, this effect is 

most pronounced for the highest insulation at the top (0.3 m) with an increase of 5.1% 

per year. Although the latter scenario does not show the highest subsystem efficiency 

in the last simulated year, its increase from 44.3% to 67.1% reflects the initial phase of 

a storage's operation until peak efficiency is reached.  



 

71 

 
Fig. 4.8: Changes in evaluation parameters over the upgrade stages (increasing thicknesses) of the respective 

components (top covering, thermal insulations). The diagram shows a) the maximum storage level, as well 
as b) the maximum, and c) average filling temperatures over the entire simulation period. Furthermore, 
the diagram shows d e) trends in endpoint parameters of storage and subsystem efficiency for storage 
upgrades, and f) annual rates of increase in the subsystem efficiency. 

Similar trends of heating and stabilization phases were measured for sTES systems 
in Steinfurt, Germany [135,146], and Hanover, Germany [135]. The efficiency increase 

follows a converging trend to an upper threshold for the scenarios with top and all-

sided isolations. This indicates that the optimum configuration as a ratio between 

storage usability (by maximum discharge quantity) and capacity of the seasonal 

storage may already be achieved.  

Excess energy quantities after the evaluation periods represent an important factor 

of long-term performance. In general, the highest surplus appears in the last 

simulated year, since increased temperatures of the surrounding soil prevent rapid 

and full cooling of the storage. This is most significant in the scenario of insulation 

exclusively with foam glass gravel at the top, where the surplus is up to 8.34 MWh.  
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This underlines the beneficial thermal effect of surrounding soil for ground-based 

systems, since energy is not lost due to effective insulation in the upper storage 

section, but can be recovered at the same time from the ambient ground heated up by 

the storage system. This effect is most potent at the beginning of the operation. With 

continued operation and higher temperatures of the surrounding soil, the effect 

changes to that of thermal activation, as losses are reduced by flattened thermal 

gradients.  

4.4 Conclusions 

Reliable planning of water-based seasonal thermal energy storages requires 

accurate and effective simulation. Several analytical and numerical solutions are at 

hand to model the behavior of such large-scale devices. For optimal integration, 

robust predictions about the operation behavior of these facilities are needed. 

Particularly ground-based systems with diverse geometries prove to be complex in 
technical respects, with regard to governing thermal processes and interference with 

the environment. Thus, common axially symmetric models may not be suitable for 

flexible geometries. Similarly, computational requirements of high-resolution 

computational fluid dynamics and 3D-finite element method-models are often 

impractical for extensive parameter studies.  

To overcome these issues, the newly developed model “STORE” represents a 

component-based approach to combine benefits of resolving all building components 

and relevant processes of seasonal storages with those of comprehensive 

parametrization, multidimensional geometry, and versatile evaluation capabilities. 

Based on the SIMSCAPE library available in MATLAB/SIMULINK, the structure and approach 

of STORE is first described, including processes, input and output data, and its design 
database for parametric studies. Accuracy and applicability are confirmed with 

conventional methods in a plausibility test. 

The capabilities of STORE are further demonstrated in a parametric test study with 

41 scenarios to identify trends of varying configurations and materials of thermal 
insulation. The re-use of a swimming pool (raw volume: 940 m3) with a soil top 

covering or different insulation thicknesses is investigated. The results reveal design 

recommendations for future projects: 

▷  Thermal insulation at the top or alternatively an external top covering with 

soil of at least 1 m thickness is essential to guarantee fail-safe operation.  
▷  The insulating effect is greatest when an external cover is applied, which does 

not reduce the storage volume and thus its capacity under similar temperature 

conditions. Accordingly, top insulations are most effective (since the highest 

temperature gradients also exist here). In contrast, bottom insulations may be 

adversarial by reducing the capacity, while low losses do not cause efficiency 

improvements.  
▷  The use of different insulation materials at individual storage interfaces can 

be profitable only under certain conditions (e.g., thicknesses), underlining the 

benefit of simulation-based design for ascertaining optimized component 

configurations.  
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▷  Heating of the ambient soil results in successive performance improvements 

via reduced energy losses, as well as increased usability of the system with 

prolonged service life.  

▷  Evaluations of different design scenarios must consider multiple criteria (e.g., 

maximum capacity, storage efficiency, and average temperature) to identify 

optimal solutions. 
▷  These criteria may yield opposite effects (e.g., lower energy yield through 

reduced capacity vs. higher efficiency by increased insulation thickness). Thus, 

cost-benefit analyses related to improved (but costlier) insulation materials are 

suggested. 

The results of the test study prove the flexibility and diverse evaluation capabilities 

of STORE. Hence, the model may be utilized in further generic studies or for case-

specific planning. The opportunity for computationally efficient, model-based 

technical optimization will finally enable the minimization of both capital and 

operational costs of seasonal thermal energy storage systems. 





 

75 

5 Influence of thermal energy storage basins on 
the subsurface and shallow groundwater 

This chapter is reproduced from:  

Bott, C., Dahash, A., Noethen, M., & Bayer, P. (2023). Influence of thermal energy 
storage basins on the subsurface and shallow groundwater. Manuscript submitted 
to: Journal of Energy Storage, EST-D-23-07631.  

The authors acknowledge Ryan Pearson for language edits. The present study is 
financially supported by the EU Horizon Europe project INTERSTORES (project no. 
101136100). 

Highlights 

▷ A model for co-simulation of seasonal thermal energy storage is introduced. 
▷ The model facilitates the simulation of sTES and subsurface thermal conditions.  

▷ A parameter study reveals the model’s capabilities and provides planning insights. 
▷ The study reveals the impacts of groundwater flow on storage key characteristics. 

▷ Insulation for sTES facilities is inevitable when groundwater is present. 
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5.1 Introduction 

Large-scale, seasonal thermal energy storage (sTES) is a key technology for realizing 

the transformation of the heating and cooling sector [241,301,302]. It is employed to 

combine different sources and sinks in an energy system, with shifts over days up to 

several months [303]. While seasonally solar charging is most common, other energy 

sources cover continuous heat provision, e.g., by data centers, geothermal systems, 
or variable and unpredictable loads, e.g., from industrial applications (FIG. 5.1). 

Modern, 4th generation sTES also utilize intermittent charging/ discharging processes 

in a dynamic range of temperatures and volumetric flow rates [26,196]. They are 

employed on different temporal and spatial scales together with district heating and 

cooling systems (DHC), ranging from small housing communities [304,305] to large 

districts with complex management of thermal energy provision [10,82,238,241].  

 
Fig. 5.1: Key modeling domains of sTES: a) seasonal thermal energy storage, b) surrounding environment, 

and c) energy system. BIO-CHP: Combined heat and power plant based on bioenergy. 

The technological variants covered by this study are closed-loop, sensible systems. 
These utilize artificial reservoirs that can be further classified into Tank- (TTES), Pit- 

(PTES), and Water-Gravel Thermal Energy Storage (WGTES) [40,58,205,306]. All these 

types have mostly rectangular or cylindrical shapes and are designed as sloped basins, 

with a small surface area-to-volume (A/V) ratio, to minimize ambient heat loss. Typical 

volumes of TTES and WGTES are 5,000 m³ to 15,000 m³, while PTES can comprise up 

to more than 200,000 m³ [117,196]. The storages are commonly partially or completely 
buried underground, which is generally advantageous regarding thermal losses since 

thermal processes in the subsurface proceed more slowly than in the air and it often 

exhibits a higher average temperature over the year [307]. As a storage medium, TTES 

and PTES employ water only, while WGTES are filled with a two-component mixture 

of gravel, sand or soil, and water. Thus, WGTES have a reduced storage capacity by 

about 20% [15,37,63], but this is contrasted by the advantage that a self-supporting 

structure is created.  

To prevent leakage and heat loss, all different variants are enclosed at all sides by a 

sealing liner (made of e.g., polyvinyl chloride (PVC), high-density polyethylene (HDPE), 

or stainless steel [256,272], depending on the planned maximum temperature during 

operation), and by thermal insulation, which can be added with different thicknesses 
at the top, sidewall, and bottom. For WGTES, thermal insulation is usually the most 

cost-intensive part of a storage structure [256,308]. To allow an adequate integration 

of the installation into the landscape and to minimize heat loss, most of the TTES and 

WGTES have an external top cover, while the insulation is located inside, or, for PTES, 

implemented as a floating lid cover [178,309,310].  
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Especially for TTES and steeply sloped geometries, additional static components 

are required. They are usually made of (possibly reinforced, prestressed) concrete and 

comprise a foundation, walls, and a roof. For operation, WGTES require indirect 

charging/discharging devices consisting of multiple levels of coil racks. In contrast, 

water-fillings are directly charged and discharged by extracting/re-injecting the 

storage medium through engineered stratification devices, that are less expensive and 
have been subject to intense previous research activities [130,184,241,311]. Currently, 

the worldwide number of sTES is only just above 30 (with a total available storage 

volume of more than ca. 800,000 m³), and they can be found mainly in Europe [196]. 

Progress toward technology improvements includes, for example, material and 

method optimization, as well as optimized integration into the DHC system, with 

combined short-term and long-term storage cycles and connection to multiple 
sources and sinks [10,188,241,312,313]. At the same time, however, these make the 

optimal basin structure and thus the planning and operation more complex, which 

underlines the need for efficient modeling tools [314–316]. 

This study aims to tackle multiple key challenges in the planning process of sTES 

(FIG. 5.2). Addressing the technical perspective, past projects revealed that energy 
losses are often higher than expected and predicted by models (e.g., projects in 

Germany: Steinfurt-Borghorst [37], Friedrichshafen [24,37,154], Hamburg [154,165], 

Stuttgart [70]; FIG. 5.2 a). Thus, a major challenge for simulation is the thermal 

interaction between the artificial storage basin, with the ambient natural subsurface 

and groundwater domain. Thermal conditions in both domains show at least seasonal 

patterns but differ greatly concerning short-term variabilities and magnitudes. 
Planning is hindered by the challenge of coupling these domains in efficient models, 

that can be used for reliable site-specific design optimization [317]. This underlines a 

need for more accurate models and improved representation of interfaces that affect 

the storage performance [38,264].  

 
Fig. 5.2: Key issues reported for sTES basins: a) heat losses of different sTES installations (after [318]), b) 

observed ground temperatures in Hamburg, Germany (after [37,135]), c) temperature 
regulations/recommendations for shallow geothermal energy applications in different countries as of 
2010 (after [30]). 

Environmental effects of sTES cover implications that evolve in the long term and 

may cause ecological concerns. Despite their insulation, sTES embedded in the 
underground lead to increased temperatures in ambient soil (FIG. 5.2 b) and, if present, 

groundwater bodies [29,319,320]. Especially for high-temperature applications and 

non-insulated PTES facilities subsurface temperatures of nearly 30 °C were observed 

(e.g., in Hamburg, Germany [20 ,44], FIG. 5.2 b, and Friedrichshafen, Germany [37]). As 

a consequence, warming by sTES may affect groundwater quality and trigger legal 

file:///C:/Users/Bott/Desktop/Desktop/FAUBox/THI/Paper/2022-11_Co-Simulation_STORE-COMSOL/State-of-technology%23CTVL001e58b26533fab4bc2adeb6bff2150827e
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threshold values ([319,321], FIG. 5.2 c), while legal situations in European countries are 

diverse, as described by, e.g., [28,30,322]. These aspects must be considered during 

the planning process, to comply with regulatory frameworks and approval permits.  

The aim of this contribution is the development of a simulation framework, which 

can depict the operational behavior of sTES and their thermal interaction with the 

environment. The framework comprises an enhanced model for WGTES to be used to 

simulate interactions with groundwater flow. Hydrogeological and thermal transport 

processes are implemented in a tailored software configuration. With this, more 

reliable sTES planning is facilitated, while sensitivities of specific site conditions can 

be inspected. In the following, first, the developed model with its underlying concept 
and structure is introduced. Then, after successful validation of the model (cf. APPENDIX 

D-1) to demonstrate benefits for design and operation, a parameter study to contrast 

technical (filling temperatures, storage capacity, efficiency, etc.) and environmental 

characteristics (e.g., heat loss, temperatures in the ambient ground) under different 

hydrogeological settings is conducted.  

5.2 Materials and methods 

5.2.1 Modeling approach 

The determination of the optimal sTES layout is a challenging and often evolving 

process, due to interconnected variables, which are often subject to changes. Prior 

studies emphasized the sophisticated nature of designing, planning, and constructing 

sTES. For instance, DAHASH et al. [241] revealed the interplay of variables such as 

location, size, geometry, and hydrogeological conditions for TTES and PTES. In this 
context, the choice of size (i.e., volume) and geometry influences thermal losses, due 

to the A/V ratio, and the quality of thermal stratification, linked to the height-to-

diameter (h/d) ratio. As large-scale sTES demand massive space availability, they are 

often placed in the subsurface. This raises additional planning considerations, 

particularly regarding the hydrogeological conditions (e.g., soil thermal conductivity, 

hydraulic conductivity, porosity, permeability, and groundwater flow angle). As a 

result, simulation-driven planning emerges as a valuable approach for quantifying the 
impact of various boundary conditions (BCs) on TTES and PTES planning. Calibrated 

numerical sTES models play a key role in such investigations. In this respect, DAHASH 

et al. [299] compared sTES geometries, and found that buried tanks outperform other 

geometries. Subsequently, their work was extended to consider groundwater flow, 

emphasizing the twofold impact of sTES-groundwater interaction, and the need for 

measures to prevent elevation in groundwater temperatures beyond legal thresholds 
[29]. However, both works focused solely on the sTES and did not encompass system 

simulations with dynamic interactions. Furthermore, these works demanded 

significant computational efforts. To address this issue, SIFNAIOS et al. [310] developed 

a simplified sTES model with a focus on short-term operations, using a temperature 

BC, based on monitored temperature data. This approach, however, neglects dynamic 

thermo-hydraulic interactions within the sTES’ building components. Consequently, 

this work did not address sTES simulation, potentially leading to misleading 
outcomes. As a consequence, to the authors’ knowledge, no development so far 

covered a comprehensive simulation framework that dynamically integrates all sTES 

components with detailed subsurface conditions and groundwater flow.  
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The new framework is based on a co-simulation approach, where two 

complementary tools are combined [269]. First, the previously introduced “STORE” 

model [323] is employed for the sTES domain. Implemented in MATLAB /SIMULINK’S 

SIMSCAPE library [284,324], it depicts a WGTES in 2.5 dimensions (2.5D) (i.e., vertical 

layers, and pre-defined, horizontal directions). Second, a three-dimensional (3D) 

numerical multi-physics model for simulating heat transfer and groundwater flow in 
the ambiance of the sTES is implemented in COMSOL [325]. Third, the co-simulation is 

realized using a functional mockup unit (FMU), passing values between both models 

[326,327]. Advantages of the co-simulation result from flexible parameterization, as 

part of the design database generation of STORE [323]. Optimal computational 

performance is achieved by operating the models at different time steps, depending 

on the complexity of the internal sTES structure, and subsurface conditions.  

5.2.2 STORE model 

 
Fig. 5.3: Sketch of the STORE model for simulating WGTES, modified for the co-simulation framework in 

cross-sectional view (a) and top view on one layer (b). 

Building on the first version of STORE [323],  further developments are implemented 

to make the sTES simulation more accurate and flexible. The updated structure of the 

model is illustrated in FIG. 5.3. While the filling is represented in a vertically layered 

structure, it features a component-based resolution of all other building components 

and relevant internal thermal processes. Nevertheless, weaknesses concerning model 

BCs and the setup are present: STORE is structured in four, pre-defined spatial 

directions (e.g., north, east, south, west) and does not consider hydrogeological BCs.  

For the new framework, the spatial resolution given by the number of storage layers 

was increased from 15 to 25. This is particularly relevant for facilities with a higher h/d 

ratio (i.e., a larger height) since the key feature of thermal stratification is resolved 

more precisely [24,166]. The temporal resolution is retained at one hour per step, 
allowing highly dynamic conditions of complex energy systems to be considered. 

Additionally, the representation of the processes within the filling is refined. During 

the operation of the facility, layers with higher temperatures below layers with lower 

temperatures can occur. In this case, mixing is induced by free convection. This 

density-dependent inversed thermocline phenomenon is implemented according to 

EQ. 5-1 (𝛿ITC: inversed thermocline coefficient = 105 W m3 kg−1, ρupper, ρlower: density of the 
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fluid in the upper/lower storage layer, V: volume of the layer) based on [274,328] 

(available, e.g., in the CARNOT TOOLBOX for MATLAB, [329]).  

𝑞ITC = 𝛿ITC ∙ (𝜌upper − 𝜌lower) ∙ 𝑉     (EQ. 5-1) 

Concerning the included building components, a roof is added to the top layer of 

the model, which is mainly relevant for water-filled systems. Additionally, to simulate 

operation utilizing an indirect coil heat exchanger, a new approach with two flow 
directions is employed. This considers that the flow direction between charging and 

discharging is commonly reversed to exploit thermal stratification, with high fluid 

temperatures being injected in and extracted from the top. Pipe hydraulics, e.g., 

thermal propagation along the pipe as well as pressure losses, are not considered.  

For co-simulation, STORE is used exclusively for modeling the sTES structure. For all 
internal storage components, the necessary thermo-hydraulic processes through all 

components of the sTES’ shell are mapped. In contrast, this means that the top cover 

and the surrounding soil blocks as originally presented in [323] are now replaced by 

the COMSOL model. The default configuration of the model features a total of 448 

nodes. Charging and discharging processes are represented directly via transient load 

profiles of temperature 𝑇 and volumetric flow rates �̇� or a controller, featuring an 
operation strategy with hysteresis settings. For simulation, the sTES design (including 

materials, dimensions, and material properties) and the load profiles are defined 

based on the specific site. As an initial condition, it is assumed that the structure has 

a homogeneous temperature directly after construction and before commissioning.  

5.2.3 COMSOL model 

Since the COMSOL model is used to represent the sTES environment, only the top cover 

is included as a sTES component. Still, this cover is important to avoid heat loss at the 

top of the surface [37,299,323]. By default, it features a 1 m overlap over the top 

surface of the sTES shell and a slope of 1:2 to the outside, to create a natural 
embankment. The underground (FIG. 5.4) is divided into an unsaturated (vadose) zone, 

which is above the water table, and a saturated (phreatic) zone with groundwater flow 

governed by transient hydraulic heads. The lateral inflow and outflow sides of the 

model are defined at the opposite boundaries of the subsurface block, while the angle 

of inflow β is implemented by rotating the storage structure. 

 
Fig. 5.4: a) side, and b) cut plane view of the COMSOL model with top cover, unsaturated (vadose) zone, 

groundwater domain (phreatic zone), and bedrock layer, tailored for co-simulation. 
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Consequently, the hydraulic gradient i results from the hydraulic heads at the model 

boundaries Hupgradient, Hdowngradient and the boundary distance l: 

𝑖 =
𝐻upgradient– 𝐻downgradient

𝑙
       (EQ. 5-2) 

At the bottom, a bedrock or aquitard is assumed, which delineates the aquifer. The 

model extensions are three to four times the basin dimensions in width and length, 

and three times the sTES height hsTES. Further, the sTES is positioned at an 

asymmetrical distance to the model boundaries so that the evolving thermal plume 
can evolve properly (FIG. 5.4). For model setup, all geometry (layer thickness M) and 

material properties of the surrounding soil are required. These include density ρ, 

effective thermal conductivity λeff, specific heat capacity cp, surface emissivity ω, 

hydraulic conductivity K, permeability κ, and porosity εp. To represent the 

groundwater regime, the angle of inflow, and initial environmental conditions (air and 

ground temperature) are required.  

Based on this parameterization, fundamentally important processes that most 

existing sTES simulation tools do not depict are modeled. These include Darcian 

groundwater flow (mass transport through porous domains) with pressure p as the 

dependent variable. The mass source term Gm is calculated based on the fluid’s 

density ρ, its dynamic viscosity μ, and the matrix’s permeability κ and porosity εp: 

𝐺𝑚 =  
𝜕

𝜕𝑡
∙ (𝜌 ∙ 휀𝑝) + ∇ ∙ (𝜌 ∙ 𝑢) , with DARCY velocity 𝑢 =  −

𝜅

𝜇
∙ ∇𝑝 (EQ. 5-3) 

Dirichlet conditions are set at the inflow and outflow boundaries of the model to 

generate the hydraulic head distribution based on EQ. 5-2 and EQ. 5-4. To calculate a 

pressure p, the known hydraulic head at the boundary H0 is specified as a function of 

the elevation z, the gravitational acceleration g (9.81 m s−2) and the groundwater 

density ρ:  

𝑝 =  𝜌 ∙ 𝑔 ∙ (𝐻0 − 𝑧)        (EQ. 5-4) 

The other model boundaries are specified as no-flow boundaries, which define a 

zero DARCY’S velocity u of the fluid according to its density ρ at a no-flow boundary with 

normal vector N:  

−𝑁 ∙ 𝜌 ∙ 𝑢 = 0        (EQ. 5-5) 

However, this does not apply to the soil surface, where a defined precipitation rate 

P with the same density as the groundwater is set as an inflow BC: 

𝜌 ∙ 𝑃 =  −𝑛 ∙ 𝜌 ∙ 𝑢        (EQ. 5-6) 

Thermal transfer processes in the porous subsurface are divided into a fluid and a 

matrix fraction assuming local thermal equilibrium. Thereby, the dependent variable 

of temperature T is used to model the processes of conduction, dispersion, and 

advection.  
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Based on the above-described calculation of the coupled DARCY’S velocity field u, the 

effective specific heat capacity (ρ · cp)eff (EQ. 5-7, εp: porosity, ρf: groundwater density, 

cp,f: groundwater specific heat capacity, θs: volume fraction of the matrix, ρs: matrix 

density, cp,s: specific heat capacity of the matrix, θimf: volume fraction of immobile 

groundwater in porous media, ρimf: density of the immobile fluid in porous media, cp,imf: 

specific heat capacity of the immobile fluid in porous media, the heat flow rate q, EQ. 

5-8), with effective (volume-average approach) thermal conductivity λeff
 (EQ. 5-9, λs: 

thermal conductivity of the matrix, λimf: thermal conductivity of the immobile fluid in 

porous media, kdisp: dispersive thermal conductivity tensor (assumed isotropic) σb: 

STEFAN-BOLTZMANN constant), the governing equation for the energy balance is shown 

in EQ. 5-10.  

(𝜌 ∙ 𝑐p)eff = 휀p ∙ 𝜌f ∙ 𝑐p,f + 𝜃s ∙ 𝜌s ∙ 𝑐p,s + 𝜃imf ∙ 𝜌imf ∙ 𝑐p,imf   (EQ. 5-7) 

𝑞 = −𝜆eff ∙ ∇𝑇        (EQ. 5-8) 

𝜆eff = 휀p ∙ 𝜆f + 𝜃s ∙ 𝜆s + 𝜃imf ∙ 𝜆imf, with 𝜆s =
𝜆b

𝜃s
    (EQ. 5-9) 

𝑄 = (𝜌 ∙ 𝑐p)eff ∙
𝜕𝑇

𝜕𝑡
+ 𝜌f ∙ 𝑐p,f ∙ 𝑢 ∙ ∇𝑇 + ∇ ∙ 𝑞    (EQ. 5-10) 

STORE’s environmental processes (solar irradiation as heat flux boundary �̈� = −𝑛 ∙
�̈�sol(𝑡), N: normal vector on the boundary), and radiation from the storage surface as 

surface-to-ambient radiation based on EQ. 5-11 with ω: surface emissivity, σb: STEFAN-

BOLTZMANN constant), as well as the interaction with the air (as temperature boundary 

condition 𝑇 = 𝑇air(𝑡) are transferred to the COMSOL model.  

−𝑁 ∙ 𝑞 = 𝜔 ∙ 𝜎b ∙ (𝑇air
4 (𝑡) − 𝑇ground

4)    (EQ. 5-11) 

Further, these thermal BCs are expanded to include forced and natural convection 

by wind (EQ. 5-12, vwind: wind speed, μair: dynamic viscosity, Pr: Prandtl number, Re: 

Reynolds number), based on a convective heat flux boundary, whereby an averaged 

heat transfer coefficient is calculated based on the assumption of external forced 

convection at a plate with a characteristic length L (EQ. 5-13, lenv,x, lenv,y: side length in x 

and y direction).  

�̈� = ℎ ∙ (𝑇air(𝑡) − 𝑇) with ℎ =

{
 
 

 
 2 ∙

𝜆air ∙0.3387∙𝑃𝑟
1
3⁄ ∙𝑅𝑒L

1
2⁄

𝐿∙(1+(
0.0468

𝑃𝑟
)
2
3⁄
)

1
4⁄
 if 𝑅𝑒𝐿 ≤ 5 ∙ 10

5

2 ∙
𝑘

𝐿
∙ 𝑃𝑟

1
3⁄ (0.037 ∙ 𝑅𝑒

L

4
5⁄ − 871)  if 𝑅𝑒L > 5 ∙ 10

5

 , 

with 𝑃𝑟 =
𝜇air ∙𝑐p,air

𝜆air
, and 𝑅𝑒L =

𝜌air∙𝑣wind∙𝐿

𝜇air
     (Eq. 5-12) 

𝐿 =  
𝑙env,x∙𝑙env,y

2∙𝑙env,x+2∙𝑙env,y
       (Eq. 5-13) 
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Hence, transient weather data on an hourly resolution is required for specifying the 

BCs, including air temperature Tair, wind speed vwind, solar irradiance �̈�sol, and 

precipitation P. This data is converted by the co-simulation to mean values according 

to the step size of the COMSOL model. Similarly, the hydraulic heads are based on a 

transient dataset of groundwater levels at the inflow and outflow boundaries.  

Since flow and transport processes in soil are slower than inside the storage 

[29,310], an ambient temporal resolution of multiple days can be used, depending on 

dynamicity and intensity. Besides, spatial mesh refinement in the near field of the 

storage is needed. The top cover consists of at least four layers, and, by default, 25 

boundary layers per direction are advised around the sTES. Further mesh refinement 

strategies are presented in APPENDIX D-2.  

5.2.4 Implementation 

For efficient coupling, the chosen interface is the outer shell of the sTES, separating 

it from its environment. Accordingly, the following input and output data of the 

models are exchanged during simulation: In STORE, the heat flux �̇�sTES  is recorded in 
each layer and in each predefined spatial direction, as well as above the roof and 

below the foundation, and transferred to the COMSOL model. In COMSOL, this heat flux 

is used as BC (i.e., thermal load) at contact surfaces, which depict the layered surfaces 

around the sTES. A reflection from COMSOL is obtained as a temperature probe 

(integrated average of the relevant temperature Tground) at these surfaces, and these 

values are used as BCs in STORE for the next calculation step. Preliminary testing 

showed that a communication step size of min. 48–120 h can be considered adequate 
to prevent numerical fluctuations and generate accurate simulation results. For 

instance, 48 h is calculated in STORE, followed by simulation of a 48-h time frame in 

COMSOL. The MATLAB /SIMULINK model operates with an hourly resolution for all datasets 

while operating with a variable step size solver (ode23t, max. step size 1 h). In COMSOL, 

a relative tolerance of 0.01 and an absolute tolerance of 0.005 are used. For every 

individual simulation per communication timestep, an initial step of one hour and a 
maximum step size of 20 hours are specified. The direct solver MUMPS (multifrontal 

massively parallel sparse direct solver) is used to achieve a fast simulation. 

After simulation, the results are evaluated with both modeling tools, but it is 

advantageous to include the results of specific COMSOL probes in the STORE results 

database to enable joint evaluations. The evaluation of the results in COMSOL focuses 
on the evolving thermal and hydrogeological conditions in 3D representation. Thus, 

point temperature probes are considered first, which are placed 2 m and 5 m adjacent 

to the storage wall at a height of (0.5 · hsTES). Heat losses �̈� are used as further 

evaluation indicators and are separated into sidewalls (phreatic and vadose sections), 

and top and bottom surfaces. In a two-dimensional (2D) perspective, a sectional plane 

is placed in horizontal orientation at a height of (0.5 · hsTES). Here, temperatures and 
temperature gradients, as well as the groundwater flow velocity distribution can be 

analyzed. In this context, thermoclines at 20 °C and +6 K compared to ambient soil 

temperatures are used to check for violations of legal threshold values [30,330]. In 

STORE, the evaluation is in line with the procedure described by BOTT et al. [323] and 

includes operation states, the filling temperature, as well as the storage efficiency 

ηstorage, defined as the ratio of discharged vs. charged energy quantities.  
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For the simulation of a seasonal storage operation, a minimum time frame of at 

least five to ten years is suggested [38,316], since during a heat-up period of several 

years the surrounding subsurface is warmed. Consequently, this period is necessarily 

longer for uninsulated sTES with intensive interaction with the ambient ground. After 

this period, a quasi-stationary state is expected, in which the heat losses, averaged 

over longer periods, are nearly constant [38,135,323]. 

5.2.5 Parameter study: Impact of groundwater flow on seasonal thermal 
energy storage 

Storage design 

Starting from a baseline scenario, the following parameter study includes various 

assumptions for environmental conditions, to investigate the impacts of groundwater 

flow parameters. The full design scenario databases with all scenario definitions are 
provided in APPENDIX D-3, while material properties of all sTES components are 

summarized in TAB. 5.1 and based on standard literature values. The considered 

WGTES system is located in Ingolstadt, Germany, where the re-use of an existing basin 

structure is planned. This strategy has previously been discussed to reduce 

construction, renovation, and/or demolition costs [231,293,331]. The basin is 

completely buried in the subsurface, whereas the roof’s top surface conforms to 
ground level. For ideal landscape integration, it features an external top cover of soil 

(same material properties as unsaturated zone, TAB. 5.1), with 1.5 m thickness and a 

slope angle of 1:2, overlapping the rim by 1 m. The geometry of the basin represents 

an inverted truncated pyramid with a slope angle of 1:0.5. The side lengths are 

arranged in a ratio of 3:2:1 (length/width/height = 45 m / 30 m / 15 m), resulting in a 

filling volume of 11,814 m³.  
 

Tab. 5.1: Material properties of the example storage facility. Values used for filling material according to the 
WGTES installation in Chemnitz, Germany [37,63], and for foam glass gravel according to a 
manufacturer’s data sheet ([295], ideal conditions assumed). 

Component Material 
Density 

ρ (kg m-3) 
Effective thermal conductivity 

λ (W m K) 
Specific heat capacity 

cp (J kg-1 K-1) 

Filling Water saturated gravel 1,928 2.40 1,545 

Insulation Foam glass gravel 160 0.05 900 

Sealing PVC 1,900 0.48 900 

Static components Concrete 2,600 1.00 1,000 

Heat exchanger PE-X 930 0.41 1,900 

 

As filling, a water-saturated matrix of gravel is considered, yielding a self-supporting 

surface. The material properties used are in line with the investigated construction 
material of the reported site in Chemnitz [37,63] and the previous study by BOTT et al. 

[323]. To account for natural convection induced by density differences, an effective 

heat transfer coefficient 𝛿ITC = 20 W m−2 K−1 is assumed. To prevent thermal energy 

loss, apart from the external top cover, the sTES is equipped with an internal, all-sided 

insulation consisting of the commonly used, pressure-stable, water-resistant material 

foam glass gravel [26,196,295]. As the thermal stratification is expected to result in the 
highest temperatures in the upper part, a top thickness of 0.5 m is employed, while 

the bottom insulation is assumed to be 0.1 m thick. Also, the insulation of the sidewalls 

is decreased from 0.3 m to 0.1 m from top to bottom.  
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The sidewalls and bottom insulation are excluded for an uninsulated storage facility 

scenario. The thermal insulation material is embedded inside compartments of a 

sealing material, to protect it from moisture penetration [332]. Such insulations have 

been implemented, for example, in Steinfurt-Borghorst, Germany [37] and Hannover, 

Germany [101]. The supposed re-use of a given basin structure implies an additional 

structural component. This component originally served to bear lateral ground 
stresses due to the steep angle of the basin’s slope. Made of cast reinforced concrete, 

both the walls and the roof measure 0.2 m in thickness, while the foundation is 

assumed to be 0.3 m thick. An indirect coil heat exchanger on five levels at relative 

heights of h*
sTES = 12%, 32%, 52%, 72%, and 92% with a diameter of 0.05 m and internal 

distances and a distance to the external wall of 0.5 m, is included. Its total length 

amounts to 8,729 m and the resulting surface area AS is approximately 2,742 m². The 
pipe material is cross-lined polyethylene (PE-X) and the thickness of the pipe wall 

measures 0.0025 m.  

Storage operation 

The sTES is operated referring to a real dataset for planning a new mixed-used 

district with energy demands of different commercial, as well as industrial processes. 
Thereby, the volumetric flow rates and inlet temperatures of the charging/discharging 

load profiles are scaled to the storage volume, assuming that only specific sources and 

a partial load of the adjacent DHC are used for optimum integration and operation. 

The resulting charging and discharging datasets are presented in FIG. 5.5.  

 
Fig. 5.5: Operation data for the parameter study, consisting of available temperatures (a and b, in °C) and 

volumetric flow rates (c and d, in m3 h−1) for charging (a and c) and discharging (b and d). 

The storage is not operated on a strictly seasonal cycle but rather corresponds to a 

highly dynamic operation, comprising intermediate charging and discharging phases 
for buffering peak loads. With 5,053 h in one year of operation, more charging periods 

are given than for discharging (1,707 h), while in 2,000 h, the sTES is in standby mode. 

Further, charging is dominating in the summer months and, with approx. 0.08 to 36.15 

m³ h−1 (mean 12.65 m³ h−1) and temperatures between 62.5 and 90.0 °C (mean 
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84.14 °C), more intensive than the discharging profile. The latter is operated between 

temperatures of 36.1 to 52.3 °C (mean 43.3 °C) and volume flow rates of 0.0056 m³ h−1 

to 23.38 m³ h−1. Time or temperature hysteresis are not considered. 

Ambient environmental conditions 

The site represents an unconfined sedimentary aquifer, and different scenarios are 

applied for average groundwater table depth and hydraulic gradient, respectively. 

Besides, the required material properties for the different domains are presented in 

TAB. 5.2. The 20 m thick bedrock layer is assumed to be a solid rock (e.g., granite) with 

low effective porosity, hydraulic conductivity, and permeability. Above, the saturated 

zone with flowing groundwater consists of sandy gravel. The topmost part (vadose 

zone) consists of the same material as the saturated zone. Assuming a groundwater 
table depth of 50% of the sTES height, the aquifer thickness is 7.5 m. For the emissivity 

of thermal energy by radiation, it is assumed that the ground is sparsely vegetated, 

represented by a surface emissivity coefficient of ω = 0.95 [333]. 
  

Tab. 5.2: Material properties of the surrounding subsurface around the storage facility. 

Domain 
Density 

ρ (kg m-3) 

Effective thermal 
conductivity 

λ (W m K) 

Specific heat 
capacity 

cp (J kg-1 K-1) 

Effective 
porosity 

εp 

Hydraulic 
conductivity 

K (m s-1) 

Bedrock 2,600 2.9 850 10−10 10−10 

Phreatic zone 2,600 3.758 795.4 0.43 10−4 

Vadose zone 1,500 2.2 800 0.43 10−4 

 

Datasets for specifying environmental BCs are gained from publicly available 

databases of the German Weather Service (FIG. 5.6). Meteorological data of the test 

reference years [297,334] contain wind speed, air temperature, and diffuse solar 

irradiance. For precipitation and ground temperature data, long-term hourly mean 

values of a nearby weather station are incorporated. Seasonality is apparent in 

temperature and solar radiation datasets, justifying need for a sTES at this location.  

 
Fig. 5.6: Environmental data used in the case study, consisting of a) temperatures for soil and air, b) solar 

irradiation, c) precipitation, and d) wind speed. 
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Scenario definitions 

The scenarios presented in TAB. 5.3 list variable hydrogeological conditions that 

may affect the sTES. In the base case, the insulated sTES are approached by 

groundwater from the short side of the basin (i.e., 0°), with a mean groundwater table 
depth of 50% of the height of the basin (i.e., 7.5 m below ground level). The 

groundwater flow is moderate with a regional hydraulic gradient of 2‰ (= 0.2%). In 

further scenarios, the parameters varied relate to the groundwater flow direction 

(β = 90°, i.e., inflow approaching the basin’s wide side), the groundwater level (20% vs. 

50% of hsTES), and the hydraulic gradient (0‰, i.e., stagnant water, and 5‰). One 

scenario (V5) is used to investigate constant, high groundwater flow velocities of 10−5 

m s−1. In contrast, scenario NoGW inspects when groundwater flow is ignored or 
cannot be modeled. To emphasize the effects of basin insulation, an uninsulated 

scenario (top insulation only, I0) is included as an extreme case. For all insulated 

scenarios, the time communication step size is set to 5 days, while the uninsulated 

scenario is simulated with a communication step size of 2 days, due to much steeper 

temperature contrasts between the sTES and the subsurface domain. The simulated 

total period is set to 10 years for all scenarios. 
 

Tab. 5.3: Scenarios for parameter study with variations of different groundwater (angle of inflow / 0° short 
side, 90° wide side, groundwater table depth, groundwater flow gradient) and insulation scenarios. (BGL: 
below ground level, hsTES: sTES height). 

ID 
Groundwater inflow angle 

β (°)   

Groundwater table 

depth 
(% hsTES) 

Groundwater flow 

gradient 
i (‰) 

Storage 

insulation 

1: Base 0 50 (= 7.5 m BGL) 2 Yes 

2: G00 0 50 0 Yes 

3: G50 0 50 5 Yes 

4: V5 0 50 u = 10−5 Yes 

5: A90 90 50 2 Yes 

6: H20 0 20 (= 12 m BGL) 2 Yes 

7: I0 0 50 2 No 

8: NoGW n.a. n.a. n.a. Yes 

 

5.3 Results and discussion 

5.3.1 Base case 

In the base case (overview of model results in FIG. 5.7), the sTES shows a storage 

efficiency of ηstorage = 42.5% over the entire simulation period of 10 years. During all 
charging phases, a total of 5,289 MWh is injected into the storage, whereas the 

discharged energy amounts up to 2,248 MWh (FIG. 5.8). The heating phase of the sTES 

can be observed by an increase of the filling and subsurface temperatures (FIG. 5.7), 

and, likewise, the storage efficiency shows a drastic improvement, from 24.4% in the 

first year up to 46.9% in the last year of the investigated operation period. Over the 

entire study period, the average temperature of the filling is 63.1 °C.  
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Fig. 5.7: Result of the sTES operation for the base case scenario over 10 years. From top to bottom: mode of 

operation (C: charging, S: standby, D: discharging), charging and discharging temperature, heat 
exchanger (HX) heat flow, sTES filling temperatures (layer-resolved), sTES wall temperatures (layer-
resolved), thermal losses. 

Visually, a stable temperature stratification in the sTES storage medium can be 

observed. The maximum temperature reached in the last year is 81.1 °C. In contrast, 

the minimum temperature in the last year is 39.5 °C, resulting in a total capacity of 411 

MWh (FIG. 5.8). The specific energy losses that occur in the 10th year are highest at the 

bottom (108.2 kWh m−2). In comparison, they are 80.9 kWh m−2 at the sidewalls and 

57.8 kWh m−2 at the top, proving the significant influence of insulation thicknesses. 
Also, a more accurate spatial allocation by the co-simulation can be made: In the 

phreatic zone, heat losses are on average 92.9 kWh m−2, which is 17.9% higher than in 

the vadose zone (76.3 kWh m−2). As discussed by previous studies (e.g., [320]) this is 

linked to the higher thermal conductivity due to water saturation, and enhanced by 

significant impacts of groundwater flow (e.g., DARCY flow velocity and advection).  

Due to the lateral basin insulation, the sTES walls (FIG. 5.7) show a slower 

temperature increase (ca. 0.8 K a−1). At the same time, the duration of the heating 

phase for ambiance is considerably longer (FIG. 5.9). For temperatures measured at a 

depth of 7.5 m below ground level (BGL) (0.5 · hsTES) and 2 m distance (FIG. 5.9 a), this 

can be observed very well: Although an exceedance of a 20 °C threshold is observed 

after 14.6 months at 2 m distance, this occurs only after 19.7 months at a distance of 
4 m. Similar values of ca. 21.6 °C in a distance of 1 m after 13.9 months were also 

observed for the more insulated sTES in Hamburg [37,135], while the simulation study 
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by SIFNAIOS et al. [310] indicated temperatures of 20 °C at a depth of 8 m at ca. 7 m 

distance after 11 to 23 months. However, their model uses a less realistic temperature 

BC at the sTES walls and does not simulate the sTES itself, thus neglecting ambient-

sTES interactions. Further, the scenario of their study covered an uninsulated PTES, 

leading to direct temperature progression into the ambient soil.  

5.3.2 Technical perspective 

Effects of different hydrogeological parameters become evident in the evaluated 

performance characteristics. Therefore, in FIG. 5.8, values of the energy balance of the 

sTES, derived storage efficiency levels, temperature ranges, mean temperatures, and 

the peak capacity levels during the last simulated year are presented. The results 

reveal that groundwater flow has a significant impact on sTES facilities. Despite 
moderate insulation in both scenarios, compared with the base case, the NoGW 

scenario has a 4.1% higher storage efficiency (51.0%) in the last simulated year. While 

DAHASH et al. [335] reported an efficiency decrease of about 15% for uninsulated PTES, 

this value is in accordance with a more efficiently insulated TTES in a subsequent 

study by DAHASH et al. [29]. However, both studies focus on different sTES technology 

types. For the NoGW case, 7.0 MWh more energy can be discharged, and the mean 
filling temperature increases up to 64.2 °C. Over the total simulation time frame, the 

increase in discharged energy equals 62 MWh (2,310 MWh vs. 2,248 MWh in the base 

case), which is 15.3% of the sTES’ capacity. Moreover, inspection of the energy losses 

shows that due to the heat transport by groundwater (i.e., advection), the sidewalls’ 

contribution to thermal losses increases by ca. 20 MWh (116.9 MWh vs. 136.6 MWh in 

the base case) and bottom (32.7 MWh vs. 46.8 MWh in the base case), while they are 

almost constant at the storage’s top (58.4 MWh vs. 57.8 MWh in the base case).  

In general, the results compiled in FIG. 5.8 show that the individual hydrogeological 

parameters do not lead to high disparities. Indeed, it can be proven that varying 

sensitivities of the influencing factors exist, however, for moderate changes of the 

conditions, no extensive effects are evident. For this study, this is due to the thermal 
insulation of the TTES system, which efficiently minimizes energy loss and impacts on 

the environment. However, already a stagnant groundwater body (scenario G00) leads 

to a decrease in storage efficiency of 2.6% in the 10th simulated year compared to the 

scenario without the presence of groundwater. While such values were not reported 

for long-term operations of WGTES before, this is in line with the recent findings of the 

study by SIFNAIOS et al. [310], where it was found that stagnant groundwater leads to 

increased thermal losses of around 14% for an uninsulated PTES, while groundwater 

flow can raise thermal losses to around 60%.  

Apart from the uninsulated case (see below), the ranges of resulting storage 

efficiency values for scenarios with groundwater influence in the last simulated year 

extend from 34.0% (V5) to 48.0% (G00). Therein, for the latter scenario, 68.3 MWh of 
lost energy is in contrast to a charged energy amount of 475.6 MWh, while in the 

identified worst case, these values amount to 111.5 MWh and 585.9 MWh, respectively. 

This also has an impact on the filling mean temperatures, ranging from 61.0 °C to 

63.2 °C over the total simulation time frame. In contrast, in the 10th year, the largest 

temperature spread, and capacity of 444.6 MWh is achieved in scenario G00, which is 

8.2% more than for the base case.  
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Fig. 5.8: Key performance indicators for comparison of the different scenarios (cf. TAB. 5.3) of the parameter 

study: a) efficiency and simulated maximum capacity, b) filling temperatures (min., mean, max.), c) values 
of the sTES energy balance (charged, discharged, and lost energy quantities at the top, sidewalls, and 
bottom). 

Nevertheless, the groundwater flow velocity is identified as the most influencing 

factor. Compared with the base case, the storage efficiency is reduced by 12.9% in 

scenario V5. Again, this effect is related to the phreatic zone, where specific heat losses 

are increased by 55.5% to 144.4 kWh m−2 if the groundwater flow velocity is 
significantly increased. Due to a shorter residence time of the groundwater, the 

thermal plume propagation is extended, however, the temperature gradient between 

the ambient soil and the sTES wall is increased. Adverse effects in the last simulated 

year, as the decrease of discharged energy of 12.6% (198.9 MWh vs. 227.6 MWh in the 

base case), further prove a lower amount of available energy supplied by the sTES. 

Conversely, the smallest impact is observed for the parameter specifying the 

groundwater inflow angle, where the reduction in storage efficiency is only 1.0% in the 
last simulated year, at higher losses of 250.1 MWh. Thus, it can be concluded that the 

impacts of different hydrogeological BCs lead to distinct implications for the 

environmental domain, as described in the following section.  

In contrast to this stands the effect of sTES insulation, which can be concluded to 
be inevitable for any facility with groundwater interaction: Comparing the base case 

with the extreme case of an uninsulated sTES embedded in a groundwater regime, the 



 

91 

10th-year storage efficiency is drastically decreased to only 22.7% (24.2% less than the 

base case). In this case, the average filling mean temperature is only 59.4 °C over 10 

years of operation. In the 10th year, the maximum filling temperature is only 78.8 °C, 

while specific losses at the walls and at the bottom amount to 276.7 kWh m−2 and 

163.5 kWh m−2, respectively. Consequently, in the case of groundwater impacts, 

insulation is indispensable for WGTES, and for other sTES types (e.g., for PTES, as in 

line with findings by DAHASH et al. [29]), to achieve reasonable efficiency.  

5.3.3 Environmental perspective 

Effects of different hydrogeological parameters also become evident in the impact 

analysis of the sTES on its surrounding soil. The different angles of inflow and 

hydraulic gradients lead to different groundwater velocity distributions. Thus, they 
alter heat dissipation in the aquifer zone as well as resulting temperatures in the 

subsurface and the efficiency of the sTES. In the base case, the velocity of the 

background flow is 2.0 · 10−7 m s−1 (FIG. 5.10), whereas near the basin, particularly at the 

corners, they span a range of 5.2 · 10−9 m s−1 to 1.0 · 10−6 m s−1. For a given steeper 

hydraulic gradient (scenario G50), the flow velocity range is increased to 1.3 · 10−8 m s−1 

to 2.6 · 10−6 m s−1, resulting in an extensive spreading of the thermal plume.  

For a straightforward comparison, soil temperatures are evaluated at the same 

distance of 2 m (FIG. 5.9 a) and 5 m downstream of the basin (FIG. 5.9 b). Here, for all 

scenarios, the overprint due to the sTES operation becomes apparent, but to different 

extents: In the extreme case of an uninsulated sTES, because of the highest energy 

losses and direct contact heat progression into the surrounding soil, temperatures of 
48.1 °C are obtained. Simulations by DAHASH et al. [281] yielded similar values of up to 

50 °C near an uninsulated PTES at the same distance.  

 
Fig. 5.9: Impacts of sTES on subsurface: environment temperatures in 2 m / 5 m distance. The pink dotted 

lines indicate the legal threshold value of 20 °C for Germany and Austria. 
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Among the insulated scenarios with groundwater influences, the temperatures for 

scenario H20 rise the highest: After 10 years of operation, the surrounding subsurface 

heats up to 31.3 °C at this probe location, which is 4.5 m above the groundwater table 

for this scenario. In turn, in scenario V5, with the highest heat dissipation due to 

groundwater flow, this increase reaches only 17.8 °C. Over all insulated scenarios, the 

temperature recordings show the highest amplitude (ca. 10.3 K), which is in turn only 
1.4 K for scenario A90 with perpendicular groundwater flow. For the scenario without 

groundwater presence, even higher values of 31.4 °C can be observed. This is not 

surprising, since solely conductive heat transport (i.e., absence of advection) leads to 

lower effective thermal conductivity, increased dissipation of thermal energy, and, 

thus, higher temperature records in the subsurface. Thus, high intensities of 

groundwater flows lead to lower maximum temperatures in the subsurface, but to a 
larger impact area. For active geothermal subsurface utilization, similar 

characteristics have been reported, e.g., by HÄHNLEIN et. al [31] in the case of borehole 

heat exchangers, but they were so far not reported for any study covering a WGTES.  

For a better resolved spatial evaluation, FIG. 5.10 shows the 20 °C and the +6 K 

thermocline (legally binding in Austria and recommended in Germany [30,330]) in a 
horizontal cut plane at half the sTES’ height after 10 years of operation. Again, the 

uninsulated scenario represents an extreme case, where the impact of the +6 K 

thermocline reaches a large maximum distance of 21.7 m. In general, downstream 

propagations are much greater than in the upstream direction (20 °C / 6 K thermocline 

distance in the base case: 7.2 m / 12.5 m vs. 3.3 / 5.9 m). Due to the perpendicular 

angle of inflow β = 90° in scenario A90, a larger and broader heat plume results 
(downstream/lateral distances of 6 K thermocline: 10.0 m / 7.5 m, vs. 5.9 m / 4.9 m in 

the base case). In comparison, the scenario without groundwater presence yields 

extents of 2.4 m and 6.9 m (long side), and 6.1 m and 9.7 m (short side).  

Generally, the shape of the resulting thermal plumes (FIG. 5.10) is vastly different: while 

the NoGW scenario leads to a very homogeneous distribution of heat, the increase in 
groundwater flow velocity temperatures becomes much more non-uniform, but also 

less intense. Further, this study also demonstrates the important influence of sTES 

geometry on resulting potential implications for the environment. For approval 

processes and further analysis, the observed temperature distributions are 

significant, because the measurement location for permitted temperature change has 

a major influence on their result. Consequently, this issue must be highlighted as a 
critical lack in the heterogeneous regulatory frameworks. An accurate, 3D spatial 

evaluation of impacts is therefore essential to accurately assess the resulting 

environmental effects. In contrast, a simple limitation to point measurements would 

not consider heterogeneous underground conditions.  
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Fig. 5.10: Impacts of sTES on its surrounding environment: 20 °C (black) and +6 K (magenta) thermocline 

around sTES at a height of 0.5 · hsTES after 10 years of operation for each scenario (cf. TAB 5.3). 

Resulting temperature conditions in the close surroundings of the storage facility 
potentially affect the groundwater ecosystem for all scenarios, as they are above a 

temperature change of 5–10 K, which is considered to be an acceptable range 

[195,321]. Even a minor change of 5 K may impact faunal and microbial biodiversity, 

as these communities are adapted to specific conditions and sensitive to thermal 

changes [321,336,337]. Moreover, additional heat alters groundwater’s chemical 

composition and quality [338–341]. Although the aquifer is only affected at a local 

scale, the storage can still contribute as a heat source to regionally elevated 
subsurface temperatures when it is embedded into an urban environment. Here, high 

subsurface temperatures above 20 °C can lead to enhanced bacterial growth, 

especially in drinking water distribution networks, whose placement should be 

considered in the planning of sTES [342,343]. Thresholds regarding absolute 

temperatures or induced changes are still controversial in science [344] and 

inconsistent in national legislation, resulting in the absence of legally binding 

regulations in most countries (FIG. 5.2 c, [30]).  
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5.4 Conclusions and outlook 

This study provides a new (co-)simulation framework to improve the design and 

understanding of ambient ground thermal effects of sTES facilities. Using a co-

simulation approach between COMSOL and MATLAB/SIMULINK, an expansion of the 

previously introduced STORE model for ground-based sTES was conducted to include 

subsurface hydrogeological processes (e.g., groundwater flow) and further 
environmental impacts. Thereby, the STORE model was further enhanced (e.g., 

inversed thermocline effect) and extended (e.g., for static roof component). The study 

described both models with their respective components, modeled processes, 

interfacing, and required input/output data.  

The presented parameter study demonstrated the tool’s versatility and 
applicability. Its results proved that groundwater flow can have a significant impact: 

Compared to a scenario without groundwater, in the worst case, the storage efficiency 

of an insulated sTES can decrease from 51% to 34%. A variation of different subsurface 

parameters (e.g., groundwater inflow angle and velocity, table depth) provided 

further insights into the impact of these factors. Thereby, a change in flow velocity is 

most sensitive and leads to increased losses (374 MWh vs. 241 MWh in the base case). 
As one key conclusion, insulation of in-ground WGTES is indispensable for effectively 

preventing thermal losses (efficiency drops to only 23% for an uninsulated sTES). In 

contrast, sTES operation can cause negative implications for its surroundings, 

especially for groundwater ecosystems. This is potentially relevant for approval 

processes of new projects. Here, it was revealed that, despite sound insulation, a 

temperature increase of up to 20 °C can occur at a distance of 7.5 m or by up to 31 °C 

at a 2 m distance after 10 years. However, this increase was limited to 18 °C under 

favorable conditions (i.e., vast dissipation by groundwater with high flow velocity).  

In general, heterogeneous subsurface conditions resulted in increased 

uncertainties in operation predictions in practice. Thus, the evaluation of 3D 

propagations of thermal losses using simulation frameworks as presented was to be 
recommended. For further development, the remaining shortcomings of this 

framework (surrounding district and the actual topography) need to be addressed, 

since buildings and subsurface structures can have a significant influence on 

groundwater flow and thermal regimes. Besides, open questions concern reconciling 

the accuracy of results and computational efforts by dynamic time stepping. 
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6 Synthesis 

6.1 Conclusions: Findings in the field of seasonal thermal 
energy storage 

Seasonal thermal energy storage (sTES) can contribute significantly to the energy 

transition. A transformation in thermal energy supply is inevitable, wherein sTES 

solutions are considered to be a key element. This thesis concerns the contributions 

from multiple perspectives to the further development of ground-based, closed sTES 
in basin systems. Those constitute the variants of Tank (TTES), Pit (PTES), and Water-

Gravel Thermal Energy Storages (WGTES), offering the potential to be used as a central 

element of modern smart energy systems to enable a high share of renewables in the 

energy mix, higher self-consumption, improved system robustness and resilience, as 

well as optimized sector coupling (e.g., between heat and electricity supply). 

To continuously improve these technological variants, progress has been achieved 

through technical and scientific initiatives over more than 25 years. As a result, sTES 

are now considered as largely mature and more than 30 prototypes are in operation 

in several Central European countries. However, significant barriers hindering global 

market availability remain, and these relate to technical, economic, environmental, 

and regulatory issues. To overcome these weaknesses, the overall objective of this 
work was to develop new methods and concepts to achieve the required 

improvements in materials and methods. 

As a foundation, a comprehensive state-of-technology analysis was conducted. It 

focused on major operational experiences of past projects in the field of TTES, PTES, 
and WGTES concepts, to derive the best practices from evolution and to identify 

previous weaknesses in detail. The focus was laid on the technical characteristics of 

the different types, such as structural elements, filling, static elements, sealing, 

thermal insulation, and operation facilities of the sTES. A large variety of engineering 

parameters were identified that significantly influence both design and 

implementation performance. While the results covered installations with a total 

storage volume of almost 800,000 m³, representing a theoretically available capacity 
of 56 GWh, they also demonstrated the potential of innovative solutions. For example, 

the evidence that new recycled materials effectively replace conventional materials, 

and how more efficient concepts can improve storage efficiencies and overcome risks 

of failure. This served as a basis to address specific objectives for the enhancement of 

the sTES technology currently applied in practice. 

The first objective of the work was to provide technical advancements, particularly 

for the sealing and thermal insulation of sTES. Operational experience indicated that 

significant heat losses in the periphery range of sTES are key weaknesses. 

Furthermore, already minor defects in sealing liners involve a high risk of irreparable 

damage. To achieve an improvement within this domain, the introduction of the 

latent storage material paraffin wax into the external shell of sTES was suggested. The 
underlying hypothesis was that liquid and solidifying paraffin wax should actively seal 

fissures, gaps, or diffuse leaks in sealing membranes based on the hydrophobic 

properties of the material, while also providing added storage capacity.  
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Results of a laboratory study show that up to 138 kJ kg−1 of thermal energy could be 

accumulated in the paraffin wax component. This is equivalent to an increased 

storage capacity of 40.7 MWh for a large-scale PTES installation. Moreover, the phase 

change mechanism is particularly suitable for buffering short-term peak loads, 

evidenced by the measured retardation times of 2.5 to 4 hours. Consequently, it was 

shown that the low thermal conductivity of the material provides added value for the 
overall system. Besides the thermal characteristics, the material losses of the paraffin 

wax from the new combined sealing and thermal insulation were observed to be only 

1.5 to 17% in experiments with different, artificially induced leakages. As a result, it 

could be proven that the material is capable of effectively sealing defects. This 

laboratory-based study provided a valuable proof-of-concept for the further technical 

development of sTES. Even though technical refinements and economic 
optimizations need to be addressed before practical availability, the proposed new 

component has the potential to effectively improve the robustness and efficiency of 

future sTES. 

The second objective of the thesis was to develop appropriate analysis tools for a 

multi-objective enhancement of the sTES technology. It was found that the existing 
tools for sTES modeling lack sufficient flexibility and robustness. This is due to 

geometrical weaknesses, as well as drawbacks in defining internal design or modeling 

important physical processes during operation. To address these, a new model 

“STORE” for operation simulation of WGTES was developed, providing a component-

level resolution and highly flexible parameterization. The setup was documented by 

describing the storage components considered, the processes modeled, the input 
data required for the simulation, and the methods used to evaluate results. 

Furthermore, the model was benchmarked to prove its applicability and accuracy. 

In a parameter study, STORE was further used to investigate one example of re-use 

of an existing basin infrastructure (1,000 m³ large swimming pool), whereby various 

design scenarios were considered. In the results, simulated storage efficiencies 
reached up to 69.5% if the basin was equipped with complex, efficient insulation 

materials. Conversely, a wide range of efficiency was found, with a value of only 12.4% 

achieved in the case of no insulation. Moreover, important performance parameters, 

such as attainable storage capacities (23.5 to 26.5 MWh) and long-term trends (e.g., 

more than five years of an initial heating phase until quasi-steady state with the 

ambient) were evaluated to derive general design recommendations: It was shown 
that the top cover as well as thermal insulations in the top section of sTES are most 

relevant for a technological optimization. As a result, STORE is suitable for simulating 

technical and systemic optimizations and for generating new knowledge. Employing 

scenario analyses and sensitivity studies, which can be conducted with high 

processing speed and accuracy of results, this research step successfully served the 

objective of finding optimal solutions for sTES designs under variable energy system 

boundary conditions and specific site characteristics. 
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For the objective of further refining available frameworks for optimized planning, 

and accurate operational simulation, a further issue identified was that most existing 

models do not sufficiently account for processes in the immediate environment 

around sTES. Consequently, prediction accuracies were typically limited, most 

notably for locations with significant hydrogeologic drivers (i.e., interactions with 

groundwater flow). This is in contrast to the fact that even minor environmental 

alterations can be relevant to groundwater protection.  

An assessment of short- and long-term environmental implications is crucial for 

sustainable storage concepts and reliable approval practices. To achieve this 

objective, the third scientific step was to further develop and extend the STORE model 
via a previously rarely used approach. By coupling two individual models, STORE and 

a 3D COMSOL model were used to enable detailed resolution of the internal storage 

behavior as well as the processes in the ambient environment. The implementation 

was documented in detail, including important influencing parameters of the model 

and simulation (e.g., interfaces, solvers, meshing, and parameterization of the 

different domains). After successful validation of the novel co-simulation model (cf. 

APPENDIX D-1), a parameter study was conducted to investigate the influence of 
different hydrogeological boundary conditions (hydraulic gradient, corridor distance, 

inflow angle of horizontal groundwater flow) on a synthetic WGTES. The modeling 

results revealed efficiency ranges of 24% to 57%. Aside from the technical analysis, 

another focus was to examine the effects of the WGTES on its environment. Based on 

a spatial simulation analysis, it was shown that after 10 years of operation, 

temperature increases of +6 K can extend up to 22 m from the sTES. Likewise, in an 
extreme case, temperatures of up to 45 °C were found at a distance of 5 m. Overall, the 

successive refinement of STORE and the findings of the parameter study can serve to 

derive design recommendations and quantify environmental impacts, providing an 

important basis for planning processes and operating permits in practice. Moreover, 

they effectively support the achievement of the second objective of enhancing 

modeling capabilities and achieving more reliable performance predictions within 

sTES projects. 

The last objective of the project was to thoroughly examine the reusability of 

existing infrastructures for sTES. This is based on the hypothesis that pre-existing 

installations mitigate high investments for new sTES by avoiding costly construction 

steps (e.g., excavation, and construction of structural components). However, existing 
structures often lack optimal prerequisites (e.g., in terms of surface/volume ratio) and 

design flexibility. The feasibility of this concept could not only be proven by the 

developments of this project, as the developed modeling tools are particularly 

suitable for investigating the feasibility of reusing existing infrastructures. At the 

presented IN-Campus site, this objective can be considered as being achieved: there, 

the transformation of a compound of former firefighting basins into sTES is foreseen. 

This ultimately demonstrates the practical significance of the research activities to 
provide a significant contribution to the energy and thermal transformation and to 

support structural transformation processes in research and practice.  
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6.2 Outlook 

6.2.1 Perspectives for further technical, economic, and ecological 
improvements as part of future research activities 

The establishment of new sTES solutions is essential to achieve the energy 

transition: for example, only in Germany, in the next ten years, demand for about 1,000 
new sTES (total storage demand of about 10 TWh) is predicted to be needed for the 

decarbonization of district heating systems [345].  

Accordingly, new research activities to validate the added value of sTES and to 

target new approaches for optimized sTES solutions will be required also in the future. 
In the following, emerging scientific potentials are presented and discussed. They 

include additional methods for digitization, more robust and smarter controls, and 

conceptual innovations, such as multi-sTES, combined sTES, or coupled geothermal 

installations for waste heat recovery. These presented technical approaches aim at 

further reduction of operation and investment costs, especially for the re-use of 

existing basin infrastructures. Finally, complementary sustainability perspectives, 

such as those based on the life cycle assessment (LCA) of sTES, can serve to develop 

internationally applicable technologies with high market potential in the future. 

Advanced monitoring concepts 

To calibrate and validate new models based on high spatially and temporally 

resolved measurement data, as well as to provide input data for new control strategies 

and methods described below, a continued effort must focus on scientific monitoring 
networks within sTES facilities and their surrounding subsurface. As an example, FIG. 

6.1 shows one possible implementation of a monitoring system for one of the basin 

systems at the IN-Campus site. As technical solutions, active, fiber-optical distributed 

temperature sensing (DTS) devices provide one of the most suitable monitoring 

methods. DTS is an established technique in geosciences for various applications 

[346–348] and has already been applied for monitoring large buffer storages [349]. As 

such, their application in and around sTES offers the possibility to also observe 
thermal interactions with the saturated and unsaturated zones. Additional monitoring 

capabilities can be employed by the installation of various sensors within the sTES 

(e.g., for monitoring heat flow, pressure, temperature, and water level) as well as in 

the near field of the installation (e.g., groundwater observation wells).  

 
Fig. 6.1: Example of a sophisticated monitoring setup for the sTES of the basin compound ABC at the IN-

Campus (cf. FIG. 1.4) and the surrounding environment based on point probes as well as DTS. 
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These monitoring strategies add scientific value on different time scales: smart 

monitoring concepts are particularly useful for detecting short-term disturbances 

during operation. Leakages in sealing materials, local deficiencies in thermal 

insulation, or incorrect operation of the heat exchanger in gravel-water reservoirs may 

be detected. On a larger timescale, scientific monitoring systems serve to characterize 

storage during operation in the long term by tracking the heat-up phase as well as 
storage cycles and by investigating interactions with the environment in more detail. 

While such monitoring systems are currently rare, future implementations are of high 

relevance for the further development of storage technologies based on real data. 

Development of digital twins 

In the future, planned sTES projects and implementations will focus more than ever 
on computer-based analyses and operation simulations. For this purpose, digital 

twins for sensitivity and scenario analyses for technological, economic, and ecological 

optimization could represent highlights of further digitized advancements.  

Digital twins [350–352] can reproduce the conditions within a storage facility, in the 
underground, and in the connected energy system from multiple perspectives, 

creating room for improvement and a virtual control center for predictive control. One 

approach to this is the coupling of several component models, which aim at the most 

realistic possible representation of the site conditions based on important, local 

influencing factors and processes. Hence, the digital representation of a system can 

serve not only for monitoring, data collection, and aggregation but also for deriving 

optimal operating conditions and predictive maintenance [351,352]. 

The first steps for this progress have already been made within this thesis by 

coupling a sTES and an environmental model. A full digital twin of an sTES has not 

been developed so far. However, its potential is indicated by various perspectives: By 

incorporating real operational data in the storage (e.g., filling temperatures, energy 
flows), weather data, energy prices and load forecasts, fine-tuned charging and 

discharging phases can be planned predictively. In the implementation, it will be 

important to ensure the modularity of the digital twin to ensure high transferability to 

other sites [353]. Furthermore, the digital twin needs to provide a converged solution 

for multiple, specialized, validated, and site-calibrated utilities to reflect the key 

processes of all relevant components of the system. For this, interfacing between 

different model implementations appears to be one of the major challenges. 

Innovative, optimized, AI-based control strategies 

The optimization of a sTES unit poses challenges to optimum operation: For solar-

based systems, for example, it has been shown that the degree of solar energy 

utilization could be increased by one percent by lowering the return temperature by 

just one degree [51]. However, smart control solutions for the next generation of sTES 
will also have to account for additional sources and individual energy system 

configurations through the intelligent, targeted use of temperature and energy 

monitoring. In most of these cases, the complexity of a system will be too demanding 

to use high-resolution (numerical) white-box models for control. In return, demands 

on the security of supply and system surveillance will be too critical for relying on pure 

black-box solutions characterized by significant uncertainties in the predictability and 

reasoning of operating mode selection. 
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Thus, future research activities need to identify application areas for artificial 

intelligence (AI) concepts. In addition, a conceptual definition of allowable degrees of 

freedom of such algorithms is required. AI could initially serve to identify suboptimal 

operating states and offer suggestions for optimized control. However, scientific 

support will be essential to specify necessary, accompanying restrictions. In the next 

step, a future task will be to develop suitable AI algorithms that can learn optimized 
sTES conditions during real operation and optimize this operation from a 

multidimensional perspective. For this purpose, the integration of demand and 

availability forecasts of sources and sinks is particularly useful, e.g., by integrating 

machine learning solutions [354,355], trained on physical models and based on 

recorded data in a digital lab. The anticipated, key added value of AI solutions 

becomes apparent when they can be used to replace complex, computationally 
expensive physical models. Then, the aforementioned digital twin can be converted 

into an efficient, optimized, and robust emulator that would manage monitoring and 

control functions. However, before this, an evaluation of the new AI-based control 

strategy by comparing real operation under standard conditions with simulated, 

optimized operation methods is crucial to determine the advantages and drawbacks 

as well as potentials for a safe, continuous expansion of these control methods. 

Multi-storage-concepts and combined storage solutions  

Especially at sites with the option of re-using existing infrastructures, not only single 

but multiple structures may be available. This raises further perspective research 

questions for developing strategies to combine multiple sTES. Similarly, these may 

not only feature separate elements, but also subdivided infrastructure compounds 

resulting in new requirements for design, construction, and operation as sTES units. 

In cases where multiple, separate basin setups are available for re-use at one 

location, a variety of storage combinations with different configurations, designs, and 

operational principles may serve the potential to increase the overall system 

efficiency. In comparison to single basins, separate systems result in less favorable 
surface-to-volume ratios. However, additional flexibility in the storage operation 

(cascaded or parallel systems in terms of temperature levels, and fluid flows) may 

allow for improved management of diverse, fluctuating energy sources (especially 

renewables) as well as sinks. This way, varying basin geometries provide options to 

address different target applications, while subsequent expansion of individual basins 

may accompany an evolutionary process of a district energy system expansion in a 

successively transformed energy system.  

Despite the apparent advantages of operating combined storages, thus far, their 

potential for advancing sTES capabilities has been overlooked. Several challenges 

need to be investigated via comparative studies based on modified modeling tools. In 

this regard, couplings of several sTES within one model are already practicable with 

the STORE model developed in this thesis. Subsequent research approaches need to 
focus on further technical issues, e.g., optimal interconnection, and best control 

strategy. In addition, added values of combined storages with flexible management, 

in contrast to static integrations of a single sTES, need to be analyzed, taking several 

reference units (e.g., energy, storage capacity, power) into consideration. 
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In the case of composite structures with internal separating walls, such a system 

offers the possibility of subdividing one basin into multiple sub-sTES systems, 

allowing different configurations and design optimizations for specific applications. 

To examine whether such concepts can increase the overall efficiency, further 

developments of the models are necessary as well. FIG. 6.2 illustrates the extension of 

the STORE model for a basin network with three sub-basins with different designs. 

 
Fig. 6.2: Advanced concept of the STORE model for modeling combined sTES compound systems. 

Based on this extended STORE model, sensitivity studies are to be performed to 

investigate a reasonable matching of temperature gradients by applying a refined 

design as well as sophisticated modes of operation, e.g., by operating the central 

basins at the highest temperature level whereas the outer basins are kept at lower 

temperatures. Then, within the resulting cascaded multi-storage system, the central 

basin is partly insulated by its surrounding sub-STES, which can be used to achieve 

overall techno-economic optimization. 

Thermal utilization of the subsurface around seasonal thermal energy storage 

As shown in this thesis, significant heating of the surrounding soil and in the 

groundwater is to be expected during sTES operation, depending on its configuration 

and design. This opens the potential for complementary geothermal use of the “lost” 

heat to minimize environmental risks, but also to maximize storage efficiencies. The 
ground can be considered as a complementary storage medium with its own storage 

characteristics. In this case, it is important to investigate to what extent the heating of 

the surrounding soil of ground-based storage can be used as an efficient geothermal 

resource, e.g., by installing groundwater heat pump systems or borehole heat 

exchangers. On the one hand, geothermal systems for providing a buffer for extreme 

conditions have already been discussed in the past [344]. However, on the other hand, 
continuous thermal losses resulting from less insulated (less expensive) sTES may be 

recovered and adverse thermal impacts on the environment may be avoided. This is 

supported by the fact that re-used infrastructures are primarily not optimal for storage 

applications and that insulation can only contribute limited added value in terms of 

techno-economic optimization in these cases. Also, the waste heat recycling approach 

may compensate for such weaknesses and add an innovative component to the 

system, which is based on an existing, commonly used, and well-proven technology.  

Research studies for this solution demand an extension of the previous models, for 

example, the coupled STORE-environment model. By extending this model to include 

a geothermal device, it is possible to scrutinize changes in the thermal and hydraulic 
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processes resulting from the active use of the subsurface, i.e., how thermal losses from 

the storage facility and environmental effects can be minimized. Computer-based 

analysis enables the innovation to be optimized before field demonstrations can take 

place. This could involve, for example, installing a geothermal trench [28,356] 

downstream of an sTES basin and connecting a heat pump as well as specific 

environmental monitoring. Thus, an underground waste heat recovery system for 
basin-based sTES would provide further thermal energy. Still, requirements for 

material selection, construction, and operation of this system have to be addressed. 

Application of LCA frameworks for environmental evaluation 

sTES not only serves for technical (i.e., energetic) optimization in modern energy 

systems but also for enhancing integration of fluctuating renewables in the thermal 
grid and overall environmental performance optimization. The environmental 

footprint is kept low by re-use of existing structures with minimal consumption of new 

space and resources. Also, recycled materials can be used for sTES construction. 

Sustainable concepts need to cover the entire life cycle of the considered technology. 

To reflect this entire scope of environmental benefits, it is useful to model the entire 

life cycle within an LCA framework. This follows international standards and norms 
(DIN EN ISO 14040 – DIN EN ISO 14049 [357]) and provides a detailed quantification in 

different impact categories (e.g., climate change potential, acidification potential, use 

of non-renewable resources, etc.). First, all materials and methods associated with 

energy flow for construction, operation, and decommissioning are summarized in a 

life cycle inventory. Then, reference data for all processes and materials are applied 

according to the design of an sTES facility. 

In the technology field of sTES, LCA has already been applied to aquifer [358,359] 

and borehole thermal storage systems [360]. There have not been any studies or 

initiatives on applying the LCA framework to closed, ground-based sTES. Therefore, a 

comprehensive analysis is required to fill technology-specific data gaps and to define 

representative sTES characteristics for a flexible LCA model (a suggested initial 
scheme for a WGTES LCA model is shown in FIG. 6.3), including site-specific 

characteristics (e.g., functional units, scope, model boundaries). 

 
Fig. 6.3: Exemplary concept of a Life Cycle Assessment model for Water-Gravel Thermal Energy Storage 

including the construction and operation phase. 
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Results of future research activities with a mainly environmental perspective will 

identify general and site-specific environmental benefits of innovative storage 

solutions. Thereby, any new developments, including the presented approaches of 

combined and multi-sTES, can be addressed, and compared to conventional solutions 

or systems without sTES. High-quality LCA models can also be used to optimize sTES 

designs based on environmental criteria and, via sensitivity analyses, to reveal major 
optimization potentials of individual components and processes. The demonstration 

of environmental benefits will also improve the acceptance of sTES and support the 

development of future projects. 

6.2.2 Perspectives for the IN-Campus as an application site for innovative 
seasonal thermal storage concepts 

Already during this thesis, the IN-Campus revealed itself as an outstandingly suitable 

yet highly prospective location for investigating the above-described perspective 

challenges. An important objective of the project was to obtain generic findings and 

recommendations for the transformation and re-use of existing infrastructures (FIG. 

6.4) in areas of transformation based on an analysis of the state of the art in the field 

of sTES. For this purpose, the IN-Campus offered a unique demonstration target. By 

building upon the contributions of this thesis, it may become the benchmark of an 

upcoming sustainability strategy for site development with sTES. 

 
Fig. 6.4: Basins (a: sub-basin A of the basin compound ABC, b: basin D of the basin compound DEF, c: Basin 

H), which may serve for re-use as seasonal thermal energy storage at the IN-Campus (cf. FIG. 1.4). 

Conversely, this pilot location 

highlights the practical added value of 

the scientific progress achieved in this 

thesis. Upcoming activities will 
support detailed design stages and 

provide scientific guidance. In this 

context, the generalized findings, the 

new conceptual approaches, and the 

newly developed, flexibly applicable 

STORE model can be used to enable 
continued storage construction and 

operation optimizations. Scheduled 

future research activities at the IN-

Campus are summarized in FIG. 6.5.  

Altogether, the site will function as a field laboratory and demonstrator for in-depth 
monitoring activities, model calibrations and validations, and further enhancements 

(e.g., via dynamic testing of tailored novel materials).  

Fig. 6.5: Planned upcoming research activities and 
challenges at the multi-sTES "ABC" of the IN-Campus. 
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In a first step, in 2024, the existing basin network ABC (FIG. 1.4 and FIG. 6.4) will be 

transformed into a system with detailed monitoring and it will be connected to the 

integrated energy system. Aiming to implement an internally differentiated multi-

sTES, sub-basins A+B will be upgraded as a fully buried, indirectly charged/discharged 

WGTES (filling material: re-used gravel from the site) that is sealed on all sides with re-

used plastic membranes. In addition, sub-basin C will be developed as a 

demonstration and transfer object, where further innovations can be tested: 

▷ Development of innovative concepts for the construction of ground basin 

storage below the so far valid threshold of 50 €/m³ water equivalent [18], 

▷ Establishment of a reference project involving an expanding energy system 
incl. smart, adaptive, digital control, 

▷ Deduction of generic procedures for sequential integration of multi-functional, 

combined multi-sTES, 

▷ Transfer of generic guidelines for infrastructure re-use for cost-efficient sTES. 

In general, innovative efforts can focus on an optimized, flexible transformation of 

basin structures and optimum sTES integration, while potentials for re-use as thermal 

storage facilities can be explored for further on-site structures (FIG. 6.4). Here, it is 

advantageous that the entire IN-Campus is a dynamic project that will successively be 

expanded in further construction phases. This allows demonstration options for 

optimized, combined use of multi-sTES in a modern, evolutionary environment. 
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Appendices 

Appendix A 

Appendix A-1: Details on fillings & geometries 
Tab. A- 1: Fillings and geometric specifications of selected storage systems. (countries: DEN: Denmark, GER: 

Germany, ITA: Italy, SWE: Sweden, SWI: Switzerland, fillings: W: Water, W-S: Water-Soil, W-G: Water-
Gravel). 
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Appendix A-2: Details on thermal insulation 
Tab. A- 2: Detailed information on thermal insulations for selected locations. 
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Appendix A-2: Details on waterproofings 
Tab. A- 3: Detailed information on waterproofings for selected locations.  
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Appendix A-2: Details on structural elements 
Tab. A- 4: Detailed information on structural elements for selected locations. 

# Name Year Type 
Structural 
element  
material 

Structural 
element 

thickness (m) 

Slopes 
(°) 

References 

1 Lambohov 1980 PTES concrete n.a. 90 [5,14,25,63–65] 

2 Herlev (Tubberupvaenge) 1991 PTES 
steel profiles + 
concrete cover 

n.a. 90 
[14,24,25,47,49, 

63,64,66–69] 

3 Ottrupgaard 1995 PTES none none 27 
[18,26,28,31,47,48, 

64,67,68,70–72] 

4 Jülich 1996 PTES none none n.a. [5,64,70,73] 

5 
Marstal  
(SUN STORE 4) 

2012 PTES none none 34 [43,53,70,72,74–76] 

6 Dronninglund 2013 PTES none none 45 [45,46,64,65,72,74,77] 

7 Gram 2015 PTES none none n.a. [44,46,77–79] 

8 Vojens (1+2) 2015 PTES none none n.a. [53,55,56,80,81] 

9 Rottweil 1995 TTES concrete 0.25 90 [5,26,41,82–84] 

10 Cosenza (Calabria) 1995 TTES concrete 0.2-0.5 90 [5,85,86] 

11 
Friedrichshafen 
(Wiggenhausen) 

1996 TTES concrete 0.3 90 
[7,26,35,37,41,48,57, 

59,64,83,87–89] 

12 Neuchatel 1997 TTES concrete n.a. n.a. [4,13,28,48,90] 

13 Ilmenau 1998 TTES GRP 0.02 (0.17) 90 [31,36,83,84,91–93] 

14 Hannover (Kronsberg) 2000 TTES hq concrete 0.3 90 [7,37,38,57,83,87,94,95] 

15 Rise 2001 TTES steel n.a. n.a. [47,77,96–98] 

16 
Munich 
(Ackermannbogen) 

2007 TTES concrete 0.16 90 
[7,38,48,57,58, 

87,99–102] 

17 
Hamburg 

(Bramfeld) 
2010 TTES concrete 0.3 90 

[7,15,18,26,38,48,58, 

70,88,93,94] 

18 Mühldorf 2010 TTES stainless steel n.a. (0.2) 90 [103] 

19 Vaulruz 1983 TTES n.a. n.a. n.a. [19,25,104–106] 

20 Stuttgart 1985 WGTES none none 45 [5,17,19,25,26,107] 

21 Augsburg 1996 WGTES none none 90 [19,48,64,67,83,104,108] 

22 Steinfurt (Borghorst) 1999 WGTES none none 50 
[7,15,35,37,48,57,64,94, 

105,107,109] 

23 Chemnitz 2000 WGTES pile wall n.a. 90 
[5,7,13,17–19, 24–26,37, 

48,83,105,110–114] 

24 
Eggenstein 
(Leopoldshafen) 

2008 WGTES none none 35 
[18,37,38,48,57,58,61, 

100,115–118] 

25 
Crailsheim 

(Hirtenwiesen) 
2007 Buffer concrete 0.2 90 

[7,18,36–38,57,64, 

88,117,118] 
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Appendix B 

Appendix B-1: Records of experiments on thermal performance 
enhancement 

Tab. B-1: Temperature measurement records of the experiments on the enhancement of thermal performance 
(Preview). This digital appendix cannot be included in print format due to its large size. Instead, it is 
available under its own DOI and can be retrieved via the following link: 
https://doi.org/10.1371/journal.pone.0236056.s001 

 

 

Appendix B-2: Records of experiments on leakage mitigation 
Tab. B-2: Records of the experiments on leakage mitigation (cf. sections 3.2.2 and 3.3.2). This digital is also 

available under its own DOI and can be retrieved via the following link: 
https://doi.org/10.1371/journal.pone.0236056.s002 

Type 
Area 

(mm²) 
Direction 

Surrounding 

material 

Surrounding 
material 

diameter (mm) 

Height 

(mm) 

Width 

(mm) 

Length 

(mm) 

Total 
 Volume 

(cm³) 

Paraffin 
Volume 

cm³ 

Fissure 20 vertical Sand < 2 29 40 12 20 9 

Fissure 20 vertical Glass balls 3.00 45 55 11 12 5 

Fissure 20 horizontal Sand < 2 49 59 25 58 36 

Fissure 40 vertical Sand < 2 105 52 43 137 53 

Single hole 380 n.a. Sand < 2 56 37 12 37 13 

Perforated zone 23.6 n.a. Sand < 2 101 54 85 120 80 

  

PVC 35 PVC 38 PVC 36 PVC 34 PVC 40 PS 34

seconds
water 

bottom left

water top 

left

ecoglas 

bottom left
air

water 

bottom 

right

paraffin 

top

paraffin 

center

paraffin 

bottom

ecoglas 

PVC 

bottom

ecoglas 

PVC 

bottom 2

ecoglas 

top right

ecoglas 

bottom 

right

water top 

right

water 

center 

right

water top 

right 2

30 21.21551 21.205291 21.438447 21.442343 21.197956 21.254828 21.321083 21.317782 21.331554 21.339817 21.292514 21.21774 21.191285 21.188446 21.196364

60 21.214509 21.203291 21.439448 21.458348 21.196956 21.253828 21.323079 21.316782 21.332553 21.338816 21.290516 21.219741 21.192286 21.184444 21.197364

90 21.212508 21.202292 21.439448 21.441343 21.196956 21.254828 21.321083 21.315783 21.330555 21.336815 21.293513 21.21874 21.18328 21.183443 21.196364

120 21.228514 21.229281 21.439448 21.460349 21.185957 21.254828 21.319086 21.314783 21.331554 21.334815 21.291515 21.21874 21.184281 21.184444 21.194363

150 21.628661 21.681101 21.438447 21.452346 21.234956 21.252828 21.318088 21.312784 21.327557 21.334815 21.294512 21.221741 21.192286 21.185444 21.186362

180 21.946778 22.076944 21.44145 21.508363 21.577951 21.254828 21.318088 21.311785 21.326558 21.334815 21.292514 21.219741 21.40943 21.427557 21.440409

210 22.283902 22.38782 21.439448 21.523368 21.721949 21.251827 21.315094 21.311785 21.327557 21.332814 21.293513 21.219741 21.531511 21.586631 21.598438

240 22.653037 22.623726 21.442451 21.491358 21.989945 21.252828 21.315094 21.310786 21.325558 21.331813 21.296511 21.221741 21.813698 21.890772 21.856486

270 22.897127 22.919609 21.44145 21.480355 22.240942 21.253828 21.313097 21.311785 21.324559 21.329812 21.295512 21.219741 22.084878 22.05885 22.575618

300 23.225247 23.34444 21.44145 21.450346 22.512938 21.254828 21.313097 21.309786 21.324559 21.329812 21.295512 21.219741 22.597218 22.500055 22.53261

330 23.471338 23.598338 21.440449 21.444344 23.023931 21.255828 21.314095 21.309786 21.324559 21.32581 21.293513 21.219741 22.888412 22.772181 23.022701

360 23.693419 23.662313 21.442451 21.452346 23.113929 21.258829 21.316092 21.309786 21.321562 21.326811 21.296511 21.221741 22.85639 22.826206 22.967691

390 23.978524 23.965192 21.442451 21.443344 23.298927 21.26083 21.316092 21.309786 21.32356 21.32381 21.295512 21.221741 23.047517 23.113339 23.120719

420 24.299642 24.364034 21.442451 21.453347 23.456925 21.266832 21.321083 21.309786 21.32356 21.32381 21.29751 21.222741 23.489811 23.306429 23.569802

450 24.489711 24.570951 21.444453 21.421337 23.619922 21.275834 21.323079 21.312784 21.321562 21.32381 21.298509 21.219741 23.778002 23.818667 23.93987

480 24.753808 24.812855 21.443452 21.540373 24.007917 21.284837 21.333061 21.316782 21.324559 21.32481 21.29751 21.221741 24.082204 24.011757 24.182915

… … … … … … … … … … … … … … … …

https://doi.org/10.1371/journal.pone.0236056.s001
https://doi.org/10.1371/journal.pone.0236056.s002
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Appendix C 

Appendix C-1: STORE model inputs – Design Scenario Database 

Split into sections (top, bottom, sidewalls in each direction), the design section 

reflects the layered sequence and indicates chosen materials, their thicknesses, 
densities, specific heat capacities, and thermal conductivities. In the design scenario 

database, parameters for convection and global irradiation are additionally included 

for the filling and air.  

In the scenario database, the geometry section is divided into the basin’s 

dimensions, i.e., length, height and width, information on sloped sides and slope 
ratios, as well as height-dependent data. The latter are important for e.g., different 

insulation thicknesses and include filling and insulation volumes at all storage sides 

as well as interface areas of the filling and walls. 

Information on storage operation is stored in the design scenario database as 
primary limits for charging and discharging volume flows, as well as maximum and 

minimum charging and discharging temperatures. In addition, the hystereses values 

for optimum storage operations are stored in this section. 
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Appendix C-2: STORE model setup 
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Appendix C-2: STORE model – Default probe configuration 

Information on the operation mode (charging/ discharging/ pause) originates 

directly in the storage control function and enables evaluations of cycles, pump 

working hours, or, if applicable, startups of heat pumps. Recorded temperatures of 
the filling components in all storage layers are used to calculate stored energy 

quantities by obtaining material specifications from the design scenario (specific heat 

capacity, volume, density). Thus, evaluations on temperature stratification or 

temperature distribution homogeneity provide initial insights into performance. 

Temperature records of other components further enable predictions about material 

stressors (e.g., longevity due to temperature fluctuations or maximum temperatures).  

Heat exchanger processes are investigated based on information on temperature, 

pressure, mass/ volume flow rate and energy flow in the pipes. These are also valuable 

for heat exchanger design and optimization (e.g., number and position of heat 

exchanger levels, diameter, length, or pipe wall thickness). Data on energy quantities 

enables layer-resolved analyses on the amount of energy supplied to or extracted 
from the filling. Ultimately, losses are determined using the total energy balance 

together with information on stored energy.  

Information about the volumetric flow rate, the temperature, and the pressure of 

the return flow at the end of the overall heat exchanger system represent the 
connecting point to the DHS and show both thermal performance and effectiveness 

of charging and discharging processes. Sensors for monitoring the storage's 

surrounding soil are placed in each layer and in the top layer for the top cover.  

 

Domain Element Sensor type 
Value /  

Unit 
Description 

Control Switch Operation mode 1 / 0 / -1 Dis-/ Charging or pause 

Control Switch Hysteresis 1/ 0 
Operation pause due to 

exceedance of control values 

Connection Supply flow Temperature °C 
Actual load profile at storage 

grid interface 

Connection Supply flow Vol. flow rate m³ 
Actual load profile at storage 

grid interface 

Connection Return flow Temperature °C 
Heat exchanger efficiency 

evaluation 

Internal Filling Temperature °C Each layer 

Internal Heat exchanger pipe Heat flow inlet/ outlet W 
Charging/ discharging energy 

flux 

Internal Heat exchanger pipe Heat flow to filling W 
Effectivity of heat exchanger, 
in each dis-/ charging layer 

Internal Heat exchanger pipe Pressure Pa 
For analyses of dimensioning/ 

durability 

External Soil Temperature °C 
Each interface (sides, bottom), 

several distances 

External Top cover Temperature °C Each layer 
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Appendix D 

Appendix D-1: Model validation 

In a validation, the co-simulation approach was compared with a proven approach. 

With this, the applicability of the newly developed framework to the later 

deployments for parameter and sensitivity studies was proven.  

Model description 

For the validation, a COMSOL model is used in which the effects of seasonal storage 

are implemented as temperature boundary conditions. The geometry of the basin is 

maintained and the height-resolved temperature differences (due to the temperature 
stratification present in the filling) are also accounted for. The STORE model 

previously tested in BOTT et al. (2022) [323] is used to generate a temperature profile 

corresponding to each layer of the external wall of the storage tank, as well as for the 

top and the bottom surfaces. Subsequently, the storage operation is simulated on the 

one hand using the co-simulation approach and on the other hand using the 

temperature data in a test case described below. In this context, it should be noted 

that the compared variant cannot represent feedback reactions to the storage facility 
and that the long-term changed conditions (e.g., less energy required to operate the 

storage because the surrounding ground is heated up) are deviating.  

Test case 

Despite the above-described differences, to test the new model, a generic test case 

is generated. From this, general conclusions about the general effects of the newly 
implemented mechanisms of the model become apparent. The geometry of the 

storage covers dimensions of 80 x 80 x 15 m and a slope angle of 45°, resulting in a 

volume of ca. 45,000 m³. Material parameters are not varied and are generally 

representative values for average conditions in the subsoil of construction sites. The 

storage facility for the validation scenario is assumed to be a low-insulated water-

gravel thermal energy storage facility (0.1 m foam glass gravel on all sides), with the 

static component measuring additionally 0.25 m of concrete on all sides. The storage 
facility is designed to have a top cover with a thickness of 1 m and a slope angle of 1:2. 

For the operation of the unit, pipe coil systems made from PE-X on 3 levels with a 

spacing of 1 m and a hydraulic diameter of 0.05 m are considered. The resulting 

surface area of the heat exchanger is thus 18,798 m² with a length of ca. 5,906 m. The 

hourly resolved load profiles shown in FIG. D-1.1 are used for the operation simulation, 

which starts on April 1 (end of the heating period) with a charging of the storage.  

 
Fig. D-1.1: Charging (left) and discharging (right) operational load profiles used in the validation.  
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The environmental temperature profile is shown in FIG. D-1.2 and consist of a 

sinusoidal function according to the equation: 

𝑇air(ℎ)[°𝐶] =  10 − 10 ∙ cos
2∙𝜋∙𝑡 [ℎ]

8760 [ℎ]
. 

To represent seasonally and daily varying solar irradiation, the following equation 

is used: 

�̈�sol(ℎ) [
𝑊

𝑚2
] = 0.8 − 0.8 ∙

2 ∙ 𝜋 ∙ 𝑡 [ℎ]

24 [ℎ]
+ 0.8 − 0.8 ∙

2 ∙ 𝜋 ∙ 𝑡 [ℎ]

8760 [ℎ]
 

Besides, the environmental boundary conditions of precipitation and convective 

heat loss based on wind velocities are disabled. 

 
Fig. D-1.2: Environmental boundary condition datasets (ambient temperature: blue, solar irradiation: yellow) 

used in the validation.  

As in the STORE model, a homogeneous subsurface of dry soil is assumed in the 

COMSOL model for the co-simulation. Appropriately, no groundwater flow conditions 

are assumed in the validation. The simulation period covered is 5 years, with time 
steps of 24 h being used in COMSOL. The distances to the model boundaries in COMSOL 

are 200 m to all sides and 30 m to the ground, the resulting mesh (automatically 

generated with settings default “fine”) consists of 31,355 elements (average skewness 

quality: 0.55).  

Validation results 

For the evaluation of the results, and comparison of the two methods, focus is first 

placed on the differences in the thermal losses (FIG. D-1.3). Over the entire simulation 

period of 5 years, the differences in heat losses are on average −0.83 kW, whereby 

positive and negative deviations offset each other. The validation generally leads to 

lower heat losses, with a maximum of 183.28 kW higher heat losses in the co-

simulation, yielding a more pessimistic outcome. The range of values in the co-
simulation is 238.04 kW (−177.50 kW to +60.54 kW) and in the validation 213.75 kW 

(−178.68 kW to +35.06 kW). In total, the largest deviations (up to 395.68 kW) occur at 

the top of the storage facility. This is plausible since the highest storage temperatures 

and largest temperature differences to the environment occur here. Thus, effects on 

the newly implemented mechanisms in the subsurface, especially the interaction with 

hydrogeological boundary conditions, are less influenced at the same time.  



 

115 

 
Fig. D-1.3: Results of observed thermal energy losses in the validation. Left, center: Thermal losses for the 

top, sidewalls, and bottom section of the simulated storage operation. Right: Heat loss difference 
between the co-simulation and the validation. Ms: months. 

Similarly, the resulting temperatures in the subsurface show a quite similar pattern 
for both variants (FIG. D-1.4). At a distance of 5 m next to the side wall, temperature 

characteristics are compared at different depths (2 m to 10 m as well as 25% to 75% of 

the sTES height) as well as 1 m below the center of the foundation. Thereby it can be 

seen that the deviations for all values next to the storage facility are below 1 K (−0.95 

K to +0.93 K). On average, they only differ by 0.30 K. In contrast, the results below the 

storage foundation show up to three times higher deviations (−0.05 K to 3.12 K).  

However, this is because the coupling of a fixed temperature boundary condition at 

the bottom surface of the storage facility has a different effect than heat loss which 

better reflects the interference at the boundary (transition to the side walls). This is 

also clearly visible in the sectional view of FIG. D-1.5.  

 
Fig. D1-4: Results of observed temperatures in the validation. Left, center: 5 m next to the seasonal thermal 

energy storage’s sidewalls in different depths, as well as 1 m below the storage’s foundation. Right: 
Temperature difference of the co-simulation and the validation. Ms: months. 

By comparing the newly developed tool, which is based on the approach already 

tested by BOTT et al. (2022) [323], with a well-proven alternative for modeling 

temperature impacts, it can be summarized that divergences are low. Thus, the 

applicability of the advanced modeling method is demonstrated, while remaining 
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uncertainties can be attributed to the weaknesses of the validation variant. The 

latter is not able to represent the interactions of a storage facility and environment 

as well as spatially resolved interferences of the heat losses themselves very well. 

 
Fig. D-1.5: Results of observed underground temperatures in a cross-sectional view for the validation (left) 

and the co-simulation (right).  
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Appendix D-2: Mesh refinement 

To enable a sufficiently accurate simulation of the hydrogeological situation under 

the highly dynamic conditions of a seasonal thermal energy storage (sTES) operation, 

the mesh needs to be subject to refinements. Particularly in the near field of the 
storage, strong temperature gradients are to be expected, so a higher resolution is 

necessary there.  

 
Fig. D-2.1: COMSOL mesh before (left) and after (right) gradient-based refinement in top (upper) and cross-

sectional view (lower, color bar indicating skewness quality of elements). 

First, four boundary layers with a thickness increase factor of 1.5 are inserted 

around the storage facility starting from an initial layer thickness of 0.05 m, so that a 

good transition is achieved at the interface and in the corner area. Based on the 
physics-based meshing of the model geometry, it is also worth noting that the 

situation of groundwater flow around the sTES structure results in an asymmetric 

energy flux and temperature gradient distribution. Therefore, to achieve further 

refinement of the mesh in the thermal plume generated by groundwater flow, a 

temperature gradient-based refinement is introduced. For this purpose, a steady-

state study is performed in advance. A constant environmental temperature (initial 

conditions), the average expected heat losses of the basin, and the maximum 
gradients of the hydraulic heads are assumed. After the simulation of this test, 

resulting temperature gradients in the model’s domains are reported and 

subsequently used for an error-based refinement. Preliminary investigations revealed 

that a refinement above a limit of dT >2 K significantly improves the later, real 

transient simulation results. Consequently, this refined mesh is designed for extreme 

situations and adapted to the specific site considered.   
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Appendix D-2: Design scenario datasets 

See attached MAT files (digital appendix). 
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