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Abstract The need to describe abrupt changes or
response of nonlinear systems to impulsive stimuli is
ubiquitous in applications. Also the informal use of
infinitesimal and infinite quantities is still a method
used to construct idealized but tractable models within
the famous J. von Neumann reasonably wide area
of applicability. We review the theory of generalized
smooth functions as a candidate to address both these
needs: a rigorous but simple language of infinitesimal
and infinite quantities, and the possibility to deal with
continuous and generalized function as if they were
smooth maps: with pointwise values, free composition
and hence nonlinear operations, all the classical theo-
rems of calculus, a good integration theory, and new
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existence results for differential equations. We exem-
plify the applications of this theory through several
models of singular dynamical systems: deduction of
the heat and wave equations extended to generalized
functions, a singular variable length pendulum wrap-
ping on a parallelepiped, the oscillation of a pendulum
damped by different media, a nonlinear stress—strain
model of steel, singular Lagrangians as used in optics,
and some examples from quantum mechanics.
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1 Introduction: informal uses of infinitesimals and
infinities in applied mathematics

Even if infinitesimal numbers have been banished by
modern mathematics, several physicists, engineers and
mathematicians still profitably continue to use them.
Usually, this is in order to simplify calculations, to con-
struct idealized but notwithstanding interesting mod-
els of physical systems, or to relate different parts of
physics, such as in passing from quantum to classical
mechanics if 7 is infinitesimal. An authoritative exam-
ple in this direction is given by A. Einstein when he
writes
1 ] v?
z T
'

1
VI—haux)=1- §h44(X) (1.1)

with explicit use of infinitesimals v/c < 1 orhgs(x) K
1 such that e.g. haa ()c)2 = 0. More generally, in [22]
Einstein writes the formula (using the equality sign and
not the approximate equality sign ~)

f(x,t—i—r):f(x,t)—i—r-%(x,t) (1.2)

justifying it with the words “since t is very small”;
note that (1.1) are a particular case of the general (1.2).
Also P.A.M. Dirac in [19] writes an analogous equal-
ity studying the Newtonian approximation in general
relativity.

A certain degree of inconsistency appears also at
the level of elementary topics, e.g. in the deduction of
the wave and heat equations, see e.g. [80]. For exam-
ple, if u(x, t) is the string displacement, then formula
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(1.2) is once again used e.g. “to ignore magnitudes of
order greater than g—)"(”. This means that we need to have

2 . . .
(3—)’0 = 0 to arrive at the final equation with an equal-
ity sign and not with some kind of approximation ~.
But then the length of the string becomes

b 2
L:/ 1+|:8—M(x,t):| dx =b—a,
a V ax

and it is clear that this necessarily yields that the func-
tion u is constant. It clearly does not really help to use >~
when we have a contradiction, but then to change it into
= when we need the final equation. It is for this type of
motivations that V.I. Arnol’d in [2] wrote: Nowadays,
when teaching analysis, it is not very popular to talk
about infinitesimal quantities. Consequently present-
day students are not fully in command of this language.
Nevertheless, it is still necessary to have command of
it.

A similar, but sometimes more troublesome, prac-
tice concerns the use of infinite numbers. A typical
example is given by Heisenberg’s uncertainty princi-
ple

h
Apedx > 5. (1.3)

It is frequently informally argued that if the position x
is measured by a Dirac delta, then Ax ~ 0 is infinites-
imal; thereby, (1.3) necessarily implies that Ap, must
be an infinite number.

Another classical example of informal use of infi-
nite numbers concerns Schwartz distributions and their
point values. Many relevant physical systems are in fact
described by singular Hamiltonians. Among them, we
cane.g. list:

(i) Non smooth classical mechanics. For example, a
classical particle (or a high-frequency wave) mov-
ing through discontinuous media containing barri-
ers or interfaces where the Hamiltonian is discon-
tinuous: see e.g. [7,8,17,40,69,75,78] and refer-
ences therein.

(ii) Discontinuous Lagrangian in geometrical optics:
see e.g. [47].

(iii) Nonlinear deformation in continuum mechanics,
which includes non differentiable stress—strain rela-
tions: see e.g. [10,79].

(iv) The use of infinite quantities in quantum mechan-
ics. An elementary example is given by the solution
of the stationary Schrodinger equation for an infi-
nite rectangular potential well (a case that cannot
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be formalized using Schwartz distributions, see e.g.
[25D).

This type of problems is hence widely studied from
the mathematical point of view (see e.g. [15,44,45,51—
53,76]), even if the presented solutions are not general
and hold only in special conditions. In this sense, the
fact that J.D. Marsden’s works [55,56] did not start a
consolidated research thread to study singular Hamil-
tonian mechanics using Schwartz distributions, can be
considered as a clue that the classical distributional
framework is not well suited to face this problem in
general terms.

A related problem concerns nonlinear operations
on Schwartz distributions, which can be simply pre-
sented as follows. Let A be an associative and com-
mutative algebra endowed with a derivation (satisfying
the Leibniz rule). Then any element H of A such that
H - H = H is necessarily a constant, that is, H' = 0.
Indeed, (H2) = 2HH’ and (H3) = 3H?H’'. Now
H = H? = H3 sothisimplies2HH' = H' =3HH'.
Therefore, HH' = 0 and hence also H' =2HH' = 0.
Even worse, we also recall that Dirac in [20] uses terms
of the form +/§ in his proposal for the foundation of
quantum mechanics.

There are obviously many possibilities to formalize
this kind of intuitive reasonings, obtaining a more or
less good dialectic between informal and formal think-
ing, and nowadays there are indeed several rigorous the-
ories of infinitesimals, infinities and generalized func-
tions. Concerning the notion of infinitesimal, we can
distinguish two definitions: in the first one we have at
least a ring R containing the real field R and infinites-
imals are elements 4 € R such that —r < h < r for
every positive standard real » € R~ . The second type
of infinitesimal is defined using some algebraic prop-
erty of nilpotency, i.e. " = 0 for some natural number
n € N (therefore, in this case /& cannot be trivially
invertible and we cannot form infinities as reciprocal
of infinitesimals). For some ring R these definitions can
coincide, but anyway they lead, of course, only to the
trivial infinitesimal 7 = 0 if R = R is the real field.

Mathematical theories of infinitesimals can also be
classified as belonging to two different classes. In the
first one, we have theories needing a certain amount
of non trivial results of mathematical logic, whereas
in the second one we have attempts to define suffi-
ciently strong theories of infinitesimals without the use
of non trivial results of mathematical logic. In the first

class, we can list nonstandard analysis and synthetic
differential geometry (also called smooth infinitesimal
analysis, see e.g. [3,43,49,58]), in the second one we
have, e.g., Weil functors (see [46]), Levi-Civita field
(see [74]), surreal numbers (see [14]), Fermat reals
(see [27]), Colombeau’s generalized numbers (see [13]
and [21,41] for a general survey). More precisely, we
can say that to work both in nonstandard analysis and
in synthetic differential geometry, one needs a formal
control stronger than the one used in “standard mathe-
matics”. Indeed, to use nonstandard analysis one has to
be able to formally write sentences in order to apply the
transfer theorem. Whereas synthetic differential geom-
etry does not admit models in classical logic, but in intu-
itionistic logic only, and hence we have to be sure that
in our proofs there is no use of the law of the excluded
middle, or e.g. of the classical part of De Morgan’s law
or of some form of the axiom of choice or of the impli-
cation of double negation toward affirmation and any
other logical principle which do not hold in intuition-
istic logic. Physicists, engineers, but also the greatest
part of mathematicians are not used to have this strong
formal control in their work, and it is for this reason that
there are attempts to present both nonstandard analysis
and synthetic differential geometry reducing as much as
possible the necessary formal control, even if at some
level this is technically impossible (see e.g. [36,42],
and [4,5] for nonstandard analysis; [3] and [49] for
synthetic differential geometry).

On the other hand, nonstandard analysis is surely
the best known theory of invertible infinitesimals with
results in several areas of mathematics and its applica-
tions, see e.g. [1]. Synthetic differential geometry is a
theory of nilpotent infinitesimals with non trivial results
of differential geometry in infinite dimensional spaces.

Concerning mathematical theories of generalized
functions, the difficulties stemmed from dealing with
the lacking of well-posedness in PDE initial value
problems led to a zoo of spaces of generalized func-
tions. In an incomplete list we can mention: Schwartz
distributions, Colombeau generalized functions, ultra-
distributions, hyperfunctions, nonstandard theory of
Colombeau generalized functions, ultrafunctions, etc.
See e.g. [39] for a survey, and the International Con-
ference on Generalized Functions series, e.g. https://
ps-mathematik.univie.ac.at/e/index.php?event=GF2022.

Unfortunately, there is a certain lacking of dialog
between the most used theory of generalized func-
tions, i.e. Schwartz distributions, and the actual use
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of generalized functions in physics and engineering,
where e.g. point values and nonlinear operations are
frequently needed, see e.g. [13].

In the present paper, we describe the main results of
generalized smooth functions (GSF) theory and some
of its applications in applied mathematics. GSF are
an extension of classical distribution theory and of
Colombeau theory, which makes it possible to model
nonlinear singular problems, while at the same time
sharing a number of fundamental properties with ordi-
nary smooth functions, such as the closure with respect
to composition and several non trivial classical the-
orems of the calculus, see [28,29,31-33,54]. One
could describe GSF as a methodological restoration
of Cauchy-Dirac’s original conception of generalized
function (GF), see [48]. In essence, the idea of Cauchy
and Dirac (but also of Poisson, Kirchhoff, Helmholtz,
Kelvin and Heaviside) was to view generalized func-
tions as suitable types of smooth set-theoretical maps
obtained from ordinary smooth maps depending on
suitable infinitesimal or infinite parameters.

The calculus of GSF is closely related to classical
analysis, in fact:

(i) GSF are set-theoretical maps defined on, and attain-
ing values in the non-Archimedean ring 'R of
Robinson-Colombeau. Therefore, in 'R we have
infinitesimals, infinities and also a suitable lan-
guage of nilpotent infinitesimals, see Sect. 2,
Sect. 3.

(i) GSF include all Colombeau generalized functions
and hence also all Schwartz distributions, see
Sect. 3.

(iii)) They allow nonlinear operations on GF and to com-
pose them unrestrictedly, so that terms such as 82 (x)
or even §(8(x)) are possible, see Sect. 3.

(iv) GSF allow us to prove a number of analogues of
theorems of classical analysis: e.g., mean value the-
orem, intermediate value theorem, extreme value
theorem, Taylor’s theorem, local and global inverse
function theorem, integrals via primitives, multidi-
mensional integrals, theory of compactly supported
GFE. Therefore, this approach to GF results in a
flexible and rich framework which allows both the
formalization of calculations appearing in physics
and engineering and the development of new appli-
cations in mathematics and mathematical physics.
Some of these results are presented in Sect. 3.
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(v) Several results of the classical theory of calculus
of variations and optimal control can be developed
for GSF: the fundamental lemma, second varia-
tion and minimizers, necessary Legendre condi-
tion, Jacobi fields, conjugate points and Jacobi’s
theorem, Noether’s theorem, see [24,50].

(vi) The closure with respect to composition leads to a
solution concept of differential equations close to
the classical one. In GSF theory, we have a non-
Archimedean version of the Banach fixed point
theorem, a Picard-Lindelof theorem for both ODE
and PDE, results about the maximal set of exis-
tence, Gronwall theorem, flux properties, contin-
uous dependence on initial conditions, full com-
patibility with classical smooth solutions, etc., see
Sect. 4.

As we will see in Sects. 5 and 6, using GSF theory, we
have arigorous theory of infinitesimal and infinite num-
bers that can be used to develop mathematical models
of physical problems. On the other hand, it is also a
flexible theory of GF that can be used to model situ-
ations with singular (non smooth) physical quantities.
One of the main aim of this paper is to show that within
GSF theory several informal calculations of physics
or engineering now become perfectly rigorous without
detaching too much from the original deduction.

The structure of the paper is as follows: in Sect. 2,
we introduce our new ring of scalars ’R, the ring of
Robinson-Colombeau. In Sect. 3, we define GSF as
suitable set-theoretical functions defined and valued in
the new ring of scalars; we will also see the relation-
ships with Colombeau GF and hence with Schwartz
distributions. In Sect. 4, we see the Picard-Lindelof
theorem for singular nonlinear ODE involving GSF. In
Sect. 5, we see how to transform the classical deduc-
tions of the wave and heat equations into formal math-
ematical theorems whose scope includes GSF. Finally,
in Sect. 6 we see applications to non-smooth mechan-
ics, an empirical non-linear stress—strain model for
steel, some applications in optics with discontinuous
Lagrangians, how to see the classical finite and infinite
potential wells of QM within GSF theory.

The paper is a review of GSF theory, so it is self-
contained in the sense that it contains all the statements
required for the proofs of Sect. 5 and Sect. 6. We also
introduce clear intuitions about the new mathematical
objects of this theory and references for the complete
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proofs. Therefore, to understand this paper, only a basic
knowledge of distribution theory is needed.

2 Numbers: The ring of Robinson-Colombeau

A natural method sometimes used in applied mathe-
matics, mathematical physics and engineering in order
to deal with non differentiable functions at singulari-
ties is to introduce a new parameter ¢ € (0, 1] and to
approximate the singular function with a smooth one
at distance d(¢) — 0" as ¢ — 0. Instead of dealing
with the non differentiable function, we then consider
a different model substituting the singular map with
this e-regularized version. For example, if Ny »(¢) is a
Gaussian with zero mean and standard deviation o, then
Noe and H(x) = ffoo No.¢(t) dt can be used to con-
struct an approximate model of Dirac delta and Heav-
iside step function. Of course, this method depends
on the new parameter ¢, which usually has no phys-
ical meaning, so that the final claims are frequently
assessed as ¢ — 0T. However, if the final solution is
still a GF, e.g. the dynamics during a collision, the limit
as ¢ — 0" may not exist because certain derivatives
become infinite.

Similarly, the values of this e-regularized functions
can be infinitesimal or infinite quantities as ¢ — ot,
e.g. No¢(0) — oo, whereas all the calculations in
this type of model are meaningful only for a fixed
g € (0, 1], where these values are still classical real
numbers, and hence they cannot be infinitesimal or infi-
nite quantities.

The idea of the ring of Robinson-Colombeau is to
create a simple and intuitively clear mathematical set-
ting where this informal idea is fully rigorous and where
a full language of infinitesimal or infinite numbers is
available.

We can motivate the new ring of scalars as follows:
Exactly as real numbers can be seen as equivalence
classes of sequences (g, )nen Of rationals,! it is very
natural to consider a non-Archimedean extension of R
defined by a quotient ring R:= R/ ~, where R C R/
is a subset of all the functions / —> R defined on
I := (0, 1] which is closed with respect to pointwise
algebraic operations (i.e. R is an algebra). We always
call net any function in the independent variable €, and
we use for them notations of the type (x;)sc; € R’ or

' Tn the naturals N = {0, 1, 2, ...} we include zero.

simply (x;) := (x¢)¢es. For simplicity and for histori-
cal reasons, we consider I = (0, 1], corresponding to
¢ — 0%, e e, asinthe previous informal method. In
this work, we will denote equivalence classes simply
by [x:] = [(x¢)]~ € R. The basic problem is hence
to understand when we have to say that two nets (x;),
(x}) € R are equivalent (x;) ~ (x}) (i.e. they are two
different representatives of the new generalized number
[xe] = [x)] € ]E) in order to obtain a ring containing
also infinitesimal and infinite numbers corresponding
to ordinary infinitesimal and infinite functions (nets) as
e — 0T,

The following observation points to a natural way
of achieving this goal. Let us assume that [z,] = 0 €
R and [Je] € R is generated by an infinite net (J;),
i.e. such that lim,_, o+ |J;| = 400. Then we would
have

[2e] - [Je]=0-[J]=0
= [ze - Jel. (2.1)

Finally, let us assume that
Viw,] e R: [w,]=0 = lim w, = 0. (2.2)
e—0F

Under these assumptions, (2.1) yields lim,_, o+ z¢-Je. =
0, and hence
JH.

Jeg € IVe € (0,80] : |ze| < e

2.3)

Consequently, the nets (z¢) representing 0, i.e. such
that (z¢) ~ 0, must be dominated by the reciprocals of
every infinite number [J;] € R. Tt is not hard to prove
that if every infinite net (J;) is in R, then (2.3) implies
that the equivalence relation ~ must be trivial:

deg € IVe € (0,89] : zo =0. 2.4)

This situation corresponds to the Schmieden-Laugwitz
model, [70].

If we do not want to have the trivial model (2.4),
we can hence either negate the natural property (2.2)
(this is the case of nonstandard analysis; see [16] for
more details) or to restrict the class of all the nets (J;)
generating infinite numbers in R. Since we want to start
from an algebra R C R’ a first natural idea is to fix
an infinitesimal net (p;), ps — 0T, and to consider the
following class of infinite nets

T:={(;" | a€Rup). 2.5)

and hence to consider the algebra R € R’ containing
nets (b;) € R! bounded by some (J;) € Z. Therefore,
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the fixed net (p.) yields a measure of the strongest
infinite nets representing numbers in R=R / ~.

This idea is generalized in the following definition,
where we take exactly (2.3) as the widest possible def-
inition of (z;) ~ 0. More in depth details about these
basic notions and the omitted proofs as well can be
found in [31,32].

Definition 1 Let/ := (0, 1]and p = (p;) € (0, 1]/ be
a net such that (p;) — 0 as ¢ — 07 (in the following,
such a net will be called a gauge), then

(i) Z(p) == {(p;") | a € Rog} is called the asymp-
totic gauge generated by p.
(i1) If P(e) is a property of ¢ € I, we use the notation
VO¢ : P(e) to denote Jeg € I Ve € (0, g9] : P(e).
We can read V¢ as: “for & small”.
(iii)) We say that a net (x;) € RY s p-moderate, and we
write (x;) € R, if

3(J) €Z(p): xe = O0(Js)ase — 0T, (2.6)

ie., if
AN e NVe: |x.| < p, V.

@iv) Let (x¢), (ye) € R’ then we say that (x¢) ~, (ye)
if

V() €Z(p) : xe =y + O(J7 Hase — 0OF,
that is if

Vn e NV |x. — ye| < pl. (2.7)

This is a congruence relation on the ring R, of
p-moderate nets with respect to pointwise opera-
tions (i.e. the pointwise algebraic operations [x.]+
[yel := [xe + yel and [xe] - [ye] := [xe - ye] are
well-defined), and we can hence define

PR:=R,/ ~,, (2.8)

which we call Robinson-Colombeau ring of gener-
alized numbers.

This name is justified by [13,67]: Indeed, in [67]
A. Robinson introduced the notion of moderate and
negligible nets depending on an arbitrary fixed infinites-
imal p (in the framework of nonstandard analysis);
independently, J.F. Colombeau, cf. e.g. [13] and ref-
erences therein, studied the same concepts without
using nonstandard analysis, but considering only the
particular infinitesimal p, = ¢. Equivalence classes
of the quotient ring (2.8) are simply denoted with
[xe] = [(xs)s]~p € R.

@ Springer

Considering constant net x, = r € R we have the
embedding R C "R. We define [xe] < [ye] if there
exists (zz) € R’ such that (z) ~, 0 (we then say
that (z.) is p-negligible) and x, < y, + z, for ¢ small.
Equivalently, we have that x < y if and only if there
exist representatives [x.] = x and [y.] = y such that
Xe < y, forall e.

A proficient intuitive point of view on these gener-
alized numbers is to think at [x.] € 'R as a dynamic
point in the time ¢ — 07; classical real numbers
are hence static points. This corresponds to the infor-
mal method presented just before Def. 1 above. Mor-
ever, we say that x = [x.] € *R is near-standard if
Jlim,_, o+ x, =: x° € R.

Even though the order < is not total, we still
have the possibility to define the infimum [x.] A
[ye] := [min(xe, ye)], the supremum [xc] V [ye] :=
[max(xg, y¢)] of a finite amount of generalized num-
bers. Henceforth, we will also use the customary nota-
tion “R* for the set of invertible (werecall that x € # R
is invertible if Iy € 'R: x- y = 1) generalized num-
bers, and we write x < y to say that x < y and
xX—yEe€ 'R*, i.e. if x is less of equal to y and x — y
is invertible. The intervals are denoted by: [a, b] =
{x € R |a < x <b},[a,blg := [a, b] N R. Finally,
we setdp = [p.] € "HNQ, which is a positive invertible
infinitesimal, whose reciprocal is d,o_l =[p; 1],Whi(:h
is necessarily a strictly positive infinite number. It is
remarkable to note that x = [x.] € * R is an infinites-
imal number, i.e. |[x| < r for all r € R.(, denoted
by x ~ 0, if and only if lim,_, o+ x, = 0; similarly, x
is an infinite number, i.e. |x| > r for all » € R, if
and only if lim,_, o+ |x¢| = 4-00. This intuitively clear
result is not possible neither in nonstandard analysis
nor in synthetic differential geometry, see [27,36,43].

The following result proves to be useful in dealing
with positive and invertible generalized numbers. For
its proof, see e.g. [35].

Lemma 2 Let x € “R. Then the following are equiva-
lent:

(i) x is invertible and x > 0, i.e. x > 0.
(ii) For each representative (x;) € R, of x we have
Voe: x, > 0.
(iii) For each representative (x¢) € R, of x we have
Im e NV : x, > p.
(iv) There exists a representative (x;) € R, of x such
that 3m € NV : x, > p.
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One can clearly feel insecure in working with a ring
of scalar which is not a totally ordered field (i.e. it does
notholdthatx < yorx > yand we canhave x # 0but
Py e 'R: x- y = 1). On the one hand, we can reread
the list of results presented in Sect. 1 to get a reassur-
ance that these properties are actually not indispensable
to obtain all these well-known classical results. On the
other hand, using the notion of subpoint (e.g. a mean-
ingful case is given by a subpoint [x,] of [x.] which
is considered only on a sequence (&,),en — 07), see
[59], we developed very practical substitutes of both
the field and the total order property.

2.1 Topologies on PR™

A first non-trivial conceptual step is to consider R as
our new ring of scalar. The natural extension of the
Euclidean norm on the “R-module ”ﬂé”, ie. |[xe]] ==
[Ixe]] € ”]E, where [x;] € p@”, goes exactly in this
direction. In fact, even if this generalized norm takes
values in” I@, and not in the old IR, it shares some essen-
tial properties with classical norms:

x| =x V (—x)

x| >0
x| =0=>x=0
ly x| =1yl |x|

X+l = x|+ 1yl
1] = Iyl < 1x = yI.

It is therefore natural to consider on "R” topologies
generated by balls defined by this generalized norm
and a set of radii. A second non-trivial step is to under-
stand that the meaningful set of radii we need to have
continuity of our class of generalized function is the
set p@io = ”]@w of positive and invertible generalized
numbers:

Definition 3 We define

(i) B,(x):={y € "R" | |y—x| < r}foranyr € “R-y.

(i) BF(x) :={y e R" | |y—x| < r},foranyr € R,
denotes an ordinary Euclidean ball in R”.

The relation < has more beneficial topological prop-
erties as compared to the usual strict order relation
x < yand x # y (a relation that we will therefore
never use) due to the property that the set of balls

{Br(Nx) |re "@>0, x € "]INQ”} is a base for a topology
on *R" called sharp topology, and we call sharply open
set any open set in this topology. Therefore, A C # R~
is a sharply open set if for each a € A there exists a
radius r € ”HNQ>0 such that B, (a) C A.

We also recall that the sharp topology on *R" is Haus-
dorff and Cauchy complete, see e.g. [31,32]. A peculiar
property of the sharp topology is that it is also gener-
ated by all the infinitesimal balls of the form Bq,q (x),
where g € N. . The necessity to consider infinitesimal
neighborhoods occurs in any theory containing contin-
uous GF which have infinite derivatives. Indeed, from
the mean value theorem Thm. 27.(i) below, we have
f(x) = f(x0) = f'(c) - (x — xo) for some ¢ € [x, xg].
Therefore, we have f(x) € B,(f(xp)), for a given
r € "Ry, if and only if |x — xo| - | f'(c)| < r, which
yields an infinitesimal neighborhood of x¢ in case f'(c)
is infinite; see [30,31] for precise statements and proofs
corresponding to this intuition. On the other hand, the
existence of infinitesimal neighborhoods implies that
the sharp topology induces the discrete topology on R;
once again, this is a general result that occurs in all the
theories of infinitesimals, see [30].

A natural way to obtain sharply open, closed and
bounded sets in “R" is by using a net (A,) of subsets
A, C R”". Once again, thinking at [x.] and (A;) as a
dynamic point and set as the time ¢ — 0, we have two
ways of extending the membership relation x, € A, to
generalized points [x¢] € rRe

Definition 4 Let (A.) be a net of subsets of R”, then

(i) [Ael := {[xc] € “R" | VO : x, € A, } is called the
internal set generated by the net (A.).

(ii) Let (x¢) be a net of points of R”, then we say that
Xg €s Ag, and we read it as (x;) strongly belongs
to (Ag), if

(i) Y& : x, € A,.
(i) If (x}) ~, (x¢), then also x, € A, for & small.

Moreover, we set (A;) = {[x,] € PR | xp €6 Agl,
and we call it the strongly internal set generated by
the net (Ag).

Therefore, x € [A.] if there exists a representative
[x¢] = x such that x, € A, for & small, whereas this
membership is independent from the chosen represen-
tative in case of strongly internal sets: if [x.] = [x.] €
(Ag), then for e sufficiently small both representatives
satisfy x, xs € Ae. An internal set generated by a con-
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stant net A, = A C R" will simply be denoted by
[A].

The following theorem shows that internal and
strongly internal sets have dual topological properties:

Theorem 5 Fore € I, let A, C R" and let x, € R".
Then we have

(i) [xe] € [Ag] if and only if Vg € R-oVe
d(xe, Ag) < pf. Therefore [x.] € [A¢] if and only
if[d(xe, As)] =0 € ’R.

(ii) [xe] € (Ag) if and only if 3¢ € R.o¥e
d(xe, AS) > pd, where AS := R"\ A,. There-
fore, if (d(x¢, AY)) € R, then [x¢] € (A) if and
only if [d(x., AS)] > 0.

(iii) [A¢] is sharply closed.

(iv) (Ag) is sharply open.

(v) [Ae] = [cl (Ap)], where cl (S) is the closure of S C
R".

(vi) (Ag) = (int (Ag)), where int (S) is the interior of

For example, it is not hard to show that the closure in
the sharp topology of a ball of center ¢ = [c.] and
radius r = [rg] > O1is

B, (c) = {x e RY | x—¢ < r] - I:BE—(CS):I (2.9)
whereas
Bre) =[x e /B v — el < r} = (B ().

The reader can be concerned with the fact that the ring
of scalar “R is not a totally ordered field. Besides the
language of subpoints (see [59]) that allows one to pro-
ceed alternatively when total order or invertibility prop-
erties are in play, the following result is also useful:

Lemma 6 Invertible elements of 'R are dense in the
sharp topology, i.e.

Vh e *RVS € "Rog3k € (h — 8, h + ) : k is invertible.

This is even more important since our GSF are contin-
uous in the sharp topology, as we will see in the next
section.

3 Functions and distributions: generalized smooth
functions

After the introduction of numbers, their sets and topolo-
gies, we introduce the notion of function.
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3.1 Definition of GSF and sharp continuity

Using the ring R, it is easy to consider a Gaus-
sian with an infinitesimal standard deviation. If we
denote this probability density by f(x, o), and if we
set o = [o,] € ”@>0, where o ~ 0, we obtain the
net of smooth functions (f(—, 0:))ses. This is the
basic idea we are going to develop in the following
definitions and it corresponds to informal method we
explained just before Def. 1. We will first introduce
the notion of a net of functions (f;) defining a gener-
alized smooth function of the type X — Y, where
X C PR" and Y - *R4. This is a net of smooth
functions f, € C® (2, R?) that induces well-defined
maps of the form [3% £, (—)] : (Q.) —> "R, forevery
multi-index o € N".

Definition 7 Let X € *R"” and Y C *RY be arbitrary
subsets of generalized points. Let (£2;) be a net of open
subsets of R", and (f;) be a net of smooth functions,
with f, € C®(Q, RY). Then, we say that

(fe) defines a generalized smooth function : X — Y
if:

(i) X C () and [fe(xs)] € Y for all [x.] € X.

(i) V[xe] € X Vo € N": (0% fu(x,)) € RY.

Where the notation

Vixe] € X @ P{(xe)}

means

V(xe) € RZ D xel € X = Pl(xe)},

i.e. for all representatives (x.) generating a point [x.] €

X, the property P{(x¢)} holds.

A generalized smooth function (or map, in this paper
these terms are used as synonymous) is simply a func-
tion of the form f = [f:(—)]|x:

Definition 8 Let X C PR" and Y - *R9 be arbitrary
subsets of generalized points, then we say that

f : X — Y is a generalized smooth function

if f € Set(X,Y) and there exists a net f, €
C%° (2, R?) defining a generalized smooth map of type
X — Y, in the sense of Def. 7, such that

Vixel € X o f([xe]) = [fe(xe)]. (3.1

We will also say that f is defined by the net of smooth
functions ( f) or that the net (f;) represents f. The set
of all these GSF will be denoted by “GC* (X, Y).
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Let us note explicitly that definitions 7 and 8 state
minimal logical conditions to obtain a set-theoretical
map from X into Y which is defined by a net of smooth
functions such that all the derivatives still lie in our ring
of scalars for condition Def. 7.(ii). In particular, the
following Thm. 9 states that in equality (3.1) we have
independence from the representatives for all deriva-
tives [xs] € X — [0% fu(xe)] € "RY, o € N,

Theorem 9 Let X C 'R and Y - 'R pe arbitrary
subsets of generalized points. Let (2¢) be a net of open
subsets of R", and (f.) be a net of smooth functions,
with fo € C®(Q%, RY). Assume that (f,) defines a
generalized smooth map of the type X — Y, then

Va € N"V(xe), (x;) € RY @ [xe] = [x]] € X
= (0% fe(x0)) ~p (B felx))).

Note that taking arbitrary subsets X C *R" in Def. 7,
we can also consider GSF defined on closed sets, like
the set of all infinitesimals (which is also open, like
in all non trivial theories of infinitesimals), or like a
closed interval [a, b] C »R. We can also consider GSF
defined at infinite generalized points. A simple case is
the exponential map

e [xc] € {x e*R | Az € ”@>0 tx < logz}

— [exf] e R. (3.2)

The domain of this map depends on the infinites-
imal net p. For instance, if p = (&) then all its
points are bounded by generalized numbers of the form

[-Nloge], N € N; whereas if p = (e*é), all points

are bounded by [N ¢~11, N e N. This underscores the
importance to choose different gauges p depending on
our needs.

A first regularity property of GSF is the above cited
continuity with respect to the sharp topology, as proved
in the following

Theorem 10 Let X C "@”, Y C 'RY and fe €
C®(Qe, RY) be a net of smooth functions that defines
a GSF of the type X —> Y. Then

(i) For all « € N", the GSF g : [x] € X +—
[0% fe(xe)] € RY is locally Lipschitz in the sharp
topology, i.e. each x € X possesses a sharp neigh-
borhood U such that |g(x) — g(y)| < L|x — y| for
all x, y € U and some L € /R,

(ii) Each f € "GC*™(X,Y) is continuous with respect
to the sharp topologies induced on X, Y.

(iii) f : X — Y isa GSFifand only if there exists a net
vy € C®(R",RY) defining a generalized smooth
map of type X —> Y such that f = [v.(—)]|x.

3.2 Embedding of Schwartz distributions

Among the re-occurring themes of this work are the
choices which the solution of a given problem within
our framework may depend upon. For instance, (3.2)
shows that the domain of a GSF depends on the
infinitesimal net p. Itis also easy to show that the trivial
Cauchy problem

xX'@) =[e7"]x(1)
x(0)=1

has no solution in GC*° (R, R) if p, = & because the
solution is not moderate e.g. at ¢ = 1. Nevertheless, it

has the unique solution x(¢) = [e%’] € "GC* (R, R)

if p, = e_%. Therefore, the choice of the infinitesi-
mal net p is closely tied to the possibility of solving a
given class of differential equations in non infinitesimal
intervals (a solution in a suitable infinitesimal interval
always exists, see Sect. 4). This illustrates the depen-
dence of the theory on the infinitesimal net p.

Further choices concern the embedding of Schwartz
distributions: Since we need to associate a net of
smooth functions (f;) to a given distribution 7' €
D'(2) (e.g. T can be any continuous non-differentiable
function defined on 2), this embedding is naturally
built upon a regularization process: this corresponds
to the informal method explained in Sect. 2. In our
approach, this regularization will depend on an infinite
number b €’ ]ﬁ, and the choice of b depends on what
properties we need from the embedding. For example,
if 8 is the (embedding of the) one-dimensional Dirac
delta, then we have the property

8(0) = b, (3.3)

We can also choose the embedding so as to get the
property

1
H(0) = 3 (3.4

where H is the (embedding of the) Heaviside step func-
tion. Equalities like these are used in diverse appli-
cations (see, e.g., [13] and references therein). In
fact, we are going to construct a family of structures
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depending on a linear embedding of Schwartz distri-
butions tq : D' () —> *GC>®(c(RQ), "]R?) (see below,
Thm. 12). The particular structure we need to con-
sider depends on the problem we have to solve. Of
course, one may be more interested in having an intrin-
sic embedding of distributions. This can be done by
following the ideas of the full Colombeau algebra (see
e.g. [35]). Nevertheless, this choice decreases the sim-
plicity of the present approach and is incompatible with
properties like (3.3) and (3.4).

If o € DR"), r € Rog and x € R”", we use the
notation r ® ¢ for the function x € R” ri,, - (’7‘) S
R. Our embedding procedure will ultimately rely on
convolution with suitable mollifiers. In fact, it is well-
known that if ¢ € D(R") is a compactly supported
smooth functionand f € CO(R, R)is only a continuous
function, then the net of smooth functions (¢! © ¢)
(which is called a mollifier) behaves like the Dirac delta
and the convolution f (8_1 ©) (p) is an e-net of smooth
functions which regularizes singular points of f and
converges to f as & — 07:itis hence a good candidate
to replace f as GSF. This is one of the basic ideas to
formalize the intuitive method presented just before
Def. 1.

To construct the mollifiers which fully preserve
smooth functions, we need some technical prepara-
tions.

Lemma 11 For any n € N+ there exists some jL, €
S(R) with the following properties:

(i) [ iar) dx = 1.

(ii) [° x7 pa(x)dx = 0 forall j € N,
(iii) pup(0) =1
(iv) Wy is even.

(v) un(k) =0forallk € Z\ {0}.

We call Colombeau mollifier (for a fixed dimension
n) any function pu that satisfies the properties of the
previous lemma. Concerning embeddings of Schwartz
distributions, the idea is classically to regularize dis-
tributions using a mollifier. The use of a Colombeau
mollifier allows us, on the one hand, to identify the
distribution ¢ € D(Q) +— [ f¢ with the GSF f €
C*®(Q) C *GC*(R, R) (thanks to property (ii)); on
the other hand, it allows us to explicitly calculate com-
positions such as 6 0 §, H o 8, § o H (see below).

As a final preparation for the embedding of D’ (2)
into *GC*°(c(R2), ” I@) we need to construct suitable n-
dimensional mollifiers from a Colombeau mollifier 1
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Fig.1 A representation of Dirac delta and Heaviside function. A
Colombeau mollifier has a representation similar to Dirac delta
(but with finite values)

as given by Lemma 11. To this end, let w, denote the
surface area of $"~! and set

2n
. '—{(’—Tn forn > 1

1 forn=1.
Then let i : R” — R, fi(x) := c,u(]x|"). Since
is even, i is smooth. Moreover, by Lemma 11, it has
unit integral and all its higher moments [ x®/i(x) dx
vanish (la| > 1).

Schwartz distributions are naturally defined only on

finite points of (€2) (also called compactly supported
points), i.e. on the set

o) :={x e () |IReR-g: |x| <R, d(x, Q) € R}

of finite points that remain sufficiently far from the
boundary. This underscores an important difference
between this type of GF and GSF, since the latter can
also be defined on purely infinitesimal domains (note
that Q C c(£2)) or on infinite points.

Theorem 12 Let (J #)Q2 C R" be an open set. Set
1

Q= {x €eQdx, Q) >e, x| < —}
e

and fix some x € DR"), x = 1 on Bf(0), 0 <
x < land x = 0onR"\ B5(0). Take k; € D(R)
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such that k, = 1 on a neighborhood L; of Q..
Also, let b = [b.] € "R be an infinite positive number,
i.e. limg_ o+ by = 400. Set

nl(x) = (b' © 1) (x)x (x| log(be)])

= by jt(bex) x (x]1log(be)|). (3.5)
Then the map
LT eD(Q) [((Kg T % p,’;) (—)]
€GC®(c(Q), ’R). (3.6)

satisfies:

(i) D — *GC®(c(—), ”]E) is a sheaf-morphism
of real vector spaces, i.e. if Q' C Q is another open
setand T € D'(Q), then l?—z(T)|C(Q/) = L?z,(Tlg/)
and L?Z is a linear injective map.

(ii) Any f € C%°(RQ) can naturally be considered an
element of "GC*(c(2), "H’i) via [x.] — [f(xe)].
Moreover,Vq € NogVx €c(2) : |Lls’2(f)(x)—f(x)|
<b™1.

(iii) If f € C*°(Q) and if b > dp~*¢ for some a € R,
then L[S)z(f) = f. In particular, the embedding 1”
preserves multiplication of smooth functions.

(iv) Forany T € D'(2) and any a € N", t%(&“T) =
B“L?Z (T),ie. tlfz preserves partial derivatives of dis-
tributions.

(v) Let b > dp~“ for some a € R.g. Then for any
@ € D(Q) and any T € D'(RQ),

[/Szag(T)g(x)-w(x)dx]z(T, @) in’R.

(vi) L]%,, (8)(0) = cpb™ and if b > dp~¢ for some a €
R, then & (H)(0) = 1.
(vii) The embedding i’ does not depend on the particular
choice of (kg) and (if b > dp~¢ for some a € R.)
X as above.
(viii) 1? does not depend on the representative (b;) of b.

Whenever we use the notation ¢” for an embedding,
we assume that b € “R satisfies the overall assumptions
of Thm. 12 and of (iii) in that Theorem, and that (¥ has
been defined as in (3.6) using a Colombeau mollifier
for the given dimension.

Remark 13 (i) Let 8, H € *GC® ("R, *R) be the cor-
responding (”-embeddings of the Dirac delta and of
the Heaviside function. Then §(x) = b-u(b-x) and
8(x) = 0if x is near-standard and x° # O or if x is
infinite because 1 € S(R). Also, by construction
of Mg , 8 can be represented like in the first diagram

of Fig. 1.E.g.,8(k/b) = O foreach k € Z\ {0}, and
each % is anonzero infinitesimal. Similar properties
can be stated e.g. for 82(x) = b2 (b - x)2.

(i) Analogously, we have H(x) = 1 if x is near-
standard and x° > O or if x > O is infinite;
H(x) = 0 if x is near-standard and x° < O or
if x < 0 is infinite.

(ii1) Let Vp(%) € D'(R) be the Cauchy principal value.
If x = [x.] is far from the origin, in the sense that
|x| > r for some r € R.¢. Then L%(Vp(%))(x) =
1. The behavior of the GSF % (vp(1))(—) in an
infinitesimal neighborhood of the origin depends
on the Colombeau mollifier x. For example, if in
Lem. 11 we add the linear condition f “”T(x) dx =
0, then also & (vp(1))(0) = 0.

3.3 Closure with respect to composition

In contrast to the case of distributions, there is no prob-
lem in considering the composition of two GSF. This
property opens new interesting possibilities, e.g. in con-
sidering differential equations y' = f(y, t), where y
and f are GSF. For instance, there is no problem in
studying y' = §(y) (see Sect. 4).

Theorem 14 Let X C ”Iﬁ”, Y C 'R and 7 C PRE,
If f € "GC®(X,Y) and g € "GC>®(Y, Z), then
gof €rGC®(X, Z), ie. GSF are closed with respect
to composition.

For instance, we can think of the Dirac delta as a map of
the form 8 : *R —> ”]ﬁ, and therefore the composition
¢ is defined in {x € "R | 3z € ?R.¢ : 8(x) < logz},
which of course does not contain x = 0 but only
suitable non zero infinitesimals. On the other hand,
508 1 "R —> ﬂ@.Moreover, from the inclusion of ordi-
nary smooth functions (Thm. 12) and the closure with
respect to composition, it directly follows that every
*GC®(U, *R) is an algebra with pointwise operations
for every subset U C PR,

Example 15 The composition § o § € ”gCO"(pf&, ”f&)
is given by (8 0 8)(x) = bu (b?1(bx)) and is an even
function. If x is near-standard and x° # 0, or x is infi-
nite, then (§ o 8)(x) = b. Since (6 o0 §)(0) = 0, by
the intermediate value theorem (see Cor. 26 below),
we have that § o § attains any value in the interval
[0, b] g"@. Ifo < x < ﬁ, then (for a p as in
Fig. 2) x is infinitesimal and (§ o §)(x) = 0 because
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850) ————————————— A~ A 4

Fig. 2 A representation of § o §

8(x) = by () is an infinite number. If x = % for some
k € N+, then x is still infinitesimal but (§ 0 §)(x) = b
because p(bx) = 0. A representation of § o § is given
in Fig. 2. Analogously, one can deal with H o § and
doH.

Similarly, we can define generalized functions of
class *GCF, with k < +o00:

Definition 16 Let X C PR and Y - 'R9 be arbitrary
subsets of generalized points and k € NU {+o00}. Then
we say that

f : X — Y is a generalized ck function

if there exists a net f; € C* (2, RY) defining f in the
sense that

(i) X € (),
(i) f([xe]) = [fe(xe)] € Y forall x = [x¢] € X,
(iii) (3% fe(xe)) € RY for all x = [x,] € X and all
o € N” such that |a| < k.
(iv) Yo € N'"V[xg], [x[] € X : || = k, [x] =
[xé] = [aafe(xe)] = [aafs(xé)L
(v) For all « € N", with |¢| = k, the map [x.] €
X+ [0% fe(xe)] € R4 is continuous in the sharp
topology.
The space of generalized C* functions from X to Y is
denoted by rGCk (X,7).

Note that properties (iv), (v) are required only for
|| = k because for lower length they can be proved
using property (iii) and the classical mean value theo-
rem for f; (seee.g.[32]). From Thm. 9 and Thm. 10.(ii)
it follows that this definition of *GCF is equivalent to
Def. 7 if k = +o00. Moreover, properties similar to (iii)
and Thm. 14 can also be proved for » ng .

Note that the absolute value function | — | : R —s
*R is not a GSF because its derivative is not sharply
continuous at the origin; clearly, itis a” QCO function.
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3.4 Differential calculus of GSF

In this section we show how the derivatives of a GSF
can be calculated using a form of incremental ratio.
The idea is to prove the Fermat—Reyes theorem for
GSF (see [30,32,43]). Essentially, this theorem shows
the existence and uniqueness of another GSF serving as
incremental ratio. This is the first of a long list of results
demonstrating the close similarities between ordinary
smooth functions and GSF.

In the present setting, the Fermat—Reyes theorem (also
called Carathéodory definition of derivative) is the fol-
lowing.

Theorem 17 Let U C 'R" be a sharply open set,
let v = [vs] € "R, k € NU {+o0}, and let f €
rGCHl (U, "]ﬁ) be a *GC*\map generated by the net
of functions f, € C*T1(Qq, R). Then

(i) There exists a sharp neighborhood T of U x {0}
andamapr € ”ng (T, *R), called the generalized
incremental ratio of f along v, such that

VYx,h) e T: f(x+hv)= f(x)+h-r(x,h).

(ii) Anytwo generalized incremental ratios coincide on
a sharp nelghborhood of U x {0}, so that we can
use the notation 81)[x h] := r(x, h) if (x, h) are
sufficiently small.

(iii) We have a/ [x;0] = [afs (xg)]foreveryx e Uand

wecanthusdeﬁnedf(x) V= 31)(x) U[x;O],

so that % rgck (U, ”R).

Note that this result allows us to consider the partial
derivative of f with respect to an arbitrary generalized
vector v € "R which can be, e. g., near-standard or
mﬁmte Since any part1a1 derlvatlve of a GSF is still a
€*GC (U, *R) are

s1mp1y defined recursively.

As follows from Thm. 17.(i) and Thm. 12.(iv), the
concept of derivative defined using the Fermat—Reyes
theorem is compatible with the classical derivative
of Schwartz distributions via the embeddings (” from
Thm. 12. The following result follows from the analo-
gous properties for the nets of smooth functions defin-
ing f and g or directly from the Fermat—Reyes Thm. 17.

Theorem 18 Let U C * R" be an open subset in the
sharp topology, let v € "R" and f, g : U —> "R be
generalized smooth maps. Then
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(l) af+e ﬁ + 3_8
(i) 200 = U vy e ﬂ]ﬁ
(iii) 2O =4 oy f.
(iv) Foreachx e U, the map df(x).v:= af(x) e R
is *R-linear in v € "R".
(v) Let V C 'RY pe open subsets in the sharp topol-

ogyandh € "GC*®(V,U) be a generalized smooth
maps. Then for all x € V and all v € "R?

0 oh
(f 9GO oy —af (hx) . —(x)

d(f oh) (x) = df (h(x)) o dh(x).

3.5 Integral calculus using primitives

In this section, we inquire existence and uniqueness of
primitives F of a GSF f € "GC®([a, b], ”R). To this
end, we shall have to introduce the derivative F’(x) at
boundary points x € [a, b],i.e.suchthatx —a orb —x
is not invertible. Let us note explicitly, in fact, that the
Fermat-Reyes Theorem 17 is stated only for sharply
open domains.

The following result shows that every GSF can have
at most one primitive GSF up to an additive constant.

Theorem 19 Let X C R and let f € *GC®(X,’R)
be a generalized smooth function. Let a, b € ”I?K, with
a < b, such that (a,b) € X. If f'(x) =0 forall x €
int(a, b), then f is constant on (a,b). An analogous
statement holds if we take any other type of interval
(closed or half closed) instead of (a, b).

Remark 20 From the Fermat—-Reyes Thm. 17 and from
Thm. 19, it follows that the function i (x) := 1 if x &~
0 and i(x) := O otherwise cannot be a GSF on any
large neighborhood of x = 0. This example stems from
the property that different standard real numbers can
always be separated by infinitesimal balls.

At interior points x € [a, b] in the sharp topology,
the definition of derivative f® (x) follows from the
Fermat—Reyes Theorem 17. At boundary points, we
have the following

Theorem 21 Let a, b € “R witha < b, and f €
*GC*®([a, b], ”HNQ) be a generalized smooth function.
Then for all x € [a, b], the following limit exists in
the sharp topology

Jim P = rOm.
yeint([a,b])

Moreover, if the net f; € C*(Qe, R) defines f and
x = [xel, then f® (x) = [£ (xo)] and hence f© e
*GC*([a, b, "R).

We can now state existence and uniqueness of prim-
itives of GSF:

Theorem 22 LetkeNU{+oo}and f*GC¥([a, b], *R)
be defined in the interval [a, b]g’]ﬁ, where a < b.
Let ¢ € la,b). Then, there exists one and only one
generalized C¥* map F € 'GC* 1 ([a, b], *R) such
that F(c) = 0 and F'(x) = f(x) for all x € [a, D).
Moreover, if f is defined by the net f. € CK(R,R)
and ¢ = [c.], then F(x) = [ S fg(s)ds] for all
x = [x¢] € [a, b].

Definition 23 Under the assumptions of Theorem 22,
wedenoteby [ f:1= [ f£(s) dse’GC®([a, b], "R)
the unique generalized smooth function such that:

M [ =0

i (/) f>/(x) = 4 [* f(s)ds = f(x) forall x €
la, b].

To consider a generalization of this concept of inte-
gration to GSF in several variables and to more general
domains of integration M C 'RY, see [32].

Example 24 (i) Since R contains both infinitesimal
and infinite numbers, our notion of definite integral
also includes “improper integrals”. Lete.g. f(x) =
%forx € ’JH~£>0 anda = 1,b=dp~9,q > 0. Then

es= [ e
/ f(s)ds = / —ds
a 1 §

= [logp, 11 —log1 = —q logdp, (3.7
which is, of course, a positive infinite generalized
number. This apparently trivial result is closely
tied to the possibility to define GSF on arbitrary
domains, like F € "GC*®([a, b], "R) in Thm. 22
where b is an infinite number as in (3.7), which is
one of the key properties allowing one to get the
closure with respect to composition.

(i) If p,q € 'R, p < 0 < ¢ and both p and g are not
infinitesimal, then || g S()dt ~ 1.If p < —r and
q > s where r, s € R, then f; 8(t)dt = 1.

Theorem 25 Let f € *GC®°(X,*R) and g € "GC™®
(Y, /’H’i) be generalized smooth functions defined on
arbitrary domains in 'R, Let a, b e 'R witha < b
and [a,b] C X NY, then

@ Springer



20586

A. Bryzgalov et al.

D [, F+=JF+] ¢
(i) [Paf=x[0f vre’R
(i) [P f= [ f+ [ fforallcela,b]
(i) [y f=—J f
W) ) f = fb) - f@
wi) [ fg=1f-glb—f]f-&
(vii) If f(x) < g(x) for all x € la, b), then fabf <
.fab 8
Let f € *GC®(T,*R) and ¢ € "GC*°(S, T) be gener-
alized smooth functions defined on arbitrary domains
in’R. Leta, b € "R, with a < b, such that [a, b] C S,
p(a) < @(b) and [¢(a), p(b)] € T. Finally, assume
that ¢([a, b]) < [¢(a), ¢(b)]. Then
@(b)

b
f()de =/ Flo)]-¢'(s)ds.

p(a)

For integration of several variables GSF, see [32].

3.6 Classical theorems for GSF

It is natural to expect that several classical theorems of
differential and integral calculus can be extended from
the ordinary smooth case to the generalized smooth
framework. Once again, we underscore that these faith-
ful generalizations are possible because we do not have
a priori limitations in the evaluation f(x) for GSF.
We start from the intermediate value theorem.

Corollary 26 Let f € "GC®(X, *R) be a generalized
smooth function defined on the subset X C °R. Let a,
b € "R, with a < b, such that [a, b] C X. Assume that

f(a) < f(b). Then
Vye’R: fla)<y < f(b) = 3c€la,b]:

Using this theorem we can conclude that no GSF can
assume only a finite number of values which are com-
parable with respect to the relation < on any nontrivial
interval [a, b] € X, unless it is constant. For exam-
ple, this provides an alternative way of seeing that the
function i of Rem. 20 cannot be a generalized smooth
map.

We note that the solution ¢ € [a, b] of the previous
generalized smooth equation y = f(x) need not even
be continuous in ¢, see e.g. [32] for an explicit counter
example. This allows us to draw the following gen-
eral conclusion: if we consider generalized numbers as
solutions of smooth equations, then we are forced to
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y = f(o).

work on a non-totally ordered ring of scalars derived
from discontinuous (in €) representatives. To put it dif-
ferently: if we choose a ring of scalars with a total order
or continuous representatives, we will not be able to
solve every smooth equation, and the given ring can be
considered, in some sense, incomplete.

The next theorem deals with different version of the
mean value theorem

Theorem 27 Let f € "GC™ (X, 'RY) be a generalized
smooth function defined in the sharply open set X C
'R, Leta, b € "R" such that [a,b] € X. Then

(i) Ifn =d =1, then3c € [a,b] : f(b) — f(a) =
(b—a)- f'(o).

(i) If n = d = 1, then 3c € [a, b] f fdt =
(b—a)- f(o).

(iii) If d = 1, then Ac € [a,b] : f(b) — f(a) =
Vi) (b-a).

(iv) Leth :=b—a, then f(a+h)— f(a) = fol df(a+
t-h).hde.

Internal and bounded sets generated by a net of com-
pact sets serve as a substitute for compact subsets for
GSEF, as can be seen from the following extreme value
theorem:

Lemma 28 Let ) # K = [K.] C 'R be an internal
set generated by compact sets K. € R" such that K is
bounded, i.e. K € Bg(0) for some R € "I?K>o. Assume
thata : K — "Risa well-defined map given by
a(x) = [as(xe)] forall x € K, where a, : K. —> R
are continuous maps (e.g. a(x) = |x|). Then

dm,M € KVx € K : a(m) <a(x) <aoa(M).

Corollary 29 Let f € "GC™(X, *R) be a generalized
smooth function defined in the subset X C "R". Let
W+ K = [K¢] C X be as above, then

Im,MeKV¥xeK: f(m)< f(x) < f(M). (3.8

These results motivate the following

Definition 30 A subset K of "R" is called functionally
compact, denoted by K &¢ "R", if there exists a net
(K;) such that

(i) K =[K.] SR
(i) K is bounded,i.e. 3R € ”]Ii>o :
(iii) Vee I : K. € R"
If, in addition, K C U C *R" then we write K cEr U.
Any net (K,) such that [K.] = K is called a represen-
tative of K.

K < Br(0)
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We motivate the name functionally compact subset by
noting that on this type of subsets, GSF have properties
very similar to those that ordinary smooth functions
have on standard compact sets.

Remark 31 (i) By Thm. 5. (iii), any internal set K =
[K.] is closed in the sharp topology. Therefore,
functionally compact sets are sharply closed and
bounded subsets of “R". In particular, the open
interval (0,1) < R is not functionally compact
since it is not closed.

(i) If H € R" is a non-empty ordinary compact set,
then the internal set [ H] is functionally compact. In
particular, [0, 1] = [[0, 1]r] is functionally com-
pact.

(iii) The empty set ) = [ S R.

@iv) R" is not functionally compact since it is not
bounded.

(v) The set of finite points c(R) is not functionally com-
pactbecause the GSF f(x) = x does not satisfy the
conclusion (3.8) of Cor. 29.

We also underscore the following properties of func-
tionally compact sets.

Theorem 32 Let K € X C R", f e *GC*(X, RY).
Then K &7 R" implies f(K) & R

As a corollary of this theorem and Rem. (31).(ii)) we
get

Corollary 33 Ifa, b € Randa < b, then [a, b] € R.

Let us note thata, b € R can also be infinite numbers,
ega=dp N b=dpMora=—-dp N, b=dp™M
with M, N € N.y, so that e.g. [-dp~",dpM] D R.
Therefore, despite very similar properties shared by
functionally compact sets and classical compact sets,
the former can also be unbounded from the classical
point of view.

Finally, in the following result we consider the product
of functionally compact sets:

Theorem 34 Let K &f R" and H Ef RY, then K x
H &f R+ In particular, if a; < b; fori =1,
then [1;_,[ai, b;] CfR”

A theory of compactly supported GSF has been
developed in [29], and it closely resembles the classical
theory of LF-spaces of compactly supported smooth
functions. It establishes that for suitable functionally
compact subsets, the corresponding space of compactly
supported GSF contains all Schwartz distributions.

Note also that any interval [a, b] C * Rwithb—a e
R. 9, is functionally compact but not connected: in fact
if ¢ € (a, b), then both ¢ + D and [a, b] \ (¢ + Do)
are sharply open in [a, b]. Once again, this is a gen-
eral property in several non-Archimedean frameworks
(see e.g. [43,67]). On the other hand, as in the case of
functionally compact sets, GSF behave on intervals as
if they were connected, in the sense that both the inter-
mediate value theorem Cor. 26 and the extreme value
theorem Cor. 29 hold for them (therefore, f ([a, b]) =
[f(m), f(M)], where we used the notations from the
results just mentioned).

We close this section with generalizations of Tay-
lor’s theorem in various forms. In the following state-
ment, d* f(x) : "R% — *R is the k-th differen-
tial of the GSF f, viewed as an *R-multilinear map
PRI Lk R4 — p@, and we use the common
notation d" f@x) - h* = d fx)(h, ..., h). Clearly,
d* f (x) € ”QCOO(/’R””‘ ”R) For mu1t111near maps A :
RP — qu we set |A] 1= [|A¢]] € "R the gener-
alized number defined by the norms of the operators
Ay : RP — RY,

Theorem 35 Let f € "GC™(U, 'R) be a generalized
smooth function defined in the sharply open set U C

"RY. Leta, b *Re such that the line segment [a, b] C
U, and set h :== b — a. Then, for alln € N we have

(i) 3 € la.bl : fla+h) =Y L0 iy

dHSE et
(n+1)! :

(ii) fla+h = Y52 nl 4 %
0" d" f(a 4 th) - k! dr.

'fol(l _

Moreover, there exists some R € "R- such that

Vk € BR(O)EIE cla,a+k]l: fa+k)
n+1
Z d’f(a) WINAANIG RPN
(n+1)!

(n+ 1!
1
_ 1 / (1 —0)"d"" fla+tk) - k" dr ~0.
n! 0
(3.10)

Formulas (i) and (ii) correspond to a plain general-
ization of Taylor’s theorem for ordinary smooth func-
tions with Lagrange and integral remainder, respec-
tively. Dealing with GF, it is important to note that this
direct statement also includes the possibility that the
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differential d"*! f(&) may be infinite at some point.
For this reason, in (3.9) and (3.10), considering a
sufficiently small increment k, we get more classical
infinitesimal remainders d"*! £ (¢) - k"1 ~ 0.

The following definitions allow us to state Taylor
formulas in Peano and in infinitesimal form. The latter
has no remainder term thanks to the use of an equiv-
alence relation that permits the introduction of a lan-
guage of nilpotent infinitesimals, see e.g. [26,27] for
a similar formulation. For simplicity, we only present
the 1-dimentional case.

Definition 36 (i) Let U C "R be a sharp neighbor-
hood of 0 and P, Q : U — “R be maps defined
on U. Then we say that

Pw) =0(Qw)) asu — 0
if there exists a function R : U —> R such that

YueU: P(u)=Ru)- Q(u) and

where the limit is taken in the sharp topology.

(i) Let x, y € "R and k, j € R.o, then we write
x =; y if there exist representatives (x.), (y) of
X, y, respectively, such that

1
lxe — el = O(p¢ ). (.11

We will read x =; y as x is equal to y up to j-
th order infinitesimals. Finally, if k € N>, we set
Dyj = {x € "R | x¥*1 =; 0}, which is called the
set of k-th order infinitesimals for the equality =,

and

Deoj = {x e R | 3k € Nog : P =; 0}
which is called the set of infinitesimals for the
equality =;.

Of course, the reformulation of Def. 36 (i) for the
classical Landau’s little-oh is particularly suited to the
case of a ring like ”R, instead of a field. The intu-
itive interpretation of x =; y is that for particular
(e.g. physics-related) problems one is not interested in
distinguishing quantities whose difference |x — y| is
less than an infinitesimal of order j. In fact, if x =; y
We can write x; = yg +71, withr, — 0 of order at most

,og The idea behind takmg —in (3.11) is to obtain the
property that the greater the order j of the infinitesi-
mal error, the greater the difference |x — y| is allowed
to be. This is a typical property in rings with nilpo-
tent infinitesimals (see e.g. [26,43]). The set Dy; rep-
resents the neighborhood of infinitesimals of k-th order
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lim R(u) =0,
u—0

for the equality =;. Once again, the greater the order
k, the bigger is the neighborhood (see Theorem 37.(ix)

below). Note thatif x =; y, then x; = y. +o (p8a>

for all a € (0, 1/j]r. In particular, x; = y. + o (,08)
implies x —1 v, whereas x =1 y yields only x, =
Ve + 0( ) for all a € (0, 1]g. Fmally, note that

x =; yis equivalent to [x — y| < Cdp/ for some
C € Rz().

Theorem 37 Let f € "GC™(U, ”Hi) be a generalized
smooth function defined in the sharply open set U C
'R, Letx, 8 € 'R, with § > Oand[x —6,x+36] C U.
Letk, I, j € R.g. Then

(i) Vn e N: f(x+u) =, %u’ + o(u™)
asu — 0.

(ii) The definition of x =; y does not depend on the
representatives of x, y.

(iii) =; is an equivalence relation on 'R.

(iv) If x =j y andl > j, then x =, y. Therefore,
Dnj C Dy

(v) If x = y for all j € Ry g sufficiently small, then
x=y.

(vi) Ifx =j yandz =j wthenx +z=; y +w. If x
and z are finite, then x -z = y - w.

(vii) If x = y, f € "GC™([a, b], "R), x, y € [a, b],
and f'(c) is finite for all ¢ € [a, b), then f(x) = =;j
F).

(viii) Yh € Dyj : h = 0.

(ix) Dyj € Dyj C Deoj if m < k.

(x) Dyj is a subring of"]ﬁ. For all h € Dy; and all
finite x € ”]ﬁ, we have x - h € Dy;.

(xi) Letn € N.g and assume that j, k and f satisfy

Vze’RVEe[x—8,x+68]: 2=, 0
= z- f"TDE) =, 0. (3.12)
Then, we have
f(’)(x)

Yu € Dyj: f (x—i—u)—kz

(xii) Foralln € N5 there existe € R.q suchthate <
)
joand¥u € Dy, : f(x+u)=; Y ), f r!(x)ur'

We shall use the nilpotent Taylor formula (xii) in Sect. 5
for the deduction of the heat and wave equation for
GSF; we therefore note here that the index e depends
on the GSF f: in that case, we say that the nilpotent
Taylor formula of order n holds for f on Dy.. From
(iv) it hence follows that it also holds on D,,» for all
e <e.
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4 Differential equations: the Picard-Lindelof
theorem for ODE

As in the classical case, thanks to the extreme value
Lem. 28 and the properties of functionally compact
sets K, we can naturally define a topology on the space
/chk([(7 p@d):

Definition 38 Let K @fjf@” be a functionally com-

pact set such that K = K (so that partial derivatives
at boundary points can be defined as limits of partial
derivatives at interior points; such K are called solid
sets). Let/ € N<y and v € *GC*(K,*R?). Then

e Ui(mni)

)

lv]l; := max max ()8"‘vi(Mm~)
la|=t
1<i<d

)e”@,

where M,,;, m,; € K satisfy
Vx € K @ 9% (mpi) < 0% (x) < 9% (My;).

The following result permits us to calculate the (gen-
eralized) norm ||v||; using any net (v) that defines v.

Lemma 39 Under the assumptions of Def. 38, let
[K:] = K &7 "R" be any representative of K. Then
we have:

(i) If the net (ve) defines v, then |v|;

= | Max |¢|</ MaXxek, |8avé(x)‘ €’R;
1<i<d

(ii) |vll; = 0;

(iii) ||lvll; = 0ifand only if v =0;

(iv) Ve € Rt |lc - vl = le| - vlli;

(v) Forall u € "GC*(K,"RY), we have |u + v|; <
lwllz 4 llvlls and llu-vll; < ¢ - llull - il for some
c; € "Ryy.

Using these #R-valued norms, we can naturally define
a topology on the space "GC¥ (K, ’RY).

Definition 40 Let K < “R” be a solid set. Let [ €
Nep,u € "ng(K, ”Rd), r € "R, then

(i) Bl(u) := {v e GC (K, "R | v —ul; <r}
1) f U C ”ng(K, *RY), then we say that U is a
sharply open set if
Vu e U3l e Ny 3r € "Rog : Bl(w) C U.

One can easily prove that sharply open sets form
a sequentially Cauchy complete topology on rgck
(K, "RY), see e.g. [29,54].

The Banach fixed point theorem can be easily gen-
eralized to spaces of generalized continuous functions
with the sup-norm || — ||o (see Def. 38). As a conse-
quence, we have the following Picard-Lindelof theo-
rem for ODE in the *GC* setting, see also [23,54].

Theorem 41 Let ty € ”@, Yo € ”f&d, o, r € ”I?Rg>0. Let
F € GCK([tg — a, 19 + o] x B, (y0), "RY). Set M :=
F L = rF 5
el PO L= x| [0 F @) €
y=yol=r [y=yol=r

’R and assume that

a-M<r,

lim o"L" =0, “.1)

n——+0o

where the limit in (4.1) is clearly taken in the sharp
topology. Then there exists a unique solution y €
rGCk+1 ([to —a, ty + o, de) of the Cauchy problem

4.2)

Y1) = F(t,y())
y(t) = yo.

This solution is given by

y=lim_P"(yp)
n—+o0

t
P(y)®) :=yo +/ F(s,y(s))ds Vtelty—oa,tg+al,
o

and for all n € N satisfies ||y — P"(yo)llo =<
aM Y5 S and |y = yollo < r.

Finally, we have the following Gronwall-Bellman
inequality in integral form:

Theorem 42 Leta e”@w. Letu, a, bepgck([O, o], p]ﬁ)
and assume that ||ally -« < N - log (dpfl)for some
N € N. Assume that a(t) > 0 forall t € [0, «], and
that u(t) < b(t) + [y a(s)u(s)ds. Then

(i) Foreveryt € [0, o] we have
! 't
u(t) < b() +/ a(s)b(s)els 4 dr .
0

(ii) If b(t) < b(s) for all t < s, i.e. if b is non-
decreasing, then for every t € [0, «] we have

u(t) < b(t)elo a®ds,

Finally, the following theorem considers global
solutions of homogeneous linear ODE:

@ Springer



20590

A. Bryzgalov et al.

Theorem 43 (Solution of homogeneous linear ODE)
LetA € *GC™®([a, b, "R4*?), wherea, b € "R,a < b,
and ty € [a, b], yo € "R4. Assume that

t
/ A(s)ds
0]

where C € R.y. Tﬁen there exists one and only one
y € °GC*®([a, b], ’R?) such that

{y'(t) = A(t) - y(t) ift € la,b]

< —C -logdp Vt € [a,b], 4.3)

4.4
y(to) = Yo @5

Moreover, this y is given by y(t) = exp (fr:) A(s)ds) .
yo forallt € [a, b].

In general, the solution of a differential equation in a
non-Archimedean setting is defined on an infinitesimal
neighborhood of the initial condition. This is a general
fact of every non-Archimedean theory having at least
one positive and invertible infinitesimal /. If fact, the
Cauchy problem

S S
Y =TT 4.5)

y©0)=0

hassolution y(¢r) = —1+,/1 — % which is defined and

smooth only in the infinitesimal interval (—\/ﬁ , \/ﬁ).
Moreover, we have thatlim, _ , 7 y'(t) = 400 (in the
sharp topology) and this clearly shows that the solution
cannot be extended. However, very general sufficient
conditions to have non-infinitesimal domains can be
proved, considering e.g. the case where the right hand
side F in (4.2) is an ordinary smooth function, or when
we extend the theory of Picard iterations P” to an infi-
nite natural number n = [n.] € "I@, ne, € N, see [54].
We also finally state that a very general Picard-Lindelof
theorem can also be proved for PDE, see [18,33,34].

5 Formal deductions corresponding to informal
reasonings

In the previous sections, we reviewed GSF theory
and we hope we persuaded the reader that a mean-
ingful and sufficiently complete theory containing
infinitesimal and infinite numbers is possible. This non-
Archimedean theory does not require any background
in mathematical logic, has clear connections with the
usual standard calculus, is intuitively clear, but also
solves non trivial problems such as the possibility to
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consider generalized functions with infinite derivatives,
making non-linear operations on Schwartz distribu-
tions and sharing several results of ordinary smooth
functions.

Now, the framework of GSF theory allows one to
formalize several informal reasonings with the intu-
itive use of infinitesimal and infinite numbers we can
find in physics, engineering and even in mathematics.
The main goal is absolutely not the empty searching
for the mathematical rigour, but the learning of the true
rules of infinitesimal calculus instead of unclear foggy
explanations and, mainly, the flexibility to create new
and simpler mathematical models of real-world prob-
lems. As a trivial example, using the Taylor formula

. . L. e 2
with nilpotent infinitesimals Thm. 37, if Z—z € Dyj, we

can write (1.1) as 1/4/1 — v2/c2 =; 1+ % for all
J € R.( and Einstein calculations remain essentially
unchanged. In the next sections, we will see that this
method not only allows one to obtain a rigorous version
of the usual informal deductions of the heat and wave
equations, but that these same proofs show the validity
of these equations for GSF, opening new applications
for example to optics of different materials and geo-
physics.

A frequently underestimated consequence of seeing
generalized functions, e.g. any Schwartz distribution
T, as set-theoretical functions is that pointwise values
T (xo) are now always well-defined. Therefore, non-
linear boundary value problems are now conceivable
(see e.g. (4.2)), and this is a solution of a non trivial
drawback of Schwartz theory having important conse-
quences for mathematical modeling.

5.1 Derivation of the heat equation for GSF

In this section, we derive the heat equation in a sim-
ilar way to [27,80], with the difference that here we
extend the applicability to GSF and not only to smooth
functions. Let (¢1, €2, €3) denotes the standard basis
of R3, so that any vector a € *R3 is of the form
a=M-€ + A€+ A3-e3for i1, Ay, A3 e”@.ln
the following, a symbol of the form §y € * R intuitively
means that the infinitesimal increment §y is associated
to the variable y.

Let us consider a body B C 'R3 represented by a

solid set, i.e. B = é, so that values of GSF on the
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boundary of B can be computed as limits of values at
interior points. We consider the following GSF:

e 0:B— ”E& (mass density),
e ¢ : B — "R (heat capacity),
e k: B — “R (thermal conductivity coefficient).

Note that we do not make any assumptions on the
favoured directions of these functions on their domain
B. This assumption corresponds to the isotropy condi-
tion for B. The next GSF we need represents the tem-
perature of the body B at each point x € B and time
t € [0, 00) and is denoted by u : B x [0, 00) — 'R,
We choose an interior point x € B and an infinitesimal
volume V C *R3 of the form

V=V&88) =(ye R —6x <2(y—x)-¢
<6x; Vi=1,2,3}, (5.1)

where 8x; € *R.¢ and 8% := (8x1, 8x2, 8x3). Such
a set is said to be an infinitesimal parallelepiped if
dv 1= 8x1 - 8x2 - 8x3 =~ 0, that is, if the correspond-
ing volume is infinitesimal. Note that since x € 1§, we
have 3% € "R3, : V = V(x,%) C B, and hence
we can view V as the subbody of B corresponding to
the infinitesimal parallelepiped centered at x with sides
parallel to the coordinate axes. This subbody interacts
thermally with its complement CV := B\ V and with
external heat sources. In this type of deductions, the
physical part frequently consists, from the mathemati-
cal point of view, in physically meaningful definitions
or assumptions corresponding to physical principles
or constitutive relations. For example, we now recall
Fourier’s law, which states that during the infinitesimal
time interval 8¢ the heat Qcy vy flowing perpendicu-
larly to the surface of V defines the exchange between
V and CV, and this yields the following

Ocv,v == Qcv,v(x,t,6t,8x) (5.2)
3 - ou -
=6t - 8s; - | k Sh;) - — Sh;,t
; si [ (e -+ 8hi) - 5= (x o+ Shi. 1)
- u >
—k(x —6h;) - — (x — 6h;, t):| , (5.3)
Bx,-

where 8h; := ler' & € "R3 and 8s; := ], 6x; €
i- ) i€ o1 J#L TN

*R. Note explicitly that Qcy, v depends on x, ¢, 6t, 8x;.
The heat exchange of V due to thermal interactions with
external sources is given by the expression

Qext,v i= Qext,v(x,t,8t,8x) = F(x,t)-8v-8t(5.4)

where F(x,t) : B — PR is a GSF representing
the intensity of the thermal sources. The total heat is
Qcv.,v + QOext,v and it corresponds to the increment
u(x, t+48t)—u(x, t) of the temperature of V and hence
to an exchange of heat with the environment Qeny, v that
reads

Qenv,V = Qenv,V(xv t,8t,8x)
= [u(x,t+8t) —u(x,t)]-c(x)-o(x)-dv,
5.5)

= Qcv,v + Oext,v. (5.6)

We now want to apply the first order nilpotent Taylor
formula Thm. 37.(xii), at (5.2) and (5.5), i.e. at the
GSF k, gTMi(_’ t) and u(x, —). From (xii) and (iv) of
Thm. 37, if these formulas hold respectively on D/,
Dy, and Dz, then they also hold on D1, where e =
min(e’, ¢’, e, j). We choose our infinitesimals in such
a way that 8v - 8t € Dy, 8t - 8s; - (6x;)*> =; 0 and
(81)%8v = ; 0. Using these infinitesimals, second order
terms using nilpotent Taylor formula Thm. 37.(xi) in
(5.2) and (5.5) will not give a contribution if we use the
equality = ;. We will see later that infinitesimals 5t and
8x; satisfying all the needed conditions actually exist.
This allows us to rewrite (5.2) and (5.5) as follows

Qcv.y =j divlk - grad(u)](x, 1) - v - 8t, (5.7)

0
Qenvv = ¢(x) - 0(x) - a—i‘(x, 1) -8 - ot (5.8)

Note that the calculations with the nilpotent Taylor for-
mula to get (5.7) correspond to the divergence theorem.
From (5.7), (5.4) and (5.8) we therefore get that the

equality Qeny,v =; Qcv,v + Qex,v is equivalent to

c(x)-o(x) - Z;—L:(x, t)5tév
=; [div[k -grad(u)](x,t) + F(x, t)] §tév.  (5.9)

More precisely: (5.6) implies (5.9), and the latter
implies the former but with =; replacing =. The fol-
lowing theorem allows us to cancel the nilpotent factor
Stév in (5.9):

Theorem 44 Let x, r, s € ”]ﬁ, [x] > dp9, j € Rop.
Assume that x -1 =; x-sand 3 — g =: % > 0.
Thenr =i s. Vice versa, if r = s, and x is finite, then
X F = X-S.
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Proof Assume that x - r =; x -s. Then |[xr — xs| <

1 1
Cdp7,withC € Rxq.Then, |[r—s| = |x|~|r—s|~ﬁ <
X

1
C-dp/

dp?
For the second part of the conclusion, x finite means

x| < K € Rog, so that |r — s| < Cdp® implies
|xr—xs|§KCdp%. |

1—q L. 1 1
= C-dp/ 7 = Cdpk since ¢ = 5 —q.

This derivation is summed up in the following Lemma
which we just have proven.

Lemma 45 Let B C ”I§3, B = 1§, and consider the
GSFo,¢,k: B — PR u, F: B x [0,00) — PR.
Take a point (x,t) € B x [0, 00) and define V, Qcv,v,
Qext,v and Qeny.v as in (5.2), (5.4), (5.5), where the
infinitesimals 8t, §x; € "H§>o satisfy

v -8t € Dy, 81-8si - (8x)* =, 0, (80)%8v =0

1

1
Sv -8t > dp?, E:;—q, (5.10)

and where the first order nilpotent Taylor formula for k,

%(—, t) and u(x, —) holds in D1,. Then the following
are equivalent:

(i) Qenv,V =j QCV,V + Qext,Vy

(ii) c(x) - o(x) - Z—L;(x, t) =i divlk - grad(u)](x, t) +
F(x,1t).

Note that this result corresponds to the usual informal
derivation, but it is now stated as a formal theorem
where the use of nilpotent infinitesimals and the corre-
sponding Taylor formula is now precise.

The next natural steps thus concern the existence
of infinitesimals satisfying (5.10) and how to obtain
a true equality = in the final heat equation for GSF.
Conditions (5.10) hold if e.g. we choose §t = d,oi
and §x; = dp% (recall that e < j and note that these
infinitesimals depend on j); thereby, it easily follows

that we can take ¢ = ¢(j) = % and hence k =
k(j) =15j.
Finally, assume that Qeny,v(x,t,68t,6x) = Qcv.y

(x,t,8t,8x) + Qext,v(x,t,6t,6x) holds at (x, ) and
for all infinitesimals §¢, §x. Thereby (using simplified
notations)

Qenv,V =j QCV,V + Qext,V Vj € R>0- (5-11)

Lemma 45 yields the heat equation with equality up to
order k(j) = 15j. If we now let j — 0%, then also
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k(j) — 0% and hence Thm. 37.(v) proves the heat
equation with =.

Evenifitis true that the full equality = implies =)
in the heat equation, the opposite implication (i.e. that
(ii) above but with = instead of =, implies (i) above
with = instead of =;) cannot be proved simply by
reversing the previous steps because we would arrive at
(5.11) with infinitesimals §¢t = 8¢(j), 6x = 8x(j) sat-
isfying (5.10) that would depend on j: taking j — 0T
in (5.11) would not get anything meaningful because
8t(j), 8x(j) — 0.

The final result is then stated as follows:

Theorem 46 Let B C "@3, B = fa’, and con-
sider the GSF o, ¢, k : B — pR u, F : B x
[0,00) — PR. Take a point (x,1) € B x [0, c0)
and define 'V, Ocv,v, Qext,v and Qenv,v as in (5.2),
(5.4), (5.5). Finally assume that Qe v (X, t, 8t,6Xx) =
Qcv,v(x,t,8t,8%x)+Qexv(x,t,8t, 6x)holdsat (x, t)
and for all infinitesimals §t, 6x. Then

c(x)-o(x) - 2;—L;(x, t) = divlk - grad(u)](x,t) + F(x,t).
(5.12)

Moreover, if these conditions hold at all points x € B
zlen equation (5.12) holds on the entire B because B =

B.

5.2 Derivation of the wave equation for GSF

In this section, we derive the wave equation in a simi-
lar way to [27,80], with the difference that we extend
its applicability to GSF and not only to smooth func-
tions. Consider a string with given equilibrium position
located on an interval [a, b] C 'R fora,b € ”I@,a < b.
Let this string now make small transversal oscillations
around its equilibrium position. The position s; C 'R2
of the string is always represented by the graph of a
curve y : [a,b] x [0,00) — 'R2. Furthermore, we
set yxr 1= y(x,1), 85t := {yur € R2 | a < x < b}
for all ¢+ € [0, 00). The curve y is supposed to be
injective with respect to x € (a, b), i.e. yx;r # Vi
for all t+ € [0, +00) and all x1, xp € (a, b) such that
X1 # xo; therefore, the order relation on (a, b) implies
an order relation on the support s;. For all pairs of points
P = Vxpt-q = Vxyt € St 0N the string at time ¢, we can
define the subbodies [p := {yx/ | xp < x < b}, p] :=
{vxe la =x = xp}and [plg] := {yx | xp = x = x4}
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corresponding to the parts of the string after the point
p € s;, before the same point and between the points
P, q € s;. Clearly, every subbody of the form p] exerts
a force on every other subbody it is 1n contact with,
i.e. [plg] and p]. Moreover, the force F(A B) € 'R
exerted by the subbody A on the subbody B satisfies
the following equalities:

F(plql, p)) = F(lp, p (5.13)
F(lq. [plg]) = F(g, q1) (5.14)
F(pl, [plgl) = —Fplql, pD), (5.15)

for all pairs of points p,gq € s, andtimet € [0, oo). The
third equation (5.15) corresponds to the action-reaction
principle.

We can now define the tension 7 at the point yy; € $;
and time ¢ € [0, c0) as

T(x, 1) == F([Vxt> Yt ))- (5.16)

Consider now the infinitesimal subbody [x|x 4 dx] :=
[¥xt1Vx+sx.t] € s; located at time ¢ between the points
¥xt € 8y and yx4sx.: € 8¢, and defined by the first order
infinitesimal 6x € Dy, dx > 0. We have an action on
this infinitesimal subbody due to mass forces of linear
density G : [a, b] x [0, 00) — *R2 that allows us to
represent Newton’s law as follows:

82)/
p-8x - ETel = F(yx]. [x]x + 8x])

+F ([Vxtsnss [XIX +8x) +G -0-8x,  (5.17)

where o : [a, b] x [0, 00) — #R2 is the linear mass
density, and all functions, unless stated otherwise, are
evaluated at (x, 1) € (a, b) x [0, 00).

The contact forces appearing in Newton’s law are
caused by the interaction of the infinitesimal sub-
body with other contacting subbodies along the border
alx|x 4+ 8x] = {¥xrs Vxtox.i} S 'R2, Using now rela-
tions (5.14) and (5.15) with ¢ = yyxysx and p = yyy,
so that [p|q] = [x|x + x], we see by (5.17) that

9%y

0 8x - P —ﬁ([x|x + 8x]1, vxe])

+F ([Yetsrts Versea) + G - p - 8x. (5.18)

By (5.13), the definition of tension (5.16) and inserting
it in (5.18), we obtain

2

9
,OSX—J/:

atz _ﬁ([yxlv th])

= —
+ F([Vx+sx.t> Yetoxt]) + G - p-6x

:—T(x,t)+f(x+8x,t)+é-p-5x.
(5.19)

Note that, up to now, we have not used neither the small
oscillation nor the transversal oscillation hypothesis of
the force G. As for the latter, it can be introduced with
the assumption

G(x,t)-¢,=0 Vx,t, (5.20)

where (€1, ;) are the axial unit vectors. Letnow ¢ (x, t)
denote the non—oriented angle between the tangent unit

vector f(x, 1) =

(x t)‘ (a subsequent

assumption will guarantee that 7 always exists) at the
point yy; and the x-axis, i.e. the unique ¢(x,7) €
[0, 7] € ’R defined by

f(x,1) = cos(p(x, t))éy + sin(p(x, t))eés. (5.21)

Setting (y1, y2) = y for the two components of the
curve y, from this equality directly follows
% sing = % cos @
ox ax
The small oscillation hypothesis can then be formalized
with the assumption that this angle ¢(x, ) is a first
order infinitesimal (in the following Thm. 47, we will
assume a weaker assumption), i.e.

(5.22)

o(x,1) € Dyj Vx,1. (5.23)

This allows us to recreate the classical derivation in the
most faithful possible way. Furthermore, in the standard
proof of the wave equation, only curves of the specific
form y,; = (x,u(x,t)) are considered (this implies
that the tangent unit vector ?(x, t) always exists). The
Tayor-formula for nilpotent infinitesimals Thm. 37.(xi)
yields sin(p) =; ¢ € Dy and cos(¢) =; 1 (note
that assumption (3.12) holds for any j and k for both

d
sin(x) and cos(x)), and hence 8—3/2 =; ¢ from (5.22).
P

9 2
Therefore, <a—y2) =; 0 and the total length of the
X ;

string becomes

972 2
1+[—(x,t)} dx=jb—a Vie[0,00). (5.24)
ax

Following Hooke’s law, this allows us to assume that
the tension is of constant modulus 7 = |T (x, t)| that
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is neither depending on the position x nor on the time
t,1.e.

T,t) =T -1(x,t) Vx € (a, b)Vt € [0, 00). (5.25)

Note that, as a second part of the hypothesis about non-
transversal oscillations of the string, we have that the
tension T is parallel to the tangent vector. We then
project equation 5.19 to the y-axis and obtain

s 02u
pOoxX - 372
=—T -7(x,1) e+ T T(x+8x,0) 82+ G-&r-p-6x

= —T -sin(p(x, 1)) + T - sin(p(x +8x),t) + G - p - 8x

=T. [al(x +8x, 1) cos(p(x +6x,1)) — al(x, 1) cos(p(x, t))]
ax ax

(5.26)

+ Gy - p-éx, 5.27)
where G, = G -&, is the second component of G.Now,
assume that the first order Taylor formula for g—)’j (=, 1)
holds on Dy, with e < j, and take 6x € Dji,, §x >
dp? (e.g. 8x = d,oiJr%). Then, cos(¢(x + 8x,1)) =;
1 =; cos(p(x, 1) and 34 (x + 8x,1) — B(x, 1) =;
‘9 £ (x, 1)éx, and from (5.26) we hence get

2 02u
e =; Tﬁ(x, 1)éx + Go - p-dx.
We can now use the cancellation law Thm. 44 to cancel
out the §x obtaining

0%u 2y
PoT =k Tﬁ(x, 1)+ Gap,
for % = % —q.

Canwetake j — 0T (and hence k — 07)in (5.28)?
Actually no, because all this deduction depends on the
small oscillations assumption (5.23), and the only ¢ €
Dy forall jis ¢ = 0, i.e. the string is not oscillating at
all. In order to underscore that this classical deduction
of the wave equation leads to an approximate equality
only, we generalize the previous proof in the following

p.8x.

(5.28)

Theorem 47 Leta, b € ”R witha < b, Y [a b] X
[0,00) — “R2 p : [a,b] x [0,00) - 'R, G, T :
la, b] x [0, c0) — ”Rz be GSE, and let T € 'R be an
invertible generalized number such that both T and }
are finite. Suppose that y (x, t) = (x, u(x, t)) forall x,
t, and let {(x, t) be the unit tangent vector to y . Assume
that at least an approximate version of Hooke’s law and
the second Newton’s law
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T(x,0)=; T -1(x,1), (Hooke)

92 - - =
,0~8x~?;/(x,t)=T(x+8x,t)7T(x,t)+G~p-8x,

(I Newton)

hold for every point (x,t) € (a, b) x [0, 00) and for
an infinitesimal 8x = dp? such that 5x € Di,, where
the first order Taylor formula for g—)’:(—, t) holds on
D1, and e < j. Finally, let p(x, t) be the non-ordered
angle between 1(x, t) and the x-axis, and suppose that

8—¢(x, t) > dp?, p(x,t) < % Then we have:
X

0%u 8214
(i) If . 1) g (1) = T+ =5 (6, ) 4+ Galx, 1)

p(x, 1), then cos ((p(x, 1)) =5 1, where % =
P —2q. )

(ii) If cos3(@(x. 1)) =; 1, then p(x.1) - 2—'2‘(x,z) =

32
T2 500+ Gae, 1) p(x, 1) where | =~
X

1
J

For example, the assumption of (ii) holds if ¢ (x, ¢) €
Dy ; and (k+1)] = j.Finally,if o(x, t) € D3; forall x,
t, and b — a is finite, then length(y (—, 1)) =2; b — a.

Proof Asusual, if the arguments of a function are miss-
ing, we mean they are evaluated at (x, 7).

(i): Projecting (IT Newton) on ¢, and using (Hooke) and
(5.21) we get

8214
,o8x = T sin(p(x + 6x,1)) — T sin(p(x, 1))

+Gopdx.
Therefore, the assumption of (i) implies

T sin(p(x + 6x,1)) — T sin(p(x, t)) + Gopdx
9%u
=j Tm(sx —+ GQ,O(SX.

Since §x € Dy, and e < j, we can use the first order
Taylor formula with g—ﬁ;(—, t) to get

T sin(p(x +6x, 1)) — T sin(p(x, 1)) + Gopdx =;
ad ad
Tox —M(x +6x,t) — —u(x, )|+ Grpéx.
ax ax
Multiply by % (which is finite, see Thm. 44) and use
(5.22) considering that ¢(x, t) < % to obtain

[sin(p(x + 8x, 1)) — sin(p(x, 1))]
dx =; [tan(p(x + 6x, 1)) — tan(p(x, 1))] ox.
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Using the cancellation law Thm. 44 with % = } -q,
this yields
sin(p(x + 8x, 1)) — sin(p(x, 1))
=y tan(p(x + éx,t)) —tan(p(x, 1)).
We can use the first order Taylor formula Thm. 37.(xi)
both with sin(¢(—, 7)) and tan(p(—, t)) because e < j

and hence 6x € D1, € Dyj; € Dy (note that the

derivatives of these functions are always finite because
p(x, 1) < %)
1 g

x .
cos2(p) 0x

a
éx - cos(gp) - % = 6
ax

Simplifying by §x - 32 > dp9*P, we obtain cos(¢) =
m,where% :=%—p—q :%—p—Zq.Sinee
cos2(¢) is finite, using Thm. 44 we obtain the conclu-
sion.

(i1): It suffices to invert all the previous steps starting
from cos3(¢) = j 1 and considering that we always
have to multiply by finite numbers. Only in the last
step we need to simplify by dx and hence we switch
from =; to =.

From Taylor formula with Peano remainder "ghm.
(1-% +00") =
1 — 302 + 0(@®). If ¢ € Dyj, then |pFt!] <
Cd,o% and hence ¢? < Cdpﬁ = Cd,o% and
|cos3(¢) — 1| = %(pz + 0((p3)| < C_‘dp-%. Note that
this property includes the classical case ¢ € D1}, but

alsoe.g. ¢ € Dyj_11.
Finally, assume that ¢ (x, t) € D3; forall x, . From

37.(i) we have cos’(¢p) =

Taylor formulasin(¢) =; w—%} and cos(p) =; l—‘%z.
Therefore, (5.22) yields ¢ — ")—63 =;j g—z (1 — ‘%2)
Taking the square and considering that ¢* = i 0,
this implies > = j (%)2 (1 — (pz). Multiplying both
sides by 1 4+ ¢2 and using again that ¢* =; 0 we
obtain (g—z)z (x,1) =; ¢>(x, 1) for all x, . The mean
value theorem Thm. 27.(ii) and Thm. 37.(vii) yield

length(y (—, 1) = 1+ (%) (c,0) - (b — a) =;
V1492, t) - (b — a) for some ¢ € [a,b]. The

Taylor formula with Peano remainder applied to the
function +/1 + x gives length(y (—,1)) =; b —a +
l%gpz(c, t) + o(¢), which implies the conclusion

1
because b%“ ©*(c,t) < Cdp?i. O

This theorem suggests the following comments and
potential applications:

(i) It highlights that the wave equation is intrinsically
approximated because it implies cos®(¢) =; I,
which is necessarily only an approximated relation.

(ii) Itis formulated as a general mathematical theorem
depending on two assumptions corresponding to
physical laws.

(iii) In our deduction, we do not conclude by “magi-
cally” transforming approximate equalities 2~ into
true equalities = or neglecting little-oh terms
despite keeping true equalities.

(iv) The validity of the wave equation for GSF can find
possible applications in geophysics. In seismology,
we have for example elastodynamical oscillations
after earthquakes or simply the elastodynamical
properties of materials that have a rapid change in
density like the seabed or earth’s crust. This leads to
the seismological base equations of elastodynamics
with a special case being the isotropic wave equa-
tion where the setting of GSF could be used to treat
the special case with non-smooth coefficients. A
motivation for this topic can be found in [6,9].

(v) Other potential applications can also be considered
in global seismology, where one is dealing with
seismic wave propagation. In fact, hyberbolic PDE
in global seismology do have generalized func-
tions as coefficients, together with a singular struc-
ture created by geological and physical processes.
These processes are supposed to behave in a fractal
way. In the so-called seismic transmission prob-
lem, we want to diagonalize a first order system of
PDE and then transform it to the second order wave
equation. This requires us to differentiate the coef-
ficients, which means that even though the origi-
nal model medium varies continuously, coefficients
that are (highly) discontinuous will naturally appear
in this procedure. A possible way to deal with this
is to embed the fractal coefficients into GSF or in a
Colombeau algebra. See e.g. [37].

(vi) We can finally think at using GSF in mathematical
general relativity, where one considers wave equa-
tions on Lorentzian manifolds with non-smooth
metric, i.e. non-smooth coefficients in the corre-
sponding wave equation, see for example [38].
Colombeau generalized functions is already a tool
used to prove local well-posedness of the wave
equation in space times that are of conical type.
Cosmic strings are e.g. objects that can be treated
within this theory. There has even been a general-
ization of this result to a class of locally bounded
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space-times with discussion of a static case and an
extension to non-scalar equations. Similar applica-
tions can hence be considered using GSF, because
of their better properties with respect to Colombeau
theory.

6 Examples of applications
Nature is made up of different bodies, having bound-

aries and frequently interacting in a non-smooth way.
Even the simple motion of an elastic bouncing ball

seems to be more easily modeled using non-differentiable

functions than classical C? ones, at least if we are not
interested to model the non-trivial behavior at the col-
lision times. Therefore, the motivation to introduce a
suitable kind of generalized functions formalism in a
mathematical model is clear, and this would undoubt-
edly be of an applicable advantage, since many rel-
evant systems are described by singular mathemati-
cal objects: non-smooth constraints, collisions between
two or more bodies, motion in different or in granular
media, discontinuous propagation of rays of light, even
turning on the switch of an electrical circuit, to name but
afew, and only in the framework of classical physics. In
this section we show several applications of the theory
of GSF we reviewed above.

We will not consider mathematical models of singu-
lar dynamical systems at the times when singularities
occur. Indeed, this would clearly require new physical
ideas, e.g. in order to consider the nonlinear behav-
ior of objects or materials for the entire duration of
the singularity. Like in every mathematical model, the
correct point of view concerns J. von Neumann’s rea-
sonably wide area of applicability of a mathematical
model, i.e. the range of phenomena where our model
is expected to work (see [81, pag. 492]). Therefore,
it is not epistemologically correct to use the theory
described in the present article to deduce a physical
property of our modeled systems when a singular-
ity occurs. Stating it with a language typically used
in physics, we consider physical systems where the
duration of the singularity is negligible with respect to
the durations of the other phenomena that take place
in the system. Mathematically, this means to consider
as infinitesimal the duration of the singularities. As a
consequence, several quantities changing during this
infinitesimal interval of time have infinite derivatives.
We can hence paraphrase the latter sentence saying
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that the amplitude (of the derivatives) of these phys-
ical quantities is much larger than all the other (finite)
quantities we can estimate in the system. However,
this is a logical consequence of our lacking of inter-
est to include in our mathematical model what hap-
pens during the singularity, constructing at the same
time a beautiful and sufficiently powerful mathematical
model, and not because these quantities really become
infinite. Thereby, it is not epistemologically correct to
state that, e.g., if a speed is infinite at some singularity,
this means that we must use relativity theory: on the
contrary, relativity theory is exactly a modeling setting
where infinite speeds are impossible!

On the other hand, the aforementioned “wide area”
is now able to include in a single equation the dynam-
ical properties of our modeled systems, without being
forced to subdivide into cases of the type “before/after
the occurrence of each singularity”. Which can be con-
sidered as not reasonable in several cases, e.g. in the
motion of a particle in a granular medium or of a ray
of light in an optical fiber.

Finally, note that remaining far from the singularity
(from the point of view of the physical interpretation),
is what allow us to state that in several cases this kind
of models are already experimentally validated.

Moreover, the applications we are going to present
always end up with an ODE. Existence and unique-
ness of the solution is therefore guaranteed by Thm. 41.
Clearly, if an explicit analytic solution is possible, this
is preferable, but this is a rare event, and frequently
we have to opt for a numerical solution, usually simply
solving the corresponding e-wise ODE, for several val-
ues of sufficiently small e. This mean that we are con-
sidering numerical solutions of our differential equa-
tions as empirical laboratories helping us to guess suit-
able properties and hence conjecture on the solutions.
In principle, these properties must be justified by cor-
responding theorems. From this point of view, the fact
that GSF share with ordinary smooth functions a lot of
classical theorems (such as the intermediate value, the
extreme value, the mean value, Taylor theorems, etc.)
is usually of great help. For example, pictures of Heav-
iside’s function and Dirac’s delta in Fig. 1 are clearly
obtained in the same way by numerical methods, but
their properties can be fully justified by suitable theo-
rems, see e.g2. Rem. 13.(i) and (ii) or Example 15.

Finally, we already saw in Sect. 3.2 that if p is a
1-dimensional Colombeau mollifier, and § is the (-
embedding of the Dirac delta, then 6(x) = bu(bx)
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for all x € "R. Thereby, the Heaviside function is
Hx) = [F6@dr = [ u()dr, for all x € "R
and all ¢ € “R sufficiently far from 0, i.e. such that
¢ < r < 0for some r € R_g. If the oscillations in
an infinitesimal neighborhood of 0 shown in Fig. 1
have no modelling meaning, one can easily imple-
ment e.g. a non-decreasing Heaviside-like function by
smoothly interpolating the constant functions y = 0
and y = 1 in the intervals (—o00, a.]r and [bg, +00)R,
where a = [a;] < 0 < b = [b,] are chosen depending
on the model requirements.

By looking at the examples of this section, some
readers may argue that it is already know how to solve
these problems the classical way. However, we can
reply as follows:

(i) No other mathematical theory of GF allows one to
write non linear operations such as those presented
in the following, e.g. see (6.1), (6.9), the general
Euler—Lagrange equation (6.4) without limitations
thanks to the closure with respect to composition,
i.e. Thm. 14.

(ii) If one thinks that treating informally GF suffices for
applications, the formal calculations starting from
H - H = H and arriving at § = 0 we presented in
Sect. 1 are an embarrassing drawback that needs a
clear solution.

(iii)) We already tried to convince the reader that the
natural idea to insert a new parameter ¢ € (0, 1],
regularizing the singularities and then taking ¢ —
0T sometimes does not work because the limit may
not exist in the class of smooth functions.

(iv) The lacking of an intuitively clear theory of
infinitesimal and infinite quantities represents a
missing useful language to construct simple mod-
els, as clearly stated by V.I. Arnol’d in [2], see also
Sect. 1. This has also clear disadvantages in teach-
ing.

(v) GSF theory allows us to treat GF as if they were
smooth with a lot of shared properties and results.
A consequence of this is the possibility to recognize
rigorous and clear deduction starting from informal
ones and discovering their real range of applica-
tions, frequently including new GF, see Sect. 5 for
examples in this direction.

(vi) The literature recognizes that dealing with non-
differentiable Lagrangians in optics as if they were
smooth, see e.g. [82], leads to a theory with a lot of
incorrect steps, see Sect. 6.4.

(vii) Also the authors of [11] recognize that their justifi-

cations of several steps in the treatment of finite and
infinite step potential in QM is not completely clear
and better mathematical deductions are needed, see
Sect. 6.5.

(viii) The lacking of infinitesimal and infinite quanti-

ties in the understanding of Heisenberg uncertainty
principle, see Sect. 6.6, allows one to understand
this principle only at an intuitive level, and this can
be surely judged as a drawback.

Summarizing these motivations, we can say that GSF
theory justifies the use of several informal calculations
with GF and non-smooth functions, and infinitesimal
or infinite quantities, or to understand the behaviour
of solution near singularities. This is already a positive
feature because it justifies the freedom of applied math-
ematicians, physicists and engineers in this kind of cal-
culations. It also opens the possibility to learn arigorous
mathematical theory of these notions, and this proved
to be useful in several fields when the foundational
problems are particularly insidious, like in QM, contin-
uum mechanics, thermodynamics, medicine, biology,
information science, economics, social sciences, and
urban studies, to name but a few. It is clear that when
problems get deceitful, models based on a strong the-
ory reduce uncertain steps and allow to acquire a more
secure knowledge.

6.1 Singular variable length pendulum

As a first example, we want to study the dynamics of a
pendulum with singularly variable length, e.g. because
it is wrapping on a parallelepiped (see Fig. 3; see [57]
for a similar but non-singular case, and [63] for a sim-
ilar problem of jumps in the Lagrangian, but without
the explicit use of infinitesimals and generalized func-
tions).

The pendulum length function is therefore A(0) =
H@y — 0)L; + Ly, where H is the (embedding of
the) Heaviside function. We always assume that L,
L, € ”@>0 are finite and non-infinitesimal numbers.
From this it follows that forall 6, H (6p—0) > d"[—lh ~

—f—? and hence that also A(0) > dp is invertible. The
kinetic energy is given by:

N B,
T@0,0)= Emé A9)”. (6.1)
The potential energy (the zero level being the suspen-

sion point of the pendulum) is:
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Ly

Fig. 3 Oscillations of a pendulum wrapping on a parallelepiped

U@)=—-—mgA(B)cosd —mg(l — H(y—0))L1cosby.
(6.2)

Let us define the Lagrangian L for this problem as

L,0):=T®,0)—U®). (6.3)

The equation of motion is assumed to satisfy the Euler—
Lagrange equation, see also [24], and can be written as:

oL doL

— = ——. 6.4
00 dr 36 e
Thereby
d oL dao /1 . 2
dt 99  dr oo \2
d

=< <méA(e)2) — mA©)20 + 2mOAB)A©),
(6.5)
where A(@) = d—?A(@ (1)). From (6.2), the left side of
the Euler-Lagrange equation (6.4) reduces to
JL _ oT n a(=U)
30 00 00
=mO>AO)A'(0) + mgA'(B) (cos b — cos Bp)
—mgA(0)sin6, (6.6)

where
d
A(0) = 0 (H(Bp —0)L1 + Lz) = —8(6p — O) L1,
6.7)

and § is the Dirac delta function. We then obtain the
following equation of motion:

m6>AO)A'(0) + mgA'(0) (cos® — cos bp)
—mgA(0)sin® = mA(0)*6 + 2mOA(O)A(016.8)

@ Springer

Taking into account that A(G) = A (9)9, we finally
obtain the equation of motion for the variable length
pendulum:

. A® A
9+6L— ©) (cos 6 — cosbp) + &

A0)  Sen0)2 A@) o =0

(6.9)

Note in (6.9) the nonlinear operations on the Schwartz
distribution A, on the GSF 6 and the composition
t — A(6(t)). Before showing the numerical solution
of (6.9), let us consider the simplest case of the dynam-
ics far from the singularity and that of small oscilla-
tions. The former, as we mentioned above, is the only
physically meaningful one.

6.1.1 Description far from singularity and small
oscillations

For simplicity, let us consider the simplest case 6y = 0.
Furthermore, we consider that the pendulum is initially
at rest and starts its movement at t; € “R. The initial
conditions we use are hence:
{e(m =0,

. 6.10
0(t1) =0, (.10

with 01 < 0. Assuming that at some time 73 € 'R we
have 0(#3) > 0, by the intermediate value theorem for
GSEF, there existst, € * R where we have the singularity,
i.e. 8(r2) = 0 and the length of the pendulum smoothly
(in the sharp topology) changes from L+ L; to L after
the rope touches the parallelepiped. This change hap-
pens in an infinitesimal interval, because by contradic-
tion it is possible to prove thatif A(0) € (Lo, L1+ L»),
then 6] < k,g—ép ~ 0.

Definition 48 Letx, y € 'R. We say that x is far from
y if |[x — y| > dp“ for all @ € R . More generally,
we say that x is far from y with respect to the class of
infinitesimals T C "R, if |x — y| > i forall i € T.

For example, if [x| > r for some r € R. ¢, then x is far
from 0, but also the infinitesimal number x = m
(k € R.o) is far from 0; similarly, the infinitesimal
x = if far from O with respect to all the
infinitesimals of the type m for h € R..

If 6 is far from 0 and » > dp™%, a € R.y, then
1b6| > dp=?|6| > dp~?%/2 > 1. Therefore, H(—0) €
{0, 1} and hence A (6(z)) = 0. Equation (6.9) becomes

—1
kloglogdp
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0+ ﬁsin@(r) =0 ifo@r) <0,
é’+f—25in9(t)=0 if(r) > 0.
(6.11)

O(1) is far from 0 =

If we assume that 0(r;) = 6; < 0 and 6(¢3) > O are far
from 0, the sharp continuity of 6 yields the existence
of 81, 83 € “R- ¢ such that

vVt € [t1,t1 +681) U (t3 — 63, 13] = 6(¢) is far from O
Vtel[t,1+61): 6() <0

Vt € (13 —63,13]: 0(t) >0 (6.12)
(and hence t» ¢ [t1,t; 4+ 81) U (&3 — 83, 13] because
0(t2) = 0). Assuming that #1, #3 are far from #,, without
loss of generality we can also assume to have taken §;
so small that also #; 4+ §; and 73 — &3 are far from #>.

We now employ the non Archimedean framework
of *R in order to formally consider small oscillations,
i.e. 01 ~ 0. We first note that we cannot only assume
01 infinitesimal, because if 0; is not far from O then our
solution will not be physically meaningful. However,
we already have seen that we can take 61 far from 0
and infinitesimal at the same time, e.g. 6] = l();_(lip' In
other words, 60 is a “large” infinitesimal with respect
to all the infinitesimals of the form dp“. Let 91, 93 be
the solution of the linearized problems

li/‘l + ﬁﬁl =0,
vi(t1) =0, %1(t) =61

nH<t<ti+34
1 =1t <t +01 6.13)

3—03<t<n3

8
V I and

93(t) = 0(13) cos (' (13 — 1)) — 2B sin (o (13 — 1)),
o = /Liz. We want to show that 0 (1) ~ ¥;(¢) at least

in an infinitesimal neighborhood of #; and 3 exactly
because #; ~ 0. For simplicity, we proceed only for 1,
the other case being similar. For any ¢ € [#1, t] + 1),
we have that 6(¢t) < 0 is far from O from (6.12), and
hence 6 + %7 sin6(s) = 0 from (6.11). Recalling
the initial conditions, we obtain

t1+h
sinf(s)ds Vh € (0, ;).

d3+ £03=0,
D1(t3) = 0(13), D1(t3) = 0(13),

ie. 0 () = O1cos(w(t —t1)), w =

Ot +h) —6) = —a)Z/

1
Similarly, integrating (6.13), we get

t1+h

(L +h) -6 = —a)2/ D(s)ds Vh € (0,8)).

1

Using Taylor Thm. 35 at #; with increment % of these
integral GSF, we obtain

Oty +h) =9ty +h)
= —w? {sin@l — 0y + hcos6y - 6(t)) — hiy (17) +h2R(h)} -

=—u? {sin@l -0 +h2R(h)} )

where R(—) is a suitable GSE. Thereby, 0(t; + h) —
O (t +h) ~ —w?h>R(h) ~ 0 forall h ~ 0 sufficiently
small because sin §; ~ 6; since 61 ~ 0.

Since eacht € [t1, 11 + 1) U (13 — 83, 13] is far from
12, we can also formally join the two solutions ¢; using
the Heaviside’s function:

0(1) = 01(t) + H(ra — 1) (93(1) — 91(1))

Vi et ti +h) Ut — h, t]. (6.14)

For the epistemological motivations previously stated,
this infinitesimal approximation cannot be extended to
a neighborhood of #,.

We close this section noting that all these deductions
can be repeated using any GSF H € "GC™ ('R, "R)
satisfying for all x far from zero H(x) = lifx > 0
and H(x) =0ifx < 0.

6.1.2 Numerical Solution

The numerical solution of equation (6.9) has been com-
puted using Mathematica Solver NDSolve (see [71]).
Initial conditions we used are:

{9(0) — 0 rad,

. 6.15
6(0) = 1 rad/s. ( )

The graph of 6(¢), and its derivative 6(1), based on the
Mathematica definitions of H(x) and §(x) (see [72])
are shown in Fig. 4.

In Fig.5, we show the second derivative graph.
Directly from (6.9) and (6.7) we can prove that when
0(t) = 6y, é(t) is an infinite number and hence é(t)
has a corner point. Because of the classical Mathemat-
ica implementation of H and § we can say that these
graphs represent the solution far from the singularities.

6.2 Oscillations damped by two media
The second example concerns oscillations of a pendu-

lum in the interface of two media. Since we are not
interested at the dynamics occurring at singular times
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1.0
0.5

-0.5
-1.0
-1.5
-2.0

Fig. 4 8 times re-scaled solution (red line) in radians and its
derivative in rad/s (at @ = 6y = 7 /40 rad we can see a corner
point). Parametersused: L} = 0.4 m,L; =0.2m,g =9.8 m/s2

4

Fig. 5 8 times re-scaled solution in radians (red line) and its
second derivative in rad/s?

(i.e. at the changing of the medium), this can be con-
sidered only a toy model approximating the case of a
very small but sufficiently heavy moving particle.

We hence want to model the system employing a
“jump” in the damping coefficient 8, i.e. a finite change
occurring in an infinitesimal interval of time, see Fig. 6.
Since the frictional forces acting in this case are not

Fig. 6 Simple pendulum moving in two media
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WVS

-0.1

0.2 Mo

Fig.7 Solution 6 of (6.22) (blue line). For comparison, the violet
line is the case B = const. = ;. Used parameters: 81 = 0.0064
(air), B2 = 0.3859 (water), 6p = n/40rad, A = 0.6m, g =
9.8 m/s?

conservative, it is well-known that the Euler—Lagrange
equations cannot be assumed to describe the dynam-
ics of the system and we have to use the D’ Alembert
principle, see [24] for details.

The kinetic energy is given by:

. 1 .
T®) = EmezAz, (6.16)

and the potential energy (the zero level is the suspension
point of the pendulum) is:

U@®) =—mgAcosb. (6.17)

In case of fluid resistance proportional to the velocity,
we can introduce the generalized forces Q as:

00) = —rA%, (6.18)

where r is a proportional coefficient depending on the
media. Let’s define the Lagrangian L as

L(O,0):=T©®)—U®). (6.19)

We hence assume that the equation of motion for this
non-conservative system is given by the D’ Alembert’s
principle, i.e.
doL JL
drog 96
Inserting (6.16), (6.17) and (6.18) into (6.20) we obtain
the following equation of motion:

mA26 + mgA sinf = —rA%.

(6.20)

6.21)

By introducing the damping coefficient B(0) :=
r(0)/(2m) (we clearly assume that the mass m € "R >
0 1is invertible) we obtain the classical form of the equa-
tion of motion for damped oscillations:

gsiné
A

6 +2B8(6)0 + =0. (6.22)
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1.0

0.5

-0.5

-1.0

0.06 0.07 0.08 0.09 0.10 0.11

Fig. 8 First derivative 6 of the solution of (6.22) (red line). The case with B = const = B is also shown for comparison (blue line).
Note the corner points at the singular moments, for example at # = 0.083 s (scaled in the right figure)

o B)

1.0 1.

Fig. 9 Second derivative 6 of the solution of (6.22) (red line).
The case with B = const = B is also shown for comparison
(blue line). Note the “jumps” at the singular moments, for exam-

If the pendulum crosses the boundary between two
media with damping coefficients 8; and B;, we can
model the system using the Heaviside function H:

BO) = B1+ (H(O + 6o) — H(O — o)) (B2 — B1),
(6.23)

where & = £y are the angles at which we have the
changing of the medium (singularities).

The numerical solution of (6.22) with 8 defined by
(6.23) and initial conditions (6.15) is presented in Fig. 7
(see also Fig. 8 and Fig. 9). The numerical solution has
been computed using Mathematica Solver NDSolve,
but with an implementation of the Heaviside’s func-
tion H corresponding to Thm. 12, i.e. as represented in
Fig. 1.

We also include the graphs of the angular frequency
6 (which shows corner points) and of the angular accel-

, o, P

2
ﬁ Ls
\ o, 20 /25 30

0.06 0.07 0.08 0.09 0.10 0.11

ple at t = 0.083 s (scaled in the right figure). The infinitesimal
oscillations are caused by the embedding as GSF of the Heaviside
function

eration @ (which shows “jumps”, i.e. infinite derivatives
at singular times, as we can directly see from (6.22) and
(6.23)).

6.3 Non linear strain—stress model

In this section, we want to show how to construct a
mathematical model starting from an empirical func-
tion (the strain—stress relation for a steel sample) and
representing it as a GSF. Starting from Newton’s sec-
ond law, we hence arrive at a single nonlinear equation
describing the behaviour of the steel sample. Since the
empirical function is not differentiable at the end of the
linear part, the use of GSF is therefore essential.

The strain—stress curve we consider is shown in
Fig. 10.
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Fig. 10 Strain—stress
empirical model of the steel
(see [62]) =]
400 =
300 —
"
0
8
b
200 =
100 —
Elastic limit

Ultimate tensile strength

Kk Fracture point

V]

We recall that stress can be defined as o = S—FO, where

F is the force applied to the sample, and Sy is the ini-
tial cross-section of the cylindrical sample. The strain
¢ is usually introduced as ¢ = LZOLO, where L is
the unstressed length and L is the length after force
application. In order to reproduce the experimental
dependence of Fig. 10 we considered the parameters
d = 0.37 mm for the diameter of the steel cilinder, and
Lo = 2.2m for the unstressed length of the sample.
Thus, during the elastic behaviour (linear part) we have
a Young’s modulus £ = % = 2.13 - 10'! Pa, a stiff-
ness k = % = 10423 % and hence the magnitude
of the linear part of the force is given by Fj(x) = kx.
For the nonlinear part of the empirical law, we use the
Mathematica built-in function NonlinearModelFit, see
[73].

The result is shown in Fig. 11.

The resulting expression is

Fh(x) = aj exp(azx) + a3 cos(asx) + asx
+aﬁx2 + a7x3 + a8x4 + a9x5
+aiox® +anx’, (6.24)
where the coefficients a; are given in Table 1.
Using the Heaviside function, we can hence write
the force F acting on the steel sample as

F(x) = —Fi(x) — (Fa(x) — Fi(x))H (x — xo), (6.25)

and it is represented in Fig. 12. Note that the negative
sign is due to the fact that the force is directed opposite
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70.05 0.10 0.15 0.20

Fig. 11 Non-linear part modelling of the strain—stress curve
using the NonlinearModelFit. The dots are values extracted from
the original data

Table 1 Coefficients used in non-linear part F, of the force

ar =15-10° as =-9.9-10* a9 =—1.8-10°
ar =39 ag = 2.8-10° ajp =4.8-10°
a3z =3.0 a7 = —44-107 ap = —5.1-10°
as =1.0-102 ag =3.8-108

to the elongation of the sample; moreover, xo = 0.033
according to Fig. 12. Thus, the position x of the steel
sample satisfies the differential equation

. Fx)
X — =
m

0. (6.26)
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4OOStress, MPa \
300
200
100
Strain

Fig. 12

0.20
0.15

0.10

0.05 0.10 0.15 0.20

Recomputed strain—stress model

x,m

0.05
|

/

0.005 0.0 0.01 020 0.025
1,8

-0.05

Fig. 13 The solution x () of equation (6.26) with initial condi-
tions x(0) = 0.0m, x(0) = 15 % (red line) in comparison with
the solution in the linear setting for x(0) = 0.0m, x(0) = 5 ?
(blue line)

Once again, note that the GSF F is nonlinear and the
term F'(x(¢)) is a composition of GSF.

Far from the singularity x = xo, the validity of (6.26)
can also be seen using the conservation of the mechan-
ical energy. In fact, if x is far from x, in the sense that
x < x for some x; € R_g, then F(x) = —Fj(x) and
we are in the zone of Hooke’s law; we thus have the
potential energy: U (x) = % Similarly, if x > x; for
some xp € R.g, then F(x) = —F,(x) and U(x) =
% exp(axx) + Z—i sin(asx) + %sz + “3—6x3 + ‘f{x“ +
“5—8x5 + %x6 + ”%)ﬂ + ‘%xg. Therefore, far from the
singularity, the conservation of the mechanical energy
is equivalent to (6.26).

Clearly, the nonlinear behaviour depends on the ini-
tial conditions: if x(0) = 0.0m and x(0) = 5 %, we
remain in the linear setting, whereas for x(0) = 0.0 m,
x(0) = 15 % we enter into the nonlinear one, see
Fig. 13.

See also [13,64-66] for more complete models of
this type in the setting of Colombeau theory.

6.4 Discontinuous Lagrangians in optics (Snell’s law
derivation)

A typical example where one would like to use the usual
results of calculus despite dealing with non differen-
tiable functions, is geometrical optics at the interface
of two media, where usually the Lagrangian function
is not smooth. It is well-know, e.g., that the rigorous
derivation of Snell’s law is a paradigmatic example, see
e.g. [82]. The main aim of this section is to show the
features of the nonlinear calculus of GSF by deriving
Snell’s law for plane stratified media from the classi-
cal Fermat’s principle. For example, in the following
deduction, the refraction index n(x) can be any GSF,
e.g. the embedding of a locally integrable function. For
more general versions of Snell’s law in different media,
see e.g. [12,68]. For the classical deduction where the
refraction index n(x) and the light path x = x(s) are
C? functions, see e.g. [47,61].

We assume that we are considering a body B :=
(B:) C R3 represented by the strongly internal set gen-
erated by the net B, € IR3, and that our light path satis-
fies the classical Fermat principle, i.e. the path of light
between two given points P, Q € B is the one which
minimizes the travel time. In order to mathematically
state this principle for GSF, we introduce the space of
paths (see [24,50] for details):

GCha(P. Q)
= {r €”GC>((0,11,B) | r(0) = P, r(1) = Q},
(6.27)

and the travel time functional
1 1

T[r] = —/ n(r)d
cJo

1 1
roi= —/ n(r(s)) |7 (s)| ds Vr € *GCpq(P, Q).
¢ Jo
(6.28)
As usual, c is the speed of light in vacuum, and n €
?GC*°(B, "R>) is the refraction index of the media B
we are considering. The Fermat principle hence implies

that the light path r € "GCpq (P, Q) is a weak extremal
of the travel time functional 7'[—], i.e. it satisfies

=0 Vhe’GCX(0,0).

d
8T (r; h) = aT[r + xh]
x=0

(6.29)
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Note that, since in (6.27) we consider only paths r €
?GC> ([0, 1], B) valued in the strongly internal set B =
(Bg), Thm. 5 implies

Vh € "GC25(0,0)38 € "R
Vx € (=8,8) : r+xh €”GC*([0, 1], B),

and therefore, it is correct to consider the derivative
in (6.29). Physically this means that we are consider-
ing only paths which lay completely inside the body
B = (B¢). The weak extremal condition (6.29) is
equivalent to the Euler-Lagrange equations (see [50])
for the Lagrangian (7, v) +— L(r,v) := n(r)s/v-v €
"GC®(B x "R3,”R). We use the notation L(r, v) =
L(r1,r2, r3,v1,v2,v3) for the variables of L. We
also explicitly note the nonlinear operations in this
Lagrangian, and the composition n(r(s)) of GSF. We
use the customary notations v(s) := dr (s) € “R3
v(s) = [U(s)| € ”If@, and L[r](s) := L(r(s),v(s)).
We hence get

4 (M[r](s)) = 8—L[r](s),vj =1,2,3, ¥s €[0,1]. (6.30)
ds \ dv; arj

We always assume that the frame of reference is chosen
so that the light path satisfies v(s) € ”]1~£>0. Calculating
the derivatives 9L /0v; and 9L /9r; in Euler-Lagrange
equations, we get

O ) = () =2
avj r,v = nl(r 0
= 5L, )——(wv 7,
]

forall (r,v) € Bx /R3 and all j =1, 2, 3. Substituting
in (6.30), we obtain the eikonal equation

n(r(s ))ﬂ = Vn(r()u(s), Vs € 0,11
(6.31)

We now consider the case of a plane stratlﬁed media,
i €. where n changes only along one direction k e’R3,
|k| =1, so that

Va(r(s)) || k Vs € [0, 1]. (6.32)

For simplicity, where it is clear, we omit the evaluation
at s. Thus, the cross product of the two vectors Vn(r)
and K is k x Vn(r)y=0= k% Vn(r)v. Using (6.31) we
getl;x f (n(r) %) = 0,and hence d_g (I; xn(r(s)) %) =
0 for all s € [0, 1], i.e. the function s € [0, 1] —
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k x n(r(s))% € *R3 is a constant C € "R3. Taking
its magnitude C = Ié |

Vs €[0,1]:

= k| In(r () ‘— sin(s),

where ¢(s) is the angle between k and ¥ (s) = d—(’js(s).
We proved Snell’s law for GSF:

Theorem 49 Let B, CR3 B:=(B.), P, Q € (B),
n € "GC*®(B, ”R>o) Assume that r € *GCpo(P, Q)
is a weak extremal of the travel time functtonal (6.28),
i.e. it satisfies (6.29). Set v(s) := ¥ &(s) € 'R3, v(s) 1=
[U(s)| € *R and assume thatv(s) > Oforalls € [0, 1].
Then the elkonal equation (6. 31 ) holds. Moreover, if
vn(r(s)) || k where ke "R3 |k| =1, and ¢(s) is the
angle between k and v(s),then the quantity n(r(s)) -
sin ¢(s) is constant for all s € [0, 1].

6.5 Finite and infinite step potential

Models of quantum mechanics such as the potential
well or the step potential with finite or infinite walls
are clear and simple examples showing features of var-
ious quantum mechanical effects, see e.g. [11]. How-
ever, the mathematics of such models is not very clear
sometimes, see again e.g. [11, pag. 34-40, pag. 68] and
authors’ comments about mathematical rigour. Once
again, in this section we see how the formalism of GSF
theory allows one to completely recover a mathemat-
ically and physically clear proof by formalizing the
intuitive steps of [11, pag. 68]. We consider the step-
potential problem, where the high of the potential can
be any finite or infinite generalized number; a simi-
lar approach can be used for the rectangular potential
wells.

In the following, we write x < 0 if 3r € R :
x < r, and similarly for x > 0, and we simply say
that x is far from 0. The step function potential for the
one-dimensional stationary Schrodinger equation is a
GSF U € "GC® ("R, *R) such that

Ux) = {O * <0, (6.33)

Uy x>0,

where Uy € "R is an arbitrary generalized number
(finite or infinite). For example, U(x) = H(x) - Uy
satisfies these conditions. However, as stated in [11,
pag. 34], this is actually an idealized model of the
potential, and we cannot say it is a physically mean-
ingful model for infinitesimal x & 0 (similarly to what
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we have already seen e.g. in Sect 6.1 for the singular
variable length pendulum).

The system satisfies the stationary Schrodinger’s
equation

K2 d?
[ +U(x)}w(x) Evy(x), (6.34)

2m dx?

where 7 is the Planck’s constant, m € R- ¢ the mass of
the particle, E the energy, and ¥ (x) the wave function.
Using Thm. 43, we can state that there exists a { €
PGC(* R,” I@) satisfying (6.34). Repeating exactly the
usual calculations, for x < 0 we have:

ikix —ikix
W(x) = Jk_ (A M 4 Age ) (6.35)
wherek; ;= \/ZmE/l‘i2 and A, A € "R are undefined

constants. For x >> 0, we have:

1 . .
Y(x) = — (Bl@lkzx + Bze_lk2x> : (6.36)
ko
where kp = /2m(E — Vo)/hz, By, By € *R are unde-

fined constants. As stated in [11, pag. 68], in order
to find these constants, we need some mathematically
careful steps to justify the corresponding initial con-
ditions. Take any standard real number n € R and
integrate (6.34) on [—n n] C R to get

_1#( )—d—( n = / [U(x) — E]Y (x) dx.
(6.37)

Asin [11, pag. 68], we assume that

U(x) — E is finite for all finite x € R (6.38)

%(n) is finite for all n € R . (6.39)

From (6.37) and the first of these assumptions, we
obtain

dw dw

~C-77

for some C € R. (coming from (6.38)), i.e.

dyr -
,Il_lfg ‘—(77) - E(—ﬂ)‘ =0. (6.40)
neR.q

Similarly, from (6.39) and the fundamental theorem of
calculus for GSF Thm. 25.(v), we have

<C

n dw
Y () — ¥ (0)] = ‘/ d—(x)dx
0 X

for some C € R.g (coming from (6.39)), and hence

lim [y () — ¥(0)] = 0. (6.41)
n—0"
U€R>0
Recall that from Thm. 10.(ii) and Thm. 17 it directly
follows that both ¥ (x) and its derivative d—'(/j’x()c) are
GSF, and hence they are continuous in the sharp topol-
ogy at each point x € “R. Stated explicitly at x = 0,
this means that

EI)};IHg %(x) %(0)
xe’R
3 limo ¥ (x) =¥ (0),
xe’R

and these are different than (6.40) and (6.41), where
n € Roo. Indeed, balls B, (c) < R, for radii € R,
generate a different topology on 'R (called Fermat
topology, see e.g. [31,32]). See Fig. 14 for an intuitive
diagram of the solution ¥ in an infinitesimal neigh-
borhood of x = 0: whereas d—gx(n) is continuous for
n — 0, n € R.y, it is well-known (see [11]) that the
same property does not hold for the second derivative.
In Fig. 14, the green lines represents the solution for
x &« 0orx > 0, and the blue one the GSF function
Y = [Ye(—)] (we actually represented v, for ¢ suffi-
ciently small); we therefore have to think as infinitesi-
mal the differences between blue and green lines, and
hence as infinite the second derivative at x = 0.

From (6.35), (6.36) and (6.40), (6.41) we obtain that
the constants are uniquely determined by the system

{(m + Ay) = (B1 + By)

(6.42)
ki (A1 — A2) = ko (B] — Bp)

6.6 Heisenberg uncertainty principle

We close this section of applications by mentioning
how we can use infinitesimal and infinite numbers and
GSF theory to fully justify the most frequent example
of the Heisenberg uncertainty principle.

We do not have sufficient space here to present a
complete list of result about the so called hyperfinite
Fourier transform (see [60]), but we can surely present
the main ideas:

(i) Since in the ring R we have infinite numbers k €
"R.o,e.g.k = dp~!, and since every GSFis always
integrable on a functionally compact set of the form

@ Springer
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~<zos

Fig. 14 The fist derivative (left) and the second derivative (right) of the wave function ¥ in an infinitesimal neighborhood of 0 (blue

lines). Blue lines are the same derivatives for x < 0 and x > 0

K := [—k,k]" € *R", we can simply define the
hyperfinite Fourier transform Fy (f) of any f €
*GC®(K,"C) as

Fe(f) (@) = / () e dy
K

k k
=/dxl.../f(xl,...,xn)e*"wdx,(ﬁ.43)
—k —k

(i) The main feature of this transform is that, despite
the fact that essentially all the usual classical
properties of the Fourier transform can be proved
for Fi (f), it is well-defined for all GSF f €
*GC® (K, ”((~3), even if they are not of tempered
type. Clearly, this allows one to use the Fourier
method to find non-tempered solutions of differ-
ential equations. For example, let f (x) = €* for
all |x| < k, where k := — log (dp). The hyperfinite
Fourier transform Fj of f is

dpi® dp
d,O dpiw

1
fk(f)(m:l_l.w(

Therefore, F; (f)(w) is always an infinite complex
number for all finite numbers w and hence the non-
Archimedean language is essential here.

(iii) The set supp (f) :={x € X | | f (x)| > 0}, where
(-) denotes the relative closure in X with respect
to the sharp topology, is called the support of
f.Let H &¢ 'R" be a functionally compact set
(see Def. 30), we say that f € "GD (H) if f €
"QC‘X’("@", "(E) and supp (f) € H. Such an f is
called compactly supported.

@ Springer

) Yo € R.

We can now state the uncertainty principle (see [59] for
the proof):

Theorem 50 Ifyr € *GD("R), then ([ x* |¢ (x)|? dx)
([ @®IF @) (@)* do) = LIV I20F @) 2.

On the contrary with respect the classical formula-
tion in L?(R) of the uncertainty principle, in Thm. 50
we can e.g. consider ¥ = § € "GD(’R), and we have

1
/x28(x)2dx = |:/ xzbgug(ng)z dx:|
-1

where ©(x) = [ue(x¢)] is a Colombeau mollifier and
b =1[b.] € *R satisfies b > dp~? for some a € R.g
(see embedding Thm. 12). Since normalizing the func-
tion & > bgug (bex)? we get an approximate iden-
tity, we have lim,_ o+ [ x2b2, (bex)? dx = 0, and
hence [ x28(x)? dx & 0 is an infinitesimal. The uncer-
tainty principle Thm. 50 implies that it is an invertible
infinitesimal. Considering the HFT ¥ := F(§), we

have
r 3
2 2 24 45F
/w%(a)) da)z/wdw—Z? Vr € Royp.
—r

Consequently, [ ¥ (w)?* dw is an infinite number.

7 Conclusions

In all the presented examples, the model describes some
kind of singular dynamical system including abrupt
changes, impulsive stimuli, nonlinear discontinuities,
infinite barriers, etc. This kind of problems are ubiq-
uitous in applied mathematics, essentially because the
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real world is made of different bodies, having bound-
aries and frequently interacting in a non-smooth way. In
constructing a model for these systems is hence impor-
tant to achieve mathematical simplicity but, at the same
time, a physical reasonably high faithfulness of descrip-
tion.

On the one hand, the use of infinitesimal and infi-
nite numbers has always been a method to simplify
a given problem. Unfortunately, frequently this tech-
nique remains only informal, using “sufficiently small
quantities” or “taking the limit for ¢ — 07, and
then transforming approximated equalities into true
ones. As motivational thoughts, these remain wonder-
ful methods. In our examples, we tried to show that a
corresponding simple and intuitively clear mathemati-
cal theory of these infinitesimal and infinite quantities
is possible. Surprisingly, this theory allows one to arrive
at very similar, but clear and rigorous, thoughts. There-
fore, the risk of doing mistakes is quite lower, and its
teaching is also way more clear.

On the other hand, physical systems with singulari-
ties are naturally represented by non-smooth functions.
We presented a theory that allows one to deal with such
functions as if they were smooth, thanks to a lot of
properties that GSF share with ordinary smooth func-
tions. This is as generalized functions are still infor-
mally used in physics and engineering, despite the fact
that Schwartz theory of distributions is quite old nowa-
days. Using GSF theory, we can therefore state that the
searched mathematical simplicity in models of singu-
lar systems, possibly with a clear use of infinitesimal
or infinite quantities, is really achievable.
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