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Abstract

Artificial Intelligence (Al) systems have become integral to modern life, driving the
functionality of Information Retrieval and Recommender Systems to provide tailored
content efficiently. As these technologies advance and embed themselves into various sec-
tors such as healthcare, finance, and social media, addressing their ethical and societal
impacts is increasingly critical. Ensuring that AI systems are transparent, equitable,
and sustainable is essential. This highlights the need for research in fields like Human-
Centered AT (HCAI) and Responsible Al that promote respect for societal values. The
ethical implications of Al have drawn significant attention, leading to the establishment
of several European regulations that emphasize principles such as transparency, account-
ability, and fairness. These regulations aim to protect individuals’ rights by ensuring
clear explanations for Al decisions, obtaining explicit consent before automated deci-
sions, and preventing discrimination.

In response to these ethical challenges, this dissertation begins by developing a Re-
sponsible Al framework, focusing on transparency and fairness to build trust and re-
liability among domain experts. This foundational work sets the stage for a detailed
exploration of algorithmic fairness in user modeling applications, particularly those in-
volving Graph Neural Networks (GNNs). While GNNs have shown significant potential
in converting user interaction data derived from graph structures into actionable insights,
traditional evaluations often neglect fairness considerations, focusing primarily on accu-
racy metrics.

In our research, we assessed fairness in state-of-the-art GNNs for behavioral user
modeling, detecting potential discrimination based on different user modeling paradigms.
Recognizing the limitations of binary fairness metrics, which oversimplify real-world sce-
narios by forcing non-binary attributes into binary categories, we extended four existing
fairness metrics to adapt to multiclass scenarios. This expansion enables a more detailed
and accurate evaluation of fairness, enhancing comprehension of Al systems’ influence
on various user demographics.

To tackle the potential discrimination detected in GNN-based user modeling, we
introduced FAME (short for Fairness-Aware MEssages), an in-processing bias mitigation
strategy that modifies the message-passing algorithm during GNN training. Additionally,
we developed FAIRUP, a framework that standardizes input processing and integrates
comprehensive fairness analysis components, supporting both pre-processing and post-
processing fairness techniques. We have also developed GNNFAIRVIZ, an interactive

visual analytics tool designed to facilitate the practical implementation of these methods.
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This tool offers interactive visualizations to help users examine and identify biases in GNN
models.

Overall, this dissertation addresses critical challenges in fairness analysis for behav-
ioral user modeling, focusing on ethical Al development. Initially, we designed decision-
making systems aligned with HCAI and Responsible Al principles, complying with Eu-
ropean regulations. The core contribution is the innovative evaluation of fairness in user
modeling using GNNs, introducing methods to assess and mitigate biases for more eq-
uitable Al outcomes. Additionally, we extended binary fairness metrics to multiclass
and multigroup scenarios for a more accurate evaluation. The development of unified
frameworks for standardized fairness evaluation and visualization enhances consistency,
transparency, and understanding of the impact of the models. These contributions em-
phasize the importance of integrating fairness into systems’ design, laying a foundation

for future responsible Al research and applications.

Keywords: User Modeling, Algorithmic Fairness, Human-Centered Al, Responsible Al,
Graph Neural Networks.




Zusammenfassung

Kiinstliche Intelligenz (KI)-Systeme sind zu einem integralen Bestandteil des mo-
dernen Lebens geworden und treiben die Funktionalitdt von Information Retrieval und
Empfehlungssystemen an, um mafsgeschneiderte Inhalte effizient bereitzustellen. Da sich
diese Technologien weiterentwickeln und in verschiedene Sektoren wie Gesundheitswe-
sen, Finanzen und soziale Medien einbetten, wird es immer wichtiger, ihre ethischen und
gesellschaftlichen Auswirkungen zu beriicksichtigen. Es ist deshalb essentiell, dass KI-
Systeme transparent, gerecht und nachhaltig sind. Dies unterstreicht die Notwendigkeit
von Forschung in Bereichen wie menschenzentrierte KI und verantwortungsbewusste KI,
die den Respekt vor gesellschaftlichen Werten fordern.

Die ethischen Implikationen von KI haben erhebliche Aufmerksamkeit erregt und
zur Etablierung mehrerer européischer Vorschriften gefiithrt, die Prinzipien wie Transpa-
renz, Verantwortlichkeit und Fairness betonen. Diese Vorschriften zielen darauf ab, die
Rechte der Individuen zu schiitzen, indem sie klare Erklarungen fiir KI-Entscheidungen
gewdhrleisten, eine explizite Zustimmung vor automatisierten Entscheidungen einholen
und Diskriminierung verhindern.

Als Antwort auf diese ethischen Herausforderungen entwickelt diese Dissertation zu-
néchst ein Framework fiir verantwortungsbewusste KI, das sich auf Transparenz und
Fairness konzentriert, um Vertrauen und Zuverlédssigkeit unter Fachexperten aufzubau-
en. Diese Grundlagenarbeit bildet die Basis fiir eine detaillierte Exploration der algorith-
mischen Fairness in Anwendungen zur Benutzermodellierung, insbesondere solchen, die
Graph Neural Networks (GNNs) beinhalten. Wahrend GNNs ein erhebliches Potenzial
bei der Umwandlung von Benutzerinteraktionsdaten aus Graphstrukturen in umsetzbare
Erkenntnisse gezeigt haben, vernachléssigen traditionelle Bewertungen oft Fairnessaspek-
te und konzentrieren sich hauptséchlich auf Genauigkeitsmetriken.

In unserer Forschung haben wir die Fairness in hochmodernen GNNs fiir die Verhal-
tensbenutzermodellierung bewertet und moégliche Diskriminierungen basierend auf ver-
schiedenen Benutzermodellierungsparadigmen entdeckt. Angesichts der Einschrénkungen
bindrer Fairnessmetriken, die reale Szenarien durch das Erzwingen nicht-binérer Attri-
bute in bindre Kategorien vereinfachen, haben wir vier bestehende Fairnessmetriken er-
weitert, um sie an Mehrklassen-Szenarien anzupassen. Diese Erweiterung erméglicht eine
detailliertere und genauere Bewertung der Fairness und verbessert das Verstédndnis des
Einflusses von KI-Systemen auf verschiedene Benutzerdemografien.

Um die in GNN-basierten Benutzermodellierungen erkannte potenzielle Diskrimi-

nierung zu bekdmpfen, haben wir FAME (Fairness-Aware Messages) eingefiihrt, eine
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In-Processing-Bias-Mitigation-Strategie, die den Nachrichteniibermittlungsalgorithmus
wahrend des GNN-Trainings modifiziert. Dariiber hinaus haben wir FairUP entwickelt,
ein Rahmenwerk, das die Eingangsverarbeitung standardisiert und umfassende Fairnes-
sanalysekomponenten integriert und sowohl Pre-Processing- als auch Post-Processing-
Fairnesstechniken unterstiitzt. Wir haben auch GNNFairViz entwickelt, ein interaktives
visuelles Analysetool, das die praktische Implementierung dieser Methoden erleichtert.
Dieses Tool bietet interaktive Visualisierungen, um Benutzern zu helfen, Verzerrungen in
GNN-Modellen zu untersuchen und zu identifizieren.

Insgesamt befasst sich diese Dissertation mit kritischen Herausforderungen in der
Fairness-Analyse fiir Behavioral User Modeling und konzentriert sich auf die ethische
Entwicklung von KI. Zunéchst wurden Entscheidungssysteme entworfen, die mit den
Prinzipien von menschenzentrierte KI und verantwortungsvoller KI iibereinstimmen und
den européischen Vorschriften entsprechen. Der Kernbeitrag ist die innovative Bewertung
der Fairness in der Benutzermodellierung mittels GNNs, wobei Methoden zur Bewertung
und Minderung von Verzerrungen eingefiihrt werden, um gerechtere KI-Ergebnisse zu er-
zielen. Dariiber hinaus werden binére Fairness-Metriken auf Mehrklassen- und Mehrgrup-
penszenarien erweitert, um eine genauere Bewertung zu ermoglichen. Die Entwicklung
einheitlicher Frameworks fiir standardisierte Fairness-Bewertung und -Visualisierung ver-
bessert die Konsistenz, Transparenz und das Verstdndnis der Auswirkungen der Modelle.
Diese Beitrage betonen die Bedeutung der Integration von Fairness in das Systemdesign
und legen eine Grundlage fiir zukiinftige Forschung und Anwendungen im Bereich der

verantwortungsvollen KI.

Schliisselworter: Benutzermodellierung, Algorithmischen Fairness, Menschenzentrierte

KI, Verantwortungsbewusste KI, Graph Neural Networks.




Sommario

I sistemi di Intelligenza Artificiale (IA) sono diventati parte integrante della vita mo-
derna, guidando il funzionamento dei sistemi di recupero delle informazioni e dei sistemi
di raccomandazione al fine di fornire contenuti personalizzati in modo efficiente. Con
I’avanzamento e I'integrazione di queste tecnologie in vari settori quali la sanita, la finan-
za e 1 social media, diventa essenziale trattare i loro impatti etici e sociali per garantire
che i sistemi di IA siano trasparenti, equi e sostenibili. Cid comporta la necessita di
approfondire la ricerca in campi come I'lA Responsabile che promuovano il rispetto di
valori etici. Le implicazioni etiche dell’TA hanno attirato notevole attenzione, portando
all’istituzione di diverse normative europee che mirano a proteggere i diritti degli indivi-
dui assicurando spiegazioni chiare per le decisioni dell’TA, ottenere il consenso esplicito
degli utenti soggetti a decisioni di sistemi automatici e prevenire che gli utenti vengano
discriminati da tali sistemi.

In risposta a questi requisiti etici, il progetto di dottorato inizia con lo sviluppo
di un sistema di IA Responsabile che, focalizzandosi su trasparenza ed equitd, punta
a trasmettere fiducia e affidabilita negli esperti del settore. Questo lavoro fondativo
prepara il terreno per un’esplorazione dettagliata dell’equita algoritmica nelle applicazioni
di modellazione degli utenti, in particolare quelle che coinvolgono le reti neurali a grafo
(abbreviate con GNN, dal termine inglese). Sebbene le GNN abbiano mostrato un enorme
potenziale nel convertire i dati utente derivati da strutture a grafo in informazioni utili,
le valutazioni tradizionali spesso trascurano le considerazioni di equita, concentrandosi
principalmente su metriche di accuratezza.

Nella nostra ricerca, abbiamo valutato I'equita nelle GNN allo stato dell’arte per la
modellazione comportamentale degli utenti, rilevando potenziali discriminazioni basate
su diversi paradigmi di profilazione utente. Dalla successiva analisi dei limiti di utilizzo
di metriche binarie, che semplificano eccessivamente gli scenari del mondo reale forzando
attributi multi-valore in categorie binarie, abbiamo esteso quattro metriche di equita
esistenti per adattarle a scenari multi-classe. Questa espansione consente una valutazione
pit dettagliata e accurata dell’equita, migliorando la comprensione dell’influenza che i
sistemi di IA hanno su diversi gruppi demografici.

Infine, per affrontare le potenziale discriminazioni rilevate nella modellazione degli
utenti basata su GNN, abbiamo introdotto FAME (acronimo di Fairness-Aware MEssa-
ges), una innovativa strategia di mitigazione dei bias che si applica direttamente durante
I’addestramento delle reti neurali considerate. Inoltre, abbiamo sviluppato due sistemi

denominati FAIRUP e GNNFAIRVIZ. Il primo standardizza la valutazione delle pre-
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stazioni delle GNN per la modellazione utente, mentre il secondo offre visualizzazioni
interattive per aiutare gli utenti a esaminare e identificare i bias nelle architetture neurali.

Nel complesso, questa dissertazione affronta sfide critiche nell’analisi dell’equita per la
modellazione comportamentale degli utenti, concentrandosi sullo sviluppo etico dell’TA.
Inizialmente, abbiamo progettato sistemi decisionali allineati ai principi dell’IA Respon-
sabile, rispettando le normative europee. Il contributo principale é rappresentato dalla
valutazione dell’equita nella modellazione degli utenti utilizzando le GNN, introducendo
metodi per valutare e mitigare i bias. Inoltre, abbiamo esteso le metriche binarie di
equita a scenari multi-valore per fornire una valutazione piti accurata. Lo sviluppo di
strumenti standardizzati per la valutazione e la visualizzazione delle prestazioni di equita
dei modelli di GNN migliora la coerenza, la trasparenza e la comprensione dell’impatto
dei modelli stessi. Tali contributi evidenziano 'importanza di integrare ’equita nella
progettazione dei sistemi di IA, ponendo le basi per future ricerche e applicazioni dell’TA

Responsabile.

Parole chiave: Modellazione degli Utenti, Equita algoritmica, Intelligenza Artificiale

Responsabile, Reti Neurali a Grafo.
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Chapter

Introduction

All you need is the plan, the road map, and
the courage to press on to your destination.

Earl Nightingale

In today’s digital age, whether intentional or not, people’s lives are inevitably inter-
twined with Artificial Intelligence (AI) systems. Among the most widespread and utilized
tools, Information Retrieval (IR) systems and Recommender Systems (RSs) effectively
and efficiently provide relevant information to end-users based on their needs, personality
traits, and context. Defined broadly, Al comprises any technique that enables computers
to mimic human behavior and reproduce or excel over human decision-making to solve
complex tasks independently or with minimal human intervention [61]|. As these systems
become increasingly sophisticated and pervasive, from online shopping [107, 131, 339] and
social networks [164, 256, 387| to healthcare [67, 229] and finance [59, 148], the ethical
considerations and the related implications on society surrounding their implementation
and decision-making processes have gained significant prominence. At this point, ensur-
ing transparency, equity, and sustainability is essential in guiding the development of Al
or, more specifically, Machine Learning (ML) systems [235].

The rising importance of research fields like Responsible Al [95] and Human-Centered
AT (HCAI) [61, 305] further underscores the need for automated systems that not only
perform well but also align with societal values and human rights.

Contextually, algorithmic fairness [63, 77, 104, 197, 231, 248, 255, 383| has emerged
as a pivotal aspect of this human-centered perspective. It aims to design technologies that
are reliable and beneficial to all users and prevent perpetuating or exacerbating existing
inequalities. Therefore, developing comprehensive and inclusive fairness approaches is
crucial to guaranteeing ML systems operate equitably. Establishing fairness in Al involves
not only detecting and mitigating biases but also fostering trust and accountability in
these systems. The ultimate goal is to implement frameworks and models that support
social good, respect user autonomy, and promote justice across demographic groups.

In this scenario, the European Union has established a series of guidelines and laws to
ensure the ethical development and deployment of Al systems. The Ethics Guidelines for
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Trustworthy AI' define ethical principles and key requirements that any system should
meet in order to be deemed trustworthy. Besides, the Digital Markets Act? and Digital
Services Act® aim to regulate digital services and platforms, ensuring fair competition
and protecting users’ rights. The forthcoming EU AI Act* seeks to provide a comprehen-
sive regulatory framework, addressing risks and setting requirements for trustworthy Al.
Adhering to these regulations is crucial to safeguarding individuals’ rights, e.g., not to be
subjected to automated decisions without explicit consent, to receive clear explanations
for decisions made by automated decision-making systems, and to be protected against
discrimination.

To address the described ethical challenges, in the presented doctoral thesis, our ini-
tial work focuses on developing a Responsible Al framework tailored to loan approval
processes. This framework aligns with the principles set out by the European regu-
lations, emphasizing transparency and equity. By incorporating these principles, our
research aims to build trust and reliance among domain experts in Al systems, show-
casing how explainability and fairness can enhance decision-making processes. A novel
scale is proposed to evaluate the system’s effectiveness and explainability, and usability
tests are conducted to measure satisfaction among diverse stakeholders, including loan
officers, data scientists, and researchers.

The continuous interaction with the aforementioned systems generates vast amounts
of personal data. To harness this data, user modeling (or user profiling) techniques are
employed to construct accurate representations of users [103, 267|. These representations
are essential for personalizing and enhancing users’ experiences by predicting their prefer-
ences and behaviors. User modeling holds considerable value in various applications, such
as IR [30, 324], RSs [278, 344, 359|, e-commerce [107, 131], and social networks [295, 307],
where understanding user behavior is fundamental for delivering relevant and engaging
content. In this light, our preliminary and foundational work on Responsible Al set the
stage for a more focused investigation into algorithmic fairness and paved the way for the
core research of the presented doctoral project, which centers on addressing algorithmic
fairness in behavioral user modeling tasks.

Focusing on the technological perspective, users’ behaviors can be naturally shaped
with graph structures, considering the nodes as users or items and the edges as the re-
lationships or interactions between them. Graph Neural Networks (GNNs) (69, 138,
147, 180, 281, 333, 375, 378, 386] have shown significant potential in modeling graph
data and transforming user interactions into actionable knowledge. However, traditional
evaluations of GNNs have primarily focused on accuracy-based metrics, overlooking crit-
ical fairness considerations. Our research aims to move beyond accuracy, assessing the
presence of biases in applications where users characterized by certain sensitive personal
characteristics (e.g., age or gender) may be systematically disadvantaged.

In analyzing fairness in user modeling, we recognized the limitations of traditional

'https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai.
Accessed March 30, 2025.

*https://tinyurl.com/eu-digital-markets-act-en. Accessed March 30, 2025.

*https://tinyurl.com/eu-digital-services-act-en. Accessed March 30, 2025.

‘https://artificialintelligenceact.eu/. Accessed March 30, 2025.
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binary fairness metrics. The adoption of these metrics often distorts real contexts by
forcing non-binary attributes into binary categories, leading to incorrect evaluation. To
address this challenge, we extended four existing algorithmic fairness metrics to accom-
modate multiclass and multigroup scenarios. This approach provides a more nuanced
and accurate fairness assessment, allowing for a better understanding of how different
user groups are impacted by AI systems. Our experiments with real-world datasets and
state-of-the-art GNN models demonstrated that these generalized fairness metrics offer a
more detailed and effective analysis of disadvantaged sensitive groups, ultimately bridg-
ing the gap between theoretical definitions and practical applications in bias detection.

Bias mitigation is the key topic for creating equitable decision-making processes by
reducing existing discrimination [137, 212, 232, 342, 384|. To tackle the potential biases
present in GNNs, we developed a specific approach for binary user modeling tasks. We
introduced FAME (Fairness-Aware MEssages), an in-processing method that modifies
the GNN training’s message-passing algorithm to promote fairness. This technique,
along with its attention-based variant, A-FAME, reduces biases by adjusting messages
based on the sensitive attributes of connected nodes, thereby improving fairness in node
classifications.

Recognizing the need for standardized evaluation in GNN-based user modeling, we
developed FAIRUP, a framework that harmonizes input processing and integrates com-
prehensive fairness analysis components. It supports both pre-processing and post-
processing fairness techniques, providing a holistic approach to evaluating and mitigating
biases in datasets. In the same research direction, to facilitate the practical application
of our fairness techniques, we created GNNFAIRV1Z, a visual analytics tool designed to
analyze biases in GNNs. This tool offers interactive visualizations that help users inspect
and diagnose biases, providing deeper insights into how attribute and structural biases
influence model outcomes.

In summary, this dissertation embarks on a journey from the initial development of a
Responsible Al framework to a comprehensive exploration of fairness in GNN-based user
modeling. By advancing fairness metrics, introducing novel bias mitigation techniques,
and developing standardized evaluation frameworks and visual analytics tools, this work
contributes to the ethical deployment of Al systems, ensuring they operate transparently,
equitably, and sustainably.

Research challenges The challenges addressed in the presented doctoral project are
outlined below:

1. Developing automated decision-making systems that reflect HCAI and Responsible
AT principles and respect European regulations;

2. Assessing and mitigating fairness in behavioral user modeling applications that
employ GNNs;

3. Extending existing algorithmic fairness metrics from binary to multiclass and multi-
group scenarios to tackle the observed limitations of binary metrics, which often
distort real-world contexts;
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4. Implementing unified frameworks for a standardized fairness evaluation and visu-
alization.

1.1 Dissertation Structure

The doctoral work on fairness analysis of GNNs in behavioral user modeling presented
in this manuscript is organized into thematic chapters covering all stages of the research.
While the chapters are not ordered chronologically, the primary aim is to convey the
storyline of the thesis in a logical and coherent fashion.

Before diving into the core part of the research, Chapter 2 delineates the foundational
concepts necessary for the subsequent discussions in this dissertation. This chapter serves
as an in-depth exploration of the four main topics integral to our study: Human-Centered
Artificial Intelligence (Section 2.1), Algorithmic Fairness (Section 2.2), Graph Neural
Networks (Section 2.3), and User Modeling (Section 2.4). This background is essential
for understanding the specific challenges and methodologies of the presented research and
for appreciating the broader implications of our proposed solutions and related findings
in the fields.

The core of the thesis is structured into several chapters, each focusing on a different
stage of our research. Every chapter starts with a motivation section that introduces
the study and outlines its specific objectives; thereafter, a review of relevant literature is
provided. These sections set the scene for a comprehensive exploration of the topic, em-
phasizing its relevance and significance within the field. After the motivation, the chapter
presents the methodology, explaining the theoretical frameworks and empirical strategies
used, explicitly referring to the main topics described in Chapter 2, and resources used
in the study. This is followed by a description of the experimental settings, detailing
the operational conditions. Subsequently, the chapter delves into data evaluation, inte-
grating statistical analysis and critical interpretation to rigorously assess the findings.
The results are analyzed at the conclusion of each chapter, including a comparison of
insights with relevant literature. Furthermore, a summary is presented to encapsulate
the innovative proposals and the resulting findings. This iterative chapter format ensures
a thorough and systematic exploration of each research phase, allowing for a deep and
coherent understanding of the contributions of this doctoral work to the field.

In Chapter 3, the initial study of this doctoral research is discussed. In particular,
we illustrate the implementation of a Responsible Al framework equipped with XAT and
fairness components. The latter will receive more emphasis in the description, given the
primary focus of the dissertation.

Chapter 4 presents the fairness assessment of state-of-the-art GNNs designed for
behavioral user modeling tasks in real-world binary scenarios. Moreover, in the same
chapter, we discuss the existing challenges for fairness assessment in such a scenario,
paving the way for our research in multiclass and multigroup bias detection.

Chapter 5 introduces a novel approach for assessing algorithmic fairness in real-world
scenarios by proposing multigroup and multiclass fairness metrics. By extending fairness
assessment beyond binary scenarios, we provide a more comprehensive understanding of
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model biases and improve the detection and mitigation of discrimination.

In Chapter 6, we present FAME (short for Fairness-Aware MEssages), an innovative
bias mitigation algorithm for GNNs that adjusts the message-passing procedure during
the model training based on sensitive attribute differences to promote fairness in binary
user modeling tasks. Two variants of this approach are proposed: FAME, suitable for
GCN-based models, and A-FAME (short for Attention-FAME), for GAT-based models.

Chapter 7 describes the implementation of two novel tools for standardizing algorith-
mic fairness computation and visualization. In particular, FAIRUP empowers researchers
and practitioners to simultaneously examine classification performance and algorithmic
fairness metrics scores of GNN models, while GNNFAIRV1Z, developed in collaboration
with the Fudan University (Shanghai, China), allows them to gain insights into how
model biases occur through a visual analytics framework.

In Chapter 8, we summarize the contributions presented in the dissertation, including
scientific works not specifically related to the core topic, underline potential limitations
detected during the studies, and discuss future research directions.

1.2 Research Contributions

This section outlines the significant research achievements of this thesis, each cor-
responding to a core chapter of the study. Underneath, each subsection offers a brief
overview of the research carried out in the respective phase of this study, summarizing
the key contributions and progress made in the field. After the summary, the formal
citation of the resulting article (being already published, under review, or planned to
be submitted) is included to provide a comprehensive academic context. This format
enables us to showcase our research contributions, making it simple for readers to con-
textualize the specific academic impact of your work.

1.2.1 Survey on User Modeling and User Profiling

Chapter 2 establishes the basis for the dissertation by examining the crucial subjects
discussed in the doctoral project. In particular, to identify the existing research gaps
in the core topics’ literature, we provide a comprehensive and in-depth review of the
user modeling field (Section 2.4), with a specific focus on modern paradigm shifts and
recent advances in this area. The resulting survey and the three tutorials we gave at
international scientific conferences aim to set a milestone in user modeling research by
proposing novel definitions and redefining the taxonomy of the field.

Resulting publication The content of the aforementioned background section on
user modeling is included in the article “ User Modeling and User Profiling: A Compre-
hensive Survey” under review at User Modeling and User-Adapted Interaction (UMUAI)
Journal. A pre-print version of this article is already available [267|. The related tutorial
summaries are the following: “Paradigm Shifts in User Modeling: A Journey from His-
torical Foundations to Emerging Trends” [265] published at the 32"Y ACM Conference
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on User Modeling, Adaptation and Personalization (UMAP 2024); “Leveraging Graph
Neural Networks for User Profiling: Recent Advances and Open Challenges” [262] pub-
lished at the 32°4 ACM International Conference on Information and Knowledge Man-
agement (CIKM 2023); “Tutorial on User Profiling with Graph Neural Networks and
Related Beyond-Accuracy Perspectives” [264] published at the 315 ACM Conference on
User Modeling, Adaptation and Personalization (UMAP 2023).

1.2.2 Fairness Analysis in Generic Machine Learning Models

The study presented in Chapter 3 describes the Responsible Al framework developed
for managing the ML model life cycle, emphasizing explainability methods, bias detection
approaches, and pre-processing bias mitigation techniques in generic ML models. This
framework functions as a decision-making system specifically designed for loan approval
processes. It includes an Explainable AI component that enables users to understand
the rationale behind model decisions and a fairness component that implements a bias
detection method followed by a pre-processing bias mitigation strategy to ensure the
unbiased nature of data used in model training.

Resulting publication The content of the chapter is included in the article “The
Use of Responsible Artificial Intelligence Techniques in the Context of Loan Approval
Processes” [269] published at the International Journal of Human-Computer Interaction

(LJHCI).

1.2.3 Fairness Assessment of Graph Neural Networks in Binary User
Modeling Scenarios

The research presented in Chapter 4 deals with evaluating the fairness of GNN mod-
els in behavioral user profiling tasks using real-world datasets. Two state-of-the-art GNN
models, CATGCN and RHGN, are assessed for bias using fairness metrics, including sta-
tistical parity, equal opportunity, overall accuracy equality, and treatment equality. The
study highlights the differences in computing fairness scores due to different user mod-
eling paradigms and the need for debiasing processes in GNN models to ensure fairness.
It also suggests considering disparate impact and disparate mistreatment metrics for a
comprehensive assessment.

Additionally, this chapter discusses challenges in algorithmic fairness within user mod-
eling using GNNs, emphasizing limitations in evaluating fairness in binary scenarios and
using absolute difference scores. Through a case study, we underline how these practices
can lead to misleading evaluations and hinder the identification of disadvantaged groups.
We thus advocate for multiclass assessments for a deeper understanding of disadvantaged
groups to enable more effective interventions.

Resulting publications The content of the chapter is included in the following pa-
pers: “Do Graph Neural Networks Build Fair User Models? Assessing Disparate Impact
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and Mistreatment in Behavioural User Profiling” [261] published at the 315* ACM In-
ternational Conference on Information & Knowledge Management (CIKM 2022); “ What
Are We Missing in Algorithmic Fairness? Discussing Open Challenges for Fairness Anal-
ysis in User Profiling with Graph Neural Networks” [268] published at Advances in Bias
and Fairness in Information Retrieval, Proceedings of the 4" International Workshop
on Algorithmic Bias in Search and Recommendation (BIAS 2023), co-located with the
45" European Conference on Information Retrieval (ECIR 2023); “Recent Advances in
Fairness Analysis of User Profiling Approaches in E-Commerce with Graph Neural Net-
works” [263] published at Discussion Papers Proceedings of the 22" International Con-
ference of the Italian Association for Artificial Intelligence (AIXIA 2023).

1.2.4 Multiclass and Multigroup Fairness Assessment

The study described in Chapter 5 presents a new method for evaluating algorithmic
fairness in practical situations by suggesting fairness metrics for multiple groups and
multiple classes. By expanding the assessment of fairness beyond binary situations,
the research aims to offer a more thorough insight into model biases and enhance the
identification and reduction of discrimination. Through the evaluation of GNN-based
models on diverse datasets, the proposed multigroup and multiclass fairness metrics offer
a more nuanced perspective on fairness, highlighting the importance of considering the
distribution of classes and groups in fairness evaluations. The contribution of these novel
metrics lies in their ability to enhance fairness assessments in machine learning models,
particularly in user profiling tasks, by addressing the limitations of traditional binary
fairness metrics.

Resulting publication The chapter’s content is included in the following paper: “To-
ward a Responsible Fairness Analysis: From Binary to Multiclass and Multigroup Assess-
ment in Graph Neural Network-Based User Modeling Tasks” [266] published at Minds and
Machines Journal for Artificial Intelligence, Philosophy and Cognitive Science (Special
Issue on “Interdisciplinary Perspectives on the (Un)fairness of Artificial Intelligence”).

1.2.5 Bias Mitigation for Graph Neural Networks in Binary User Mod-
eling Scenarios

In the study described in Chapter 6, we propose FAME (Fairness-Aware MEssages),
a novel in-processing bias mitigation algorithm designed specifically for GNNs. The stan-
dard FAME is designed for compatibility with GCN-based models. Along with its variant
A-FAME (Attention-FAME) tailored for GAT-based models, it operates by adjusting the
message-passing process within GNNs based on differences in sensitive attributes. This
adjustment aims to reduce biases present in the network and promote fairness in bi-
nary user modeling tasks. By modifying the message-passing algorithm to account for
sensitive attribute discrepancies between connected nodes, FAME offers a promising ap-
proach to addressing bias in GNNs. Through experimental validation on three datasets
compared with six baselines, we demonstrate the efficacy of FAME and underscore the
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effectiveness of in-processing bias mitigation techniques for enhancing fairness in GNNs.
By producing accurate and fair node classifications, FAME lays a robust foundation for
further exploration and development of bias mitigation strategies in this context.

Resulting publication The content of the chapter is included in the following paper:
“GNN’s FAME: Fairness-Aware MFEssages for Graph Neural Networks” [270] accepted
at the 33" ACM ACM Conference on User Modeling, Adaptation and Personalization
(UMAP 2025).

1.2.6 Frameworks for Fairness Analysis of Graph Neural Network-
based Models

The research presented in Chapter 7 illustrates the implementation of two innovative
frameworks designed to assess algorithmic fairness in GNN-based models. With the de-
scribed work, we aim to develop novel tools that are able to standardize fairness scores
computation and visualization. We provide a comprehensive analysis of the frameworks,
namely FAIRUP and GNNFAIRVIZ. We describe in detail their architectures, along
with the specific components and functionalities of each tool. Our discussion empha-
sizes the contributions they make to the literature on algorithmic fairness, particularly
in the context of GNNs. We highlight the advantages these frameworks offer in advanc-
ing the evaluation and understanding of GNN fairness to enhance reproducibility and
transparency. Additionally, we critically assess the limitations inherent in the developed
tools and propose potential areas for future improvements based on expert feedback.

Resulting publications The content of the chapter is included in the following pa-
pers: “FairUP: A Framework for Fairness Analysis of Graph Neural Network-Based User
Profiling Models” [1] published at the 46'® International ACM SIGIR Conference on Re-
search and Development in Information Retrieval (SIGIR 2023); “ GNNFairViz: Visual
Analysis for Graph Neural Network Fairness” [376] published at IEEE Transactions on
Visualization and Computer Graphics (TVCG) Journal.




Chapter

Background

If you don’t know where you come from,
then you don’t know where you are; and if
you don’t know where you are, then you
don’t know where you’re going.

Terry Pratchett

This chapter lays the foundation for the dissertation by exploring the four pivotal top-
ics addressed in the presented work: human-centered artificial intelligence (Section 2.1),
algorithmic fairness (Section 2.2), graph neural networks (Section 2.3), and user model-
ing (Section 2.4). Each section of this chapter begins with a historical overview, tracing
the evolution of the respective fields and highlighting key developments that have shaped
their current state. Following this, the discussion focuses on the essential terminology
and fundamental concepts of each topic. Furthermore, to guide the reader, the outset of
every section includes a brief outline of its structure, ensuring a coherent flow of infor-
mation and facilitating a deeper understanding of the domains.

2.1 Human-Centered Artificial Intelligence

The use of Artificial Intelligence (AI) systems in various fields creates high expecta-
tions for their benefits, as well as concerns for possible misuse [327]. These systems are
widely implemented in daily activities, making decisions that have an impact on society,
particularly using our personal data and trace data [55]. The models used in Al systems
and their outcomes are often difficult to understand, and they may have embedded bias,
especially against minority groups, due to historical data and algorithmic choices [63].
Concerns also arise from privacy issues, human rights challenges, and the generation
of illusions of meaning [55, 304]. Although such systems have been largely driven by
technology-centered design, and due to the mentioned potential societal consequences,
researchers in Human-Computer Interaction (HCI) and ATl are now focusing on exploring
a novel area called Human-Centered Artificial Intelligence (HCAI). The use of the
term HCAI is growing, reflecting a desire for decision-making systems to serve people and
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Figure 2.1. Timeline reporting the major events of the HCAI history.

address concerns about Al’s potential to exploit and mislead. However, recent studies
reveal how the concept of HCAI has different meanings for different people |61]. For
instance, the “human’” might be the subject of Al algorithmic study, the user of Al prod-
ucts, or an agent in the design of the Al system itself. Moreover, HCAI is sometimes used
aspirationally, similar to “sustainable mining” or “trusted autonomy,” with considerable
debate about whether and how it can be achieved.

This background section is dedicated to examining the progression and nuances of
the HCALI field. The analysis starts with a historical overview, mapping the evolution
of HCAI from its initial concepts to the sophisticated frameworks of today, emphasizing
the shift toward augmenting human capabilities and improving user interactions (Sec-
tion 2.1.1). Following the historical discourse, we will explore key concepts related to
HCAI, which include interdisciplinary approaches integrating cognitive sciences, ethics,
technology, and regulations (Section 2.1.2). This part aims to establish a foundational
understanding of the principles and methodologies that form the basis of HCAI, facili-
tating a deeper discussion on its applications and implications.

2.1.1 Historical overview

To clearly understand how the contributions presented in this thesis stem into the
context of HCAI, it is worth starting with a historical overview of the evolution from
AT and HCI to HCALI research, which is based on the work of Capel and Brereton [61].
Figure 2.1 displays the major milestones in this field.

During the 1980s, the initial Al techniques depended on a knowledge-based strategy.
This allowed computers to reason using logical inference rules and knowledge statements
that were automatically coded into formal languages [124]. However, this approach
had its limitations, such as the difficulty of explaining knowledge in detail, especially
implicit knowledge [53]. Several studies in HCI have argued that human reasoning occurs
in a social context, is situated, and is embodied. It involves actions that are often
improvised in the real world, making it too complex to be replicated by formal models [99,
318]. For many years, HCI researchers have focused on studying how machines could be
designed as effective tools for human-situated action rather than trying to automate
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human reasoning [143].

The introduction of machine learning (ML) techniques has significantly transformed
the field of Al. The goal of ML is to uncover meaningful relationships and patterns from
data without explicitly programming computers with knowledge and instructions [165].
This facilitates the automation of constructing analytical models using inferential statis-
tics [39]. The advancement of machine learning has been driven by the development
of new programming frameworks, increased accessibility to the necessary computational
resources, and the availability of vast amounts of data. Through the analysis of histor-
ical data and the identification of patterns within large and complex datasets, machine
learning has the potential to generate consistent and trustworthy classifications that can
inform decision-making processes [165]. Supervised and unsupervised learning are the
two main methodologies for machine learning algorithms.

Supervised learning entails the process of training models using labeled datasets in
order to make predictions for new data, with particular emphasis on tasks such as clas-
sification and regression [177]. The precision of this approach is heavily contingent upon
the quality of the training data.

Unsupervised learning, in contrast, operates on unlabelled data to elucidate latent pat-
terns, predominantly employed for clustering and data dimensionality reduction, thereby
enabling the identification of inherent data structures and streamlining analysis [177].
Human involvement is essential in supervised learning to label datasets and train al-
gorithms for accurate predictions. Individuals are involved in various actions, such as
categorizing training data, assessing algorithms, modifying models, and validating ML
processes in human-in-the-loop and interactive ML paradigms [106]. Conversely, unsu-
pervised learning algorithms do not rely on labeled data and instead discover patterns
and absorb information from the input data through their own processes [124].

In the last decade, deep learning (DL) emerged as a specialized subset of ML, em-
ploying artificial neural networks with multiple layers, thus leading to the term “deep”.
This advancement over classical machine learning models increases the ability to pro-
cess and learn from raw data directly without the need for manual feature extraction.
The capability of DL to handle and analyze data through these intricate, multi-layered
networks allows it to address complex and large-scale problems in fields like computer
vision [64] and natural language processing [202].

However, the complexity of these models also leads to challenges in interpretability,
often obscuring the understanding of how decisions are made within these deep net-
works [388]. The ambiguity surrounding the importance of the features and the reasoning
behind the decision-making process makes it challenging to understand neural networks’
behavior. The problem grows even more complex due to the lack of a clear connection
between the network’s parameters and concrete physical meanings. Hence, the black-box
nature of DL raises concerns about interpretability and bias.

Through the analysis of large real-world sources, including e-commerce platforms,
video data, and social media, ML, and DL methods benefit from accessing more com-
prehensive contextual information compared to earlier symbolic Al approaches, which
facilitate the extraction of meaningful insights from the data. Using extensive datasets
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with digitally recorded contextual information makes it possible to mimic and simulate
human reasoning, interaction, and language. According to Blackwell [40], this procedure
reduces the individual with contextual understanding to a mechanical collector of in-
teraction information. Our investigation should move away from non-situated cognition
and towards non-human interaction. The continuous effort in Al research to imitate,
reproduce, and replace human abilities and behaviors, such as conversational agents and
humanoid robots, has prompted a growing fascination with HCAI, which focuses on the
agency and values of human users.

In light of the increasing focus on HCAI approaches, global organizations such as
the European Union have initiated efforts to examine the societal implications of Al and
promote the development of decision-making systems that prioritize human well-being,
with specific guidelines (e.g., EU Ethics Guidelines for Trustworthy AI') and regulations
(e.g., EU Artificial Intelligence Act?). The worldwide establishment of research institutes
focusing on HCAI, e.g., at Stanford University, University of California Berkeley, and the
Massachusetts Institute of Technology (MIT), reflects a shared commitment to advanc-
ing ethical Al technologies. The goal of these institutions is to build Al systems that
can enhance human capabilities without replacing them. The three primary objectives
proposed by the Stanford Institute for Human-centered Artificial Intelligence (HAI)? to
guide research and design in the field are: (1) to technically reflect the depth character-
ized by human intelligence; (2) to improve human capabilities rather than replace them;
(3) to focus on Al's impact on humans.

In accordance with these ideals, Xu [369] put forward a preliminary HCAI frame-
work consisting of three fundamental components: (1) ethically aligned design, aimed at
generating Al solutions that eschew discrimination, uphold fairness and justice, and do
not substitute for human agency; (2) technology that faithfully replicates human intelli-
gence, thereby refining Al technology to embody the complexity associated with human
cognition; (3) human factors design, ensuring that AI solutions are explainable, compre-
hensible, useful, and usable. Xu’s framework [369] is designed to offer individuals secure,
efficient, healthy, and satisfying solutions for HCAI through a comprehensive approach.
Significant definitions in the discipline have been offered by Shneiderman (303, 304, 305],
asserting that HCAI is responsible for “amplifying, augmenting and enhancing human
performance in ways that make systems reliable, safe and trustworthy”. He posits an
HCAI framework to encourage designers and researchers to carefully consider and dis-
cuss the key elements of automation and autonomy: (1) design for high levels of human
control and high levels of computer automation so as to increase human performance;
(2) understand the situations in which full human control or full computer control are
necessary; (3) avoid the dangers of excessive human control or excessive computer con-
trol. Shneiderman’s definition of HCAI [303, 304, 305| stresses the importance of user
experience design and emphasizes placing humans at the center of the design process.

"https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai.
Accessed March 30, 2025.

*https://artificialintelligenceact.eu/the-act/. Accessed March 30, 2025.

*https://hai.stanford.edu/. Accessed March 30, 2025.
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Figure 2.2. Map of the Human-Centered Artificial Intelligence research field by Capel and
Brereton [61].

This involves prioritizing the measurement of human performance and satisfaction, as
well as valuing customer needs while ensuring meaningful human control in the design
and implementation of HCAI systems.

2.1.2 Related concepts

The current landscape of HCAI research has been drawn in a recently published
survey [61]. A graphical representation of the map reporting the identified areas and
corresponding subfields is displayed in Figure 2.2. Four principal areas of study have been
outlined: FEzplainable and Interpretable AI, Human-Centered Design Methods, Human-Al
Teaming, and Ethical AI. A fifth domain, referred to as Interaction with Al is emerging
at the intersection with all the others. Below we will provide a concise overview of
the concepts associated with HCAI (not necessarily belonging to the above-mentioned
mapping) that have been examined and discussed within the context of our research.

Explainable and Interpretable AI These areas of research encompass a variety of
tools, methodologies, and frameworks designed to assist individuals in comprehending
the decisions or forecasts generated by Al systems [6]. The development of explainable
and interpretable Al is a direct response to the opaque nature of AI models, which often
leave it ambiguous as to how or why an Al reached a specific decision or prediction.
The concept of explainability serves the dual purpose of facilitating comprehension of a
model’s behavior as well as enhancing its overall performance [294|. Explainable AT (XAT)
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has been firstly defined within the DARPA*’s XAI Program [133]: “XAI will create a suite
of machine learning techniques that enables human users to understand, appropriately
trust, and effectively manage the emerging generation of artificially intelligent partners”.
While explainability mirrors the capability of a model to exzplain its outcomes, the concept
of interpretability reflects a trend toward HCAI, indicating the capacity of humans to
interpret and make sense of a system’s decision-making processes or predictions [259].

Ethical AT The field of Ethical Al is known for its dedication to preserving funda-
mental human values and rights [298], as well as advocating for increased transparency
in the advancement of AI technologies [169]. This concept is fundamentally concerned
with safeguarding the rights and principles of individuals involved in the development
and implementation of artificial intelligence, especially in sensitive scenarios.

Trustworthy AI  As Al continues to proliferate and become integrated into human-
serving operations across a range of application domains, important factors must be
considered in developing systems that can be seen as trustworthy and reliable. The
methodology used for collecting system data, as well as the design of algorithms and
models derived from this data, must be disclosed [206]. Another important factor to
consider is the adherence to design principles established by authoritative guidelines or
enforced regulations, such as, respectively, the EU Ethics Guidelines for Trustworthy Al
and the FU Artificial Intelligence Act, already referenced in Section 2.1.1. The guide-
lines emphasize that the concept of trustworthy Al consists of three primary elements:
adherence to existing laws and regulations (lawful AI); compliance with society’s ethical
principles, even in cases where no regulations have been established yet (ethical AI);
and resilience from both a technical and social standpoint to prevent unintended harm
(robust AI). Four ethical principles are outlined by the authors that must be met for an
Al system to be deemed trustworthy: respect for human autonomy, preventing harm to
others, ensuring fairness in the Al system’s predictions, and providing explainability of
the Al system’s outcomes.

Bias and Fairness The study of fairness in Al systems examines the potential conse-
quences of biases within such systems, as well as how Al has the capability to perpetuate
societal discrimination through its utilization of data and algorithms [63]. The ultimate
objective of this research field is to develop Al systems that are not only more accurate
but also fairer in their operations. This area also includes investigating the root causes
of bias, beyond data and algorithms. Research on fairness constitutes one of the core
topics of this thesis. A detailed overview of this field is provided in Section 2.2.

Responsible AT  Not directly linked with the HCAI map, Responsible AI [95] refers
to the development and use of Al technologies in ways that are ethical, transparent, and
accountable, thus aligning closely with the general principles of HCAI. This approach em-
phasizes creating Al systems that not only support fairness, interpretability, and respect

“Defense Science Research Projects Agency.
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for privacy and human rights but also prioritize human welfare and collaboration. By
considering the societal impacts of decision-making systems, Responsible Al strives for
inclusivity, actively mitigating biases in Al algorithms and data. It improves interactions
between humans and machines by ensuring that Al deployments are aligned with human
needs and contexts. Responsible Al reinforces the HCAI mandate to design, develop,
and deploy Al technologies in a manner that is participatory and sensitive to human
values, fostering trust and sustainability in Al applications.

2.2 Algorithmic Fairness

Fairness is a fundamental principle that governs human interactions, emphasizing
the need for justice, equality, and impartiality. In societal terms, fairness often involves
distributing resources, opportunities, and treatment so as not to favor certain individuals
or groups over others unless there is a justified reason to do so [283|. In the research
conducted by the linguist Wierzbicka [357], the word “fairness” is identified as a represen-
tation of cultural norms that dictate the regulation of human activities through explicit
and implicit rules of engagement. Most participants commonly perceive these rules as
universally applicable and justifiable. As societies evolve, the concept of fairness has been
continually reinterpreted and applied in various contexts, reflecting the complexities and
diversities of human values and ethical standards.

Contributions from various academic disciplines have significantly enhanced the dis-
cussion on the topic of fairness. Philosophers like Rawls in “A Theory of Justice” [283]
have laid down principles defining justice in terms of fairness, emphasizing equal liberty
and opportunity. Behavioral scientists, including Kahneman and Tversky [171, 326], have
explored how biases influence perceptions of fairness, revealing the psychological support
that alters human judgment. Contemporary humanities researchers have focused on
the intersections of culture, gender, and historical contexts of fairness. In particular,
Nussbaum addressed how societal structures and cultural norms influence women’s ca-
pabilities and rights, offering a profound critique of gender bias and inequality [244].
Similarly, Spielhaus has examined how gender and religious identities shape interactions
and policies in multicultural societies. Her insights into the dynamics of religious bias and
discrimination provide a critical perspective on the historical and cultural dimensions of
fairness, especially concerning the treatment of religious (i.e., Islamic) minorities [313].

With the advancements in technology, the principles of fairness extend to the Al and
ML fields. In Al, fairness ensures that automated systems operate without inherent bi-
ases, promoting equal treatment across all user interactions [33, 101]. This is particularly
critical as Al systems are increasingly employed in decision-making roles, from personal-
ized advertising to automated customer service. The challenges of fairness become more
pronounced in ML, where models learn from data to make predictions or decisions. ML
models are indeed susceptible to reflecting or amplifying biases present in their training
data. Addressing fairness in this context involves developing methods to detect, quantify,
and mitigate biases, ensuring that such applications do not perpetuate historical discrim-
ination [117]. This is essential in sensitive domains such as credit scoring [161, 190], job
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recruitment [194, 195, 289|, and healthcare [67, 229|, where biased decisions can have
profound consequences on individuals’ lives. However, it also significantly impacts other
domains, such as e-commerce [230, 339] and social networks [142, 295]. In particular,
unfairness has a substantial impact on user experience and service delivery in these ar-
eas. The effects can manifest as less effective services for a considerable segment of
users, including receiving inappropriate recommendations [383|. Such disparities can
accumulate substantial economic and social consequences over time and across popula-
tions [33, 63, 77, 335].

From an ethical perspective, and as mandated by regulations such as the GDPR
(specifically, Article 22%), digital platforms are obliged to avoid discrimination stemming
from automated decision-making systems, particularly concerning sensitive attributes.
This legal framework necessitates a nuanced understanding of fairness and discrimination,
often calling for rigorous scrutiny of even minimal differences to prevent systemic biases.

Why algorithmic? The term “algorithmic” in algorithmic fairness highlights the
role of algorithms in the broader debates of fairness within AI and ML. The origin
of the word “algorithm” can be traced back to the late medieval Latin “algorismus”,
which derives from Al-Khwarizmi, the Islamic mathematician who authored the Arabic
manuscripts describing the Indian arithmetic system [317]. The meaning of the term has
evolved into the technical definition used in modern computer science: “any well-defined
computational procedure that takes some value, or set of values, as input and produces
some value, or set of values, as output” [78]. Algorithms are essentially sequences of
instructions or sets of rules that enable computers to perform tasks, solve problems, or
make decisions. These range from simple calculative formulas to complex models that
process and analyze large datasets.

Discussing “algorithmic fairness” means focusing on these algorithms to ensure they
operate without bias. In this context, the emphasis is given to how algorithms are
applied in decision-making processes that significantly impact human lives across various
domains like hiring, lending, criminal justice, healthcare, e-commerce, social networks,
and recommendations. The primary concern is whether decisions made by algorithms
are fair, unbiased, and equitable, particularly toward individuals or groups based on
protected characteristics such as race, gender, or age. The “algorithmic” aspect underlines
that issues of fairness arise from these computational processes and automated decision
systems [104]. Algorithms have the potential to perpetuate or even amplify societal
biases if they are not carefully designed and monitored.

Thus, ensuring algorithmic fairness involves a critical examination of both the input
data and the algorithmic processes that analyze this data. This analysis is necessary
to identify and mitigate biases, ensuring the algorithms promote fairness systematically.
Addressing these issues involves not only adjusting the algorithms but also modifying
the data handling practices and sometimes the objectives of the models themselves. A
comprehensive algorithmic fairness approach helps build trust in Al applications that
increasingly influence many aspects of our lives, and ensures that technological advance-

“https://gdpr-info.eu/art-22-gdpr/. Accessed March 30, 2025.
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ments contribute positively to promote a fair and inclusive society by adhering to our
collective ethical standards.

In this section, we will systematically explore the algorithmic fairness field, begin-
ning with a historical overview, which traces the development of fairness concepts from
philosophical origins to modern machine learning applications (Section 2.2.1). Follow-
ing, we will introduce basic definitions of fairness to establish foundational terminology
(Section 2.2.2), examine the causes of bias in machine learning (Section 2.2.3), and dis-
cuss types of fairness and their legal definitions (Section 2.2.4). We will finally delve
into the metrics used to measure and detect algorithmic bias (Section 2.2.5) and the
existing bias mitigation strategies (Section 2.2.6). The content of the last three sec-
tions is based on surveys and books published in the algorithmic fairness literature
(i.e., [37, 63, 231, 238, 335]).

2.2.1 Historical overview

The concept of fair algorithms has a long-standing historical foundation intercon-
nected with the adoption of mathematics and statistics within moral sciences, as accu-
rately portrayed in Ochigame’s article [245].

Figures 2.3 and 2.4 displays the major milestones in algorithmic fairness over the
centuries and recent decades.

Over time, moral philosophers have often formulated notions of justice inspired by
mathematical concepts. Aristotle investigated the principles of distributive and corrective
justice using the notions of geometrical and arithmetical proportions [54]. However, it was
not until the early modern period that more organized attempts to utilize mathematical
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calculations in resolving political disputes concerning justice and fairness began to arise.

During the seventeenth century in England, mathematicians constructed tables for
calculating “present value” in order to establish equitable conditions for specific agricul-
tural leases, particularly for land under the ownership of the Church of England [92].

During the Enlightenment era, ethical inquiries were a focal point in the initial de-
velopment of probability theory and in the early conceptualization of computational
devices |91]. Pascal’s calculations of equivalent expectations were driven by concerns re-
garding equitable distribution, particularly in the context of apportionment in gambling
and uncertain business contracts such as insurance and shipping [136]. Pascal’s work
laid the foundation for subsequent developments in the field of probability. Leibniz, the
creator of an early calculating device, also aimed to devise a comprehensive system of
reasoning grounded in a clear and unambiguous formal language to address ethical dis-
agreements [22].

During the eighteenth century, probabilists like Marquis de Condorcet and Laplace
developed a statistical system for the moral sciences, specifically in jurisprudence [83],
based on the ideas of Pascal and Leibniz. One noteworthy instance of the incorporation
of mathematical probability into legal proceedings occurred with the evolution of the
concept of “contractual fairness” within English law. As a result of these advancements,
a rule was implemented in 1810, allowing contracts for the sale of reversions to be canceled
if the price was deemed unfair [178].

During the mid-nineteenth century, the probabilistic approach to the moral sciences
had declined in popularity. However, probabilistic and statistical calculations remained
fundamental in establishing various normative claims about society. In the nineteenth
century, the concept of “risk” became part of everyday language in the United States
with the rise of corporate risk management [204]. This led to the practice of individual-
ized risk classification, such as in life insurance, which later resulted in controversies over
racial discrimination, with corporations charging differential rates based on race [44].
Mathematical statistics transformed the human sciences in the twentieth century. Op-
timization models influenced by the theory of “expected utility” expanded the use of
statistical methods and risk classification systems (often called “actuarial” because of
their origins in insurance) in capitalist institutions [105]. Actuarial methods became per-
vasive in the second half of the century. Credit scoring calculations became popular in
the 1960s as a replacement for personal interviews [201].

During the 1980s, the criminal justice system, especially in the United States, began
to increasingly rely on actuarial methods for risk assessment [157]. These methods uti-
lized statistical models to predict the likelihood of reoffending based on data gathered
from past criminal records. These can be considered the predecessors of decision support
tools, such as COMPAS (Correctional Offender Management Profiling for Alternative
Sanctions) [21]. While these methods were praised for their objectivity compared to hu-
man judgment, they also faced criticism for potentially reinforcing existing biases present
in the criminal data, such as racial disparities in arrest and conviction rates.

Progressively, the 1990s and early 2000s saw growing awareness about the potential
biases these automated systems might carry. By the mid-2000s, formal studies began
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to propose mathematical formulations of fairness. The landmark papers by Dwork et
al. 101, 102| introduced notions of fairness that could be mathematically quantified,
setting the stage for a plethora of research into fair machine learning practices. These
efforts have grown to include an array of disciplines, including law, ethics, sociology,
computer science, and statistics.

In more recent years, the focus has shifted toward the development and implemen-
tation of fairness metrics in ML [33, 63, 231, 255, 341]. The community has proposed a
variety of methods and procedures to quantify and address fairness, including concepts
such as disparate impact and disparate treatment, and specific metrics like statistical par-
ity, equal opportunity, equalized odds, and overall accuracy equality. These notions, which
will be described in detail in the next sections, have been critical in guiding the devel-
opment of algorithms that are not only efficient but also equitable. The integration of
these fairness metrics into practical applications signifies a crucial step forward in making
machine learning tools that can be used responsibly in society.

2.2.2 Basic definitions

There is often confusion about basic terminology in discussions regarding fairness,
particularly in systems governed by algorithms. The terms bias, unfairness, and discrim-
ination are commonly used interchangeably in algorithmic fairness literature [63, 77],
even though they have distinct linguistic meanings. We will provide below the three dif-
ferent definitions for a clear and complete understanding of the field. Within this thesis,
we align with the vision of considering these concepts as synonyms.

Bias Refers to a systematic inclination or predisposition that results in judgments that
are consistently distorted and prejudicial in favor of or against an individual or group
compared to another. This can occur either consciously or unconsciously and affects
human reasoning, behaviors, and decision-making processes [326].

Unfairness Describes actions or situations where equitable treatment is not provided,
resulting in unequal outcomes for individuals or groups. It encompasses situations where
decisions or treatments are not based on merit or relevance but on prejudice, leading to
injustice or partiality [283].

Discrimination Involves treating someone differently or less favorably because of cer-
tain characteristics, such as race, gender, age, or religion. It manifests in actions that
exclude or restrict individuals based on group-based attributes, leading to the denial of
opportunities or rights [17].

2.2.3 Causes of bias in machine learning

The current literature has uncovered many possible causes of unfairness in ML. As
outlined by Mehrabi et al. [231] and Pessach and Shmueli [255], these causes can be
categorized into four main groups:
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e The datasets utilized for learning may already contain biases stemming from biased
device measurements, historically biased human decisions, erroneous reports, or
other sources. ML algorithms are designed to mimic the inherent biases that are
already present in the data they are trained on.

e The presence of biases induced by incomplete data, including missing values, can
lead to the creation of datasets that do not accurately reflect the characteristics of
the intended population.

e Algorithms that prioritize reducing overall prediction errors may result in biases
that favor majority groups over minorities. Additionally, unreliable algorithms,
such as those with weak generalization abilities, can contribute to unfairness.

e Biases may arise due to “proxy” attributes that are connected to sensitive attributes
(e.g., race, gender, and age) that are generally not acceptable for use in decision-
making systems. Proxy attributes are not sensitive but can be utilized to infer
sensitive attributes. In case the dataset contains such attributes, the ML algorithm
may implicitly make decisions based on sensitive attributes while appearing to use
legitimate attributes.

2.2.4 Fairness types and legal definitions

Depending on the specific context and the ethical considerations involved, fairness can
be categorized into different types, each addressing particular aspects of equity. Under-
standing these distinctions is crucial for designing and deploying algorithms that adhere
to desired ethical standards and societal norms. In Section 2.2.5, we will mathematically
define the fairness metrics associated with each category shown below.

Individual fairness Focuses on the principle that similar individuals should be treated
similarly by an algorithm. The goal here is to ensure consistent and equitable treatment
for individuals who are alike in relevant respects. The underlying challenge is defining
what makes individuals “similar” in a specific context and determining how to measure
this similarity in a way that aligns with ethical guidelines. Metrics to measure this bias
type are fairness through unawareness, fairness through awareness, and counterfactual
fairness.

Group fairness Concerns the equitable treatment of different defined groups based
on sensitive attributes such as race, gender, or age. The aim is to ensure that no group
is systematically advantaged or disadvantaged by an algorithm. In particular, splitting
the population into several groups and computing a statistical measure for each group,
the selected measure should be equal across all groups. Group fairness metrics include,
among others, statistical parity, equal opportunity, equalized odds, overall accuracy equal-
ity, predictive parity, and treatment equality.
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Subgroup fairness This concept seeks to maximize the advantageous properties as-
sociated with both group and individual fairness. The approach contrasts with the two
standard notions but utilizes them to optimize results. It selects a group fairness con-
straint and investigates the extent to which this constraint is upheld across a wide range
of subgroups.

Beyond the above general categorization, discrimination has been depicted in the le-
gal domain through the introduction of two primary definitions: disparate impact and
disparate treatment. Along with these definitions, a third notion, namely disparate mis-
treatment, has been introduced to consider aspects overlooked by the others, as illustrated
below.

Disparate impact Also referred to as adverse impact, it is the indirect (i.e., un-
intentional) discrimination that occurs when practices or systems appear to treat all
individuals uniformly. This applies to scenarios in which a model exhibits disproportion-
ate discrimination against specific demographic groups, even when the model does not
directly utilize the sensitive attribute in predicting outcomes but rather relies on proxy
attributes.

Disparate treatment Disparate treatment is the deliberate act of treating an individ-
ual in a differential manner based on their membership in a protected class, constituting a
form of direct discrimination. Disparate treatment focuses on unfair treatment aimed at
individual people, unlike disparate impact, which addresses discrimination at the group
level.

Disparate mistreatment This concept involves the assessment of misclassification
rates within user groups characterized by varying values of a sensitive attribute, as op-
posed to the evaluation of corrected predictions. Furthermore, the concept of disparate
mistreatment holds importance in situations where the misclassification cost varies based
on the specific demographic group impacted by the error.

2.2.5 Fairness metrics

This section aims to present a comprehensive overview of the predominant fairness
metrics utilized in ML classification tasks. It will include detailed descriptions and math-
ematical definitions of these metrics. As is customary in algorithmic fairness literature,
the depicted metrics pertain to the scenario in which both the target class and the sen-
sitive attribute are binary. The corresponding notation is outlined in Table 2.1.

Throughout the presented thesis, the specific metrics used in bias detection will refer
to the following definitions.

Fairness through unawareness An algorithm is deemed to be fair if it does not
explicitly incorporate any sensitive attributes into its decision-making processes.
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Symbol Description

P(w | z) Probability of the event w given the event z
f:x—y Algorithm (or ML model) with input x and output y
y€{0,1} Actual outcome

7 €{0,1} Predicted outcome (by the algorithm or ML model)
s€{0,1} Sensitive attribute (e.g., race, gender)

Generic values of the actual outcome, predicted outcome,
and sensitive attribute (either 0 or 1)

TPR True positive rate

FPR False positive rate

TNR True negative rate

FNR False negative rate

Yi, Yi, Si

Table 2.1. Notation used in the description of fairness metrics

Fairness through awareness An algorithm must provide equitable predictions for
individuals who exhibit similar characteristics in order to be considered fair. Essentially,
when people have similar measurements for a specific task, they should experience similar
outcomes.

Counterfactual fairness An algorithm is fair if it remains unchanged in a counter-
factual scenario where the value of an individual’s sensitive attribute is different while
all other conditions remain the same.

P(§sc1=9i | s=0) = P(§s0=19; | s=0) (2.1)

where ;.1 denotes the predicted outcome in the counterfactual scenario in which the
sensitive attribute s is changed.

Statistical parity Also known as demographic parity, group fairness, or equal accep-
tance rate, defines fairness as an equal likelihood for every group to be assigned to the
positive class. The predictions should be independent of sensitive attributes.

P(g=1|s=0)=P(yg=1]s=1) (2.2)
Disparate impact metric Often equated to statistical parity, this metric is designed

to mathematically represent the legal notion of the disparate impact definition. It requires
a high ratio between the positive prediction rates of both sensitive groups.

P(g=1]s=
W=11s=0),,_, (2.3)
P(g=1]s=1)
where € commonly takes the value of 0.2. In this situation, the metric corresponds to the
“80%-rule”. Also known as “four-fifth rule”, it is defined by the U.S. Equal Employment
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Opportunity Commission (Title VII, 29 CFR Part 1607%) and prescribes that any group
(categorized by race, orientation, or ethnicity) with a selection rate of less than four-fifths
(i.e., 80%) of the group with the highest rate is indicative of disparate impact, resulting
in discriminatory effects on a protected group.

Equal opportunity Demands that the likelihood of a subject in a positive class re-
ceiving a positive prediction be the same for each sensitive group, i.e., the TPR of the
ML model should be equal across groups.

Ply=1|y=1,s=0)=P(g=1]y=1,s=1) (2.4)

Equalized odds Also referred to as conditional procedure accuracy equality, it is sim-

ilar to equal opportunity, but instead of considering only the TPR, equalized odds simul-

taneously take into account the FPR.
P(G=11y=15=0)=P(G=1]y=1,5=1) 05)
P(j=1]|y=0,s=0)=P(§=1]|y=0,s=1) '

Overall accuracy equality Defines fairness as the equivalent likelihood of a subject
from either the positive or negative class to receive a correct prediction. This means that
the classification accuracy should be the same for every sensitive group.

PG=01y=0.5=0)+P(j=1]y=1s=0)- 06

=P(H=0|y=0,s=1)+P(g=1|y=1,s=1) .
Predictive parity A classifier is deemed to satisfy this criterion when both protected
and unprotected groups exhibit an equivalent positive predictive value (PPV), represent-
ing the probability that a positive result truly corresponds to the positive category.

Ply=1]9=1,5=0)=P(y=1]g=1,s=1) (2.7)

Treatment equality Defines fairness as the equal error rate made by the classifier for
each sensitive group. This means that both groups should have both the same FNR and
FPR.

P(H=1|y=0,s=0) P(H=1]y=0,5=1)

= 2.8
P(j=0]y=1s=0) P(G=0]y=1s=1) 29

2.2.6 Bias mitigation approaches

Mitigating bias is a crucial phase for developing fair and reliable models. There
are three primary approaches to bias mitigation in machine learning: pre-processing,

Shttps://tinyurl.com/ecoc-vii-29cfr-part1607. Accessed March 30, 2025.
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in-processing, and post-processing. Each method targets a different stage of the model
development process, from handling initial data to adjusting final model outputs.

Pre-processing These methods focus on modifying the training data before it is used
to train the model. The goal is to remove biases inherent in the data, either by altering
the features or the labels, or by re-sampling the dataset to ensure a more balanced rep-
resentation of groups across sensitive attributes. Examples of pre-processing techniques
are reweighing, sampling, disparate impact remover, and optimized pre-processing.

In-processing Also referred to as in-training, these techniques involve incorporating
bias mitigation procedures directly into the training process of the machine learning
model. This can be achieved by adding constraints or regularization terms to the learning
algorithm to penalize bias. Alternatively, the model’s objective function can be modified
to optimize both accuracy and fairness simultaneously. A common method adopted in
this category is adversarial debiasing.

Post-processing These methods are applied after a model has been trained, focusing
on adjusting the model’s outputs to ensure fairness across different demographic groups.
These techniques involve modifying the decision thresholds or the predictions themselves
to correct for biases that the model may exhibit. Post-processing adjustments are par-
ticularly useful when it is not feasible to alter the training data or the model itself due
to constraints such as time, computational resources, or external regulations. While ef-
fective in many cases, it’s important to note that post-processing can sometimes lead to
a reduction in the overall accuracy of the model, as the modifications are made solely
based on the output rather than the underlying data or model structure. Popular post-
processing techniques are reject option classification and equalized odds post-processing.

For the motivations expressed above, and as illustrated in detail in the specific chap-
ters of the presented thesis, in our work, we will focus primarily on the adoption of
pre-processing and in-processing approaches, as well as the introduction of innovative
methods of these two types.

2.3 Graph Neural Networks

The advancements in neural network development have resulted in increased research
on data mining and pattern recognition. In the past, many machine learning applications,
such as object detection [284], machine translation [363], and speech recognition [150],
required handcrafted and time-consuming feature engineering to extract useful features.
Significant progress in these tasks has been made thanks to the implementation of end-
to-end deep learning frameworks such as convolutional neural networks (CNNs) [203],
recurrent neural networks (RNNs) [151], and autoencoders [337]. The rapid improvement
of computational resources like GPUs, the availability of large training datasets, and
deep learning’s ability to extract hidden patterns from different types of data have all
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contributed to its success in different fields.

While deep learning architectures have proven to be successful in revealing hidden
patterns within Euclidean data (e.g., images, text, and videos), a growing range of ap-
plications produce data from non-Euclidean domains and present them as complex, in-
terdependent graphs [364]. As a response to this challenge, Graph Neural Networks
(GNNs) have emerged as a powerful method for effectively modeling and interpreting
these intricate, graph-structured datasets. Despite being frequently overlooked, graphs’
ubiquity and importance are crucial to understanding the success of GNNs, one of the
major progresses in DL over the last decade.

Why graphs? Graphs are a prevalent way of representing data we obtain from na-
ture, as most patterns that we observe, whether in natural or artificial systems, can be
described using interconnected structures of nodes and edges. From the molecular level,
where atoms are connected by chemical bonds, to the brain’s connectomic structure,
where neurons are connected by synapses; from transportation networks, which are com-
posed of intersections connected by roads, to social networks, which are made up of users
linked by friendship, graphs are a universal and optimal tool for describing living organ-
isms and human-made constructs. Furthermore, from neuroscience research [114], we
know that it is probable that the cognitive processes that drive our decision-making and
reasoning are structured as graphs. This means that rather than imagining all the infor-
mation available, we only visualize selected concepts and their relationships to represent
the real system. Given this interpretation of cognition, it is highly improbable that we
will be able to create a generally intelligent system without a component that relies on
graph representation learning. It is worth noting that this finding does not conflict with
the fact that many recent ML systems are based on the Transformer architecture [331].
In fact, as revealed in recent articles, Transformers can be viewed as a specific instance

of GNNs [332].

In this section, we will explore the development of GNN architectures over time.
Initially, we will present a historical perspective on their evolution (Section 2.3.1). Sub-
sequently, inspired by several papers [332, 364, 388, 392| in literature, we will delve into
technical descriptions of these models. We will begin with basic definitions of graph data
(Section 2.3.2) and progress to the fundamental properties of GNNs (Section 2.3.3), the
GNN framework (Section 2.3.4), popular GNN types (Section 2.3.5), and primary tasks
for which they have been successfully utilized (Section 2.3.6).

2.3.1 Historical overview

The history of GNNs, whose milestones are depicted in Figure 2.5, traces its roots back
to the late 1990s when researchers first began exploring the potential of applying neural
network methodologies to graph-structured data. Initial efforts focused on Recursive
Neural Networks, pioneered by Sperduti and Starita [312], and Frasconi et al. [116],
which targeted directed acyclic graphs and aimed to model hierarchical structures in
domains like chemistry and natural language processing. These early contributions laid
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Adoption of GNNs in many applications:
- Bioinformatics

- Social network analysis

- User modeling

- Content recommendations

- Predicting travel times in Google Maps

Introduction of DeepWalk

2010-2015

Exploring neural networks for graphs |
Recursive Neural Networks
[, | (eo)— (o
Introduction of the term
“Graph Neural Network"
Development of early graph
embedding methods

Development of node2vec

Spectral and spatial methods development |

Rapid proliferation of scalable and
versatile GNN frameworks (eg.,

GCNs) and subsequent innovations
(e, GATs and GraphSAGE)

Figure 2.5. Timeline reporting the major events of the GNN history.

a foundational framework that would evolve into more sophisticated approaches.

The term “ Graph Neural Network” was officially introduced in the early 2000s by Gori
et al. [125] and Scarselli et al. [297], marking a significant evolution in the field. This new
model extended neural network applications to a broader range of graph types through
a general framework that utilized a fixed-point equation for learning on graphs. This
period also coincided with the development of early graph embedding methods, which
became crucial for effectively representing graph data.

A key advancement in graph representation learning came with the introduction of
DeepWalk by Perozzi et al. [253] in 2014, which pioneered the generation of node em-
beddings using random walks on graphs, akin to learning word embeddings in natural
language processing. Following closely in 2016, node2vec by Grover and Leskovec [128§]
built on this approach, offering a more flexible framework that allowed for biased random
walks to efficiently explore and learn from diverse neighborhood structures. Both Deep-
Walk and node2vec demonstrated the effectiveness of embedding techniques in capturing
complex relational information in graphs, setting the stage for subsequent innovations.

The development of spectral and spatial methods further enriched the GNN landscape.
Spectral approaches, introduced by Bruna et al. [48], used the eigen-decomposition of the
graph Laplacian to define convolutions in the Fourier space, providing a theoretical basis
for graph convolutions. Despite their theoretical appeal, the computational demands
of spectral methods led to the rise of spatial methods, which aggregated features from
neighboring nodes directly. Introduced by researchers like Duvenaud et al. [100] and
Niepert et al. [241], these spatial methods offered computational efficiency and adapt-
ability, becoming foundational for many modern GNN architectures.

Since 2017, the GNN field has seen a rapid proliferation of scalable and versatile
frameworks that have significantly broadened the practical applications of GNNs. The
introduction of Graph Convolutional Networks (GCNs) by Kipf and Welling [180] simpli-
fied graph convolutions and became a standard in the field. Subsequent innovations such
as Graph Attention Networks (GATs), proposed by Velickovic et al. [333], and inductive
learning models like GraphSAGE [138] have further pushed the boundaries by incorpo-
rating sophisticated representation learning techniques to enhance model performance
and adaptability.

In the last few years, GNNs have been successfully adopted by scientific and industrial
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entities in a wide range of applications, including bioinformatics [115], where they have
been used to discover new antibiotics [315]. They are also used in social network analy-
sis [164, 387], user modeling [69, 71, 140, 372|, and content recommendations [226, 378|.
GNNs can predict travel times in Google Maps [93] and have been instrumental in creat-
ing the latest version of machine learning hardware, the TPUv5 [237]. Moreover, systems
based on GNN have assisted mathematicians in revealing the latent structure of math-
ematical objects [85], resulting in the formulation of novel conjectures at the forefront
of representation theory [42]. The ongoing advancements in dynamic and heterogeneous
graph modeling also showcase the versatility and expanding scope of GNNs, promising
continued growth and innovation in handling intricate, relational data structures.

2.3.2 Basic definitions of graph data

Before diving into the core principles of GNNs, it is essential to provide precise
descriptions of graph data.

Graph A graph is usually defined as G = (V, E) and consists of a set of nodes V' and
a set of edges E, where each edge e = (u,v) € E exists if there is a connection between
the two nodes ueV and veV.

Adjacency matrix A practical and efficient form to represent a graph is through an
adjacency matriz A € RVIXVI The adjacency matrix A is a key representation in graph
theory, playing a crucial role in defining the connectivity and structure of the graph in
computational terms. The graph nodes are arranged in a specific order that corresponds
to each row and column in the matrix. This order allows for the population of the
adjacency matrix A with entries a,, € A that indicate the presence of edges within the
graph, as follows:

uv —

{1 (u,v) e E (2.9)

0 otherwise

Neighborhood Moreover, the edges of the graph provide a locality constraint in these
functions. Similar to a CNN, which operates over a small neighborhood of each pixel
within an image, a GNN can process a node’s neighborhood within a graph. A common
definition of a neighborhood N, is the following:

Ny={veV |(u,v)e Ev(v,u)e E} ={veV | ay =1} (2.10)
Contextually, the degree of a node w e V is defined as:

Nul = deg(u) = 3 auw (2.11)
veNy,

Directed /undirected graphs In an undirected graph, edges have no direction, indi-
cating a bidirectional relationship between nodes. It means that if node u is connected
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to node v, node v is also connected to node u. In the adjacency matrix, @,y = ayy = 1
if (u,v) € E. Therefore, A is symmetric. In a directed graph, each edge has a direction,
indicating a one-way relationship from one node to another. The existence of an edge
from node u to node v does not imply the presence of the opposite edge, i.e., from node
v to node u. Graphs may also incorporate weighted edges, in which the entries in the
adjacency matrix can take on arbitrary real values, as opposed to being limited to {0,1}.

Heterogeneous graphs These graphs are characterized by the presence of nodes with
distinct types, allowing for the categorization of nodes into separate and non-overlapping
sets V = ViuVou---uV,,, where m is the number of node types and V;nV; =@, Vi # j. In
heterogeneous graphs, edges typically adhere to constraints based on the types of nodes
they connect, with a common restriction being that certain edges only link nodes of
specific types. Multipartite graphs represent a specific category of heterogeneous graphs,
wherein the connectivity between nodes is restricted to pairs possessing distinct types,
ie., (u,v) e E, where ue Vj,veVni#j.

Multi-relational graphs In scenarios where graphs exhibit various types of edges
7 € T, the edge notation can be extended to cover the specific edge or relation types,
being defined as tuples e = (u,7,v) € E. This approach allows the creation of an ad-
jacency matrix A, for each edge type separately. The graphs described are classified
as multi-relational, and can be represented and summarized by an adjacency tensor
A € R'V‘X‘R‘XM, where R indicates the relation sets. Multi-relational graphs are com-
monly known as knowledge graphs due to the ability to interpret the edge tuples as
denoting specific factual relationships between the nodes.

Feature information A graph often has attribute or feature data associated with it.
Typically, these are attributes related to nodes and are described by a node feature matriz
of real values, denoted as X € RVI*? in which each row represents a feature vector x,, €
R? Vu e V. Tt is assumed that the node ordering is consistent with the adjacency matrix.
Different types of nodes have distinct attributes when dealing with heterogeneous graphs.
In some cases, graphs with real-valued edge features are considered, and occasionally,
real-valued features are associated with entire graphs.

2.3.3 Fundamental properties

A key challenge in working with graphs is the non-fixed ordering of nodes, which
differs from the structured data formats used in other types of neural networks, such as
images in CNNs or sequences in RNNs. To address this, GNNs are designed to retain
two essential properties: permutation invariance and permutation equivariance.

Permutation invariance This property is essential when the GNN’s output should
be the same regardless of the order of nodes in the input graph. For example, in graph
classification tasks where the entire graph is assigned a label, the predicted label should
not change if the nodes of the graph are reordered. This ensures that the model’s output
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for graph-level predictions is consistent across different permutations of the graph’s nodes.

Permutation equivariance Unlike invariance, equivariance refers to situations where
the output needs to change in a predictable way according to changes in the input. For
GNNs, this means that if the nodes in the input graph are reordered, then the node-level
outputs (e.g., features or embeddings) are rearranged correspondingly. This property is
crucial for tasks like node classification, where each node’s output, such as a class label,
is directly tied to that node and must follow the node if the input order changes.

From a mathematical perspective, given a permutation matriz P, it is desirable for
any function f that operates on an adjacency matrix A to adhere to one of the two
following constraints:

f(PAPT) = f(A) (Permutation invariance) (2.12)
f(PAPT) =Pf(A) (Permutation equivariance) (2.13)

2.3.4 Graph Neural Network framework

GNN models are centered around the concept of message passing, a process that is
fundamental to every GNN variant. This mechanism allows nodes to exchange informa-
tion with their neighbors, effectively aggregating local and global structural insights to
update node states and eventually produce outputs for various tasks.

Initially, each node is associated with a feature vector x, € R?. The objective is to
transform these features into comprehensive embeddings z,, Vu € V, that encapsulate
both the intrinsic properties of the nodes and their contextual relationships within the
graph. Moreover, embeddings for both subgraphs and complete graphs can be generated.
The whole procedure is composed of the following steps: message aggregation, features
update, and global pooling.

Message aggregation FEach node u exchanges messages with its neighbors over mul-
tiple iterations or layers. The process for one iteration k is described by:

m® = AGGREGATE® ({h{ 1 : v e N, }) (2.14)

where hz(,kfl) are the features of neighboring nodes from the previous iteration and N,
denotes the set of neighbors of node u. The AGGREGATE function might involve opera-
tions like summing, averaging, or even more complex neural network-based mechanisms.

Features update The node features are updated by combining the aggregated mes-
sages with the node’s previous state to generate a hidden embedding hy:

h(®) = UPDATE® ("D m{®) (2.15)
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The UPDATE function is typically expressed as a neural network:
h®) = o(WEm® 4 p*) (2.16)

where o is a non-linear activation function, such as a ReLU, W) is the weight matrix,
and b®) is the bias vector, specific to layer k.

After K iterations, the embeddings of each node can be defined by the outcome of the

final layer:
z, =h{) vyeV (2.17)

Global pooling To derive a graph-level output from node-level features, GNNs op-
erate a global pooling function, also called readout, that aggregates features across all
nodes:

z¢; = READOUT(z,) = READOUT({h{¥) vy e V}) (2.18)

This step might employ various pooling strategies like global sum, average, or even
learnable methods to synthesize the information from all nodes.

2.3.5 Popular types

Different types of GNN structures have been identified in the literature, depending on
the particular methods and procedures utilized for the message-passing algorithm. This
section provides a formal representation of the most widely utilized models, specifically
the Graph Convolutional Network (GCN) and the Graph Attention Network (GAT).

Graph Convolutional Network GCNs simplify graph convolutions by approximat-
ing spectral graph convolution. The update rule for a GCN layer can be expressed as:

h(k) - 0( ! W(k)h(k‘l)) (2.19)

>, —— 0
ve Ny u{u} V |Nu||Nv|

This equation combines the features of node u and its neighbors, normalized by the
nodes’ degrees, enhancing the stability of the learning process.

Graph Attention Network GATs introduce an attention mechanism to weigh the
importance of neighbors’ features dynamically. The related update function is:

n(® :a( 5 agywwmgkl)) (2.20)
UENu

where «,,, are coefficients computed by the attention mechanism, determining the influ-
ence of each neighbor’s features.
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2.3.6 Main tasks

There are three main purposes for which GNNs are employed:

e Node classification: The goal is to predict the label of a node based on its
features and its neighborhood information. This task is common in social network
analysis, where one might predict the role or group membership of individuals.

e Link prediction: This involves predicting the likelihood of a relationship between
two nodes, which is useful for recommending friends in social networks or predicting
interactions between proteins in biological networks.

e Graph classification: In this task, the entire graph (or subgraphs) is classified
into different categories. This is particularly useful in chemistry for predicting the
properties of molecules or in document classification, where entire graphs represent
documents or sentences.

2.4 User Modeling

In a scenario where Al systems, especially IR and recommender platforms, produce
a large quantity of personal data on a daily basis, it becomes important to identify
individuals’ interests, characteristics, and behaviors. This requirement is met by utilizing
user modeling (or user profiling) techniques [103]. The main goal of these methods is
to create a reliable representation of the user, commonly referred to as a user model (or
a user profile), by using the data that have been generated [173|. User modeling and
profiling enable organizations to understand user behavior, preferences, and interests
through data analysis. This information allows organizations to deliver personalized
experiences, leading to increased user satisfaction and engagement.

In this section, our aim is to thoroughly examine the various aspects of user model-
ing. We will begin with a historical overview tracing the evolution from early stereotype
user modeling initiated in 1978 to today’s sophisticated deep learning-based approaches
(Section 2.4.1). We will proceed by presenting new encyclopedic definitions that are rel-
evant to the domain of user modeling (Section 2.4.2), which have been refined through
an extensive analysis of the field, supported by a comprehensive survey [267]. We will
then examine the significant paradigm shifts that have occurred within the last decade
alongside the emerging trends that have shaped the current research landscape (Sec-
tion 2.4.3). Finally, we propose a formal taxonomy of the user modeling domain, which
has been developed based on insights drawn from our comprehensive literature review
previously mentioned (Section 2.4.4).

2.4.1 Historical overview

The fields of user modeling and user profiling have seen significant progress through-
out the history of scientific literature on personalization. Figure 2.6 depicts the major
milestones in these areas.
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Figure 2.6. Timeline reporting the major events of the user modeling history.

The concepts of “user model” and “user modeling” were first introduced by Allen,
Cohen, Perrault, and Rich (i.e., [76, 254, 288|), in the late 1970s. Their pioneering work
laid the foundation for subsequent research in this field and led to the development of
various application systems that collected user information and had adaptive capabilities
(e.g., [16, 310, 340]). The first attempt to distinguish a user from other users was through
stereotype user modeling [288, 299], and it inspired several future contributions (e.g., [23,
192, 396)).

From the end of the 1980s, it became clear that the user modeling component needed
to be reusable to create user-adaptive systems. To achieve this, the first step taken was
to develop generic user modeling systems [46, 112, 175, 182, 185, 246, 249], also defined
as user modeling shell systems [181]. Toward the end of the 1990s, web personaliza-
tion gained significance in electronic commerce [15, 152]. User modeling was recognized
as crucial [113], and many systems were developed and published during this period
(e.g., [51, 56, 176, 183, 186]). Research on user profiling and user modeling made signif-
icant progress in the 2000s, with a focus on enhancing personalization and adaptability
in various systems.

A research area called adaptive hypermedia [50, 52] emerged at the intersection of
hypermedia systems [184] and adaptive user interfaces [199]. Unlike regular hypermedia,
adaptive hypermedia tailored the set of hyperlinks offered to users based on a model
of their goals, preferences, and knowledge [86]. During the same period, studies also
focused on creating user profiles that accurately captured interests based on observations
of user behavior on the web (e.g., |62, 118, 121, 207, 257]). With the advent of the se-
mantic web, researchers investigated representing and modeling user preferences through
ontologies |88, 233, 308, 311|, which were used to semantically organize and connect user
profiles, thereby improving the understanding of user preferences and relationships.

The introduction of the expert finding and expert profiling tasks |26, 27, 28| in the
Enterprise Track at TREC 2005 [80] marked a significant milestone in user modeling
research. This event brought the field a lot of attention [103, 210, 251] and is considered
a turning point in this domain. During the 2010s, there was a significant evolution to-
ward more advanced user profiling methods, with a greater emphasis on personalization
in various digital services, particularly in RSs [3, 198]. Researchers developed sophisti-




2.4. USeER MODELING

33

cated algorithms to analyze user behavior and preferences, resulting in improved content
recommendations [187, 228]. Innovative methods included personality-based user adap-
tation, in which automated methods were created to recognize personality traits in user
behaviors [32, 126] and conversations [225, 353].

Another significant development was the use of semantic user modeling techniques,
which involved creating computational models to understand user preferences, behaviors,
and intentions based on semantic information derived from various data sources. Studies
increasingly focused on context-aware user modeling to comprehend how user preferences
and behaviors were influenced by different contexts [8, 309, 334|. Researchers also ex-
plored ways to incorporate social network data into user models, using social network
analysis to understand the influence of social connections [329, 393|. The integration
of such data and user-generated content helped create more accurate and context-aware
user profiles [256].

During the same period, the rise of big data led to the exploration of advanced data
mining methods for user modeling [291, 328|. The application of ML algorithms, such
as clustering and classification, on large datasets helped reveal valuable patterns and
insights into user behavior [191, 385]. Following this, nearly all significant research in
user modeling began to concentrate on implementing deep neural networks to model
complex user behaviors, aiming to provide more precise predictions and personalized
experiences (e.g., [19, 68, 69, 323, 372]).

In recent years, the widespread collection of user data has led to increasing awareness
of privacy concerns and the development of privacy-preserving techniques [11, 163| such
as federated user modeling [216, 362]. Moreover, there has been a surge of scientific
contributions focused on XAI to enhance the interpretability of ML models, including its
application in user modeling [29, 160].

Ethical concerns have gained significant prominence in the past few years in many
areas, including user modeling research. Nowadays, there is a commitment to foster
transparency, accountability, and fairness in algorithmic decision-making by addressing
these challenges [82, 261, 389|. It is essential to ensure that user models maintain rep-
resentativeness and fairness across different user groups [268]. The evolving landscape
includes a growing emphasis on fostering effective human-Al collaboration to enhance
the ethical and inclusive dimensions of user modeling [397].

2.4.2 Novel definitions

In the preceding section, we highlighted the abundance of research surrounding user
modeling and user profiling, as evidenced by the numerous studies documented in the
academic domain. Over the tons of contributions that have been published in these areas,
there persists a notable ambiguity and inconsistency in the terminology employed across
these fields. To address this issue, our research started with a rigorous and systematic
review of the literature, marking the first endeavor of its kind to meticulously deconstruct
and analyze the foundational terminology used within the user modeling research area.

Our comprehensive analysis was directed toward clarifying and refining the definitions
associated with key concepts, including user profile [13, 18, 57, 121, 173, 200, 247, 319],
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user model [49, 118, 256, 293, 324]|, user profiling 69, 87, 103, 173, 338, 348, 393|, user
modeling |4, 108, 179, 209, 285|, and user profile modeling [18|. This initiative aimed to
eliminate any prevalent misunderstandings or misinterpretations in their usage, ensuring
a precise and uniform application of these terms across the academic community. Our
detailed examination revealed that, particularly in publications from the last decade, the
terms “user model” and “user profile” (along with “user modeling” and “user profiling”)
often bear overlapping descriptions. This insight has led us to conclude that these terms,
while historically distinct, have evolved to become largely synonymous and can be used
interchangeably.

In light of these findings, this dissertation will henceforth employ a single term for
these concepts, chosen for its clarity and relevance, without alternating between termi-
nologies. Drawing from our extensive investigation, which can be consulted in depth
in our survey [267]. Based on the unique insights gained from our in-depth survey, we
introduce two novel, encyclopedic definitions. These definitions are designed not only
to standardize usage but also to enrich the domain of user modeling and profiling by
providing a clear and authoritative reference for future research:

A user model (or user profile) is a structured representation of an individ-
ual user’s preferences, needs, behaviors, and demographic details to person-
alize system interactions. It is derived from direct user feedback or inferred
through machine learning and data mining techniques. It supports the pre-
dictions of future user intentions and the refinement of systems response to
enhance user satisfaction. User models are often instrumental in optimizing
the relevance and efficiency of adaptive systems, ensuring that user interac-
tions are aligned with individual needs and preferences.

User modeling (or user profiling) is the process of acquiring, extracting,
and representing user features and personal characteristics to build accurate
user models (or user profiles). It encompasses inferring personality traits and
behaviors from user-generated data. This dynamic practice includes auto-
matically converting user information into interpretable formats, capturing
latent interests, and learning conceptual user representations. FEssentially,
user modeling constitutes the methodology for building and modifying user
models, determining “what” to represent and “how” to effectively represent
this information for adaptive and personalized systems.

2.4.3 The evolving research landscape

In our comprehensive survey [267|, along with the thorough taxonomy analysis de-
tailed in the previous section, we have identified several significant paradigm shifts and
emerging trends that have reshaped the landscape of user modeling research over the
last decade. These developments not only mark a transformative phase in the field but
also form the basis of the innovative contributions presented in this manuscript. The dis-
cussion that follows explores these changes, demonstrating how user modeling has been
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redefined by technological advancements, shifts in user behavior, and new methodological
approaches.

Implicit and explicit user modeling In the past, profiling techniques primarily
concentrated on analyzing static characteristics. The traditional explicit user model-
ing (also known as static or factual profiling) required users to directly disclose their
information by means of questionnaires, online forms, or explicit ratings and prefer-
ences [49, 258, 280, 395|. These approaches became problematic, especially due to pri-
vacy concerns, and the process of filling out forms and questionnaires was considered
tedious. As a result, the accuracy of this type of modeling decreased over time [173, 174]
in favor of the implicit methods, which began to be increasingly adopted. Also re-
ferred to as behavioral or adaptive profiling [103, 173|, implicit user modeling involves
gathering and analyzing dynamic user data in a non-intrusive manner. This may in-
clude observing user behaviors and interactions without requiring direct input from the
user [131, 140, 224, 279, 373]. Both approaches, explicit and implicit user profiling, have
been used together for many years, but modern systems have now shifted their focus to
place greater importance on the latter. The practice of utilizing static data for user pro-
filing has evolved into collecting direct information obtained from publicly available data
that users have already shared, such as signing up for social media platforms [306, 307].
To refer to this new type of profiling, we coin the term “pseudo-explicit user profiling”.

User preferences and interests The study of these aspects has evolved alongside
the advancements in implicit and explicit modeling. With the rise of digital platforms
like e-commerce services and recommender systems, there has been an abundance of user-
generated data, such as social interactions and opinionated text content. This has led
to a growing focus on capturing user interests and preferences hidden in their historical
behaviors [24, 58, 81, 107, 127, 145, 218, 188, 219, 222, 300, 347]. In this scenario, specific
research on short- and long-term preference modeling started to arise [19, 109, 134, 159,
215, 320, 379|.

User behavior modeling The investigation of user behaviors has advanced signifi-
cantly to incorporate a range of refined modeling techniques and innovative concepts that
offer a more profound comprehension of the users in numerous contexts: Micro and macro
behavioral modeling [132, 355| respectively refer to immediate and large-scale actions
taken by the user that reflect their short-term and long-term preferences; Multi-behavior
modeling |71, 73, 168, 365, 370| integrates diverse forms of user interactions with items
rather than depending on a single type; Sequential behavior modeling [36, 60, 65, 380]
involves considering the temporal sequences of user actions that impact the interests and
preferences; Hierarchical user modeling [132, 354, 355, 371| is a technique employed in
personalized recommender systems, particularly in e-commerce, to model users’ real-time
interests at varying levels of granularity; Mobile user modeling [348, 349, 346] identifies
users’ interests and behavioral patterns through their activities on mobile devices.
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User representation Current research on user modeling tends to focus on specific
aspects instead of generalized approaches [325]. Researchers and practitioners have been
able to gain a more comprehensive understanding of users in digital environments and
effectively meet their needs through the development of concepts such as universal user
representation and holistic user modeling. Universal user representation is a concept
that creates a generalized profile of a user by encapsulating a broad spectrum of user
behaviors and preferences applicable across various domains and applications [130, 179,
381]. Holistic user modeling integrates diverse personal data sources to construct a
comprehensive representation of the user, providing a complete picture that can be used
to personalize experiences across different platforms [123, 239, 240|.

Evaluation in user modeling Historically, approaches to assess user modeling meth-
ods included a layered strategy aimed to separate the evaluation of different aspects to
help identify problems in the adaptation process [250|. There are currently two pri-
mary methods for assessing the effectiveness of independent user modeling approaches.
The first approach involves evaluating the efficiency of the proposed model or method
by assessing its ability to accurately predict a user’s personal characteristics through a
classification task [68, 79, 82, 372]. On the other hand, the second approach focuses
on generating simulated data to minimize the amount of user data gathered while still
maintaining the accuracy of profiling and safeguarding the privacy and confidentiality of
users’ personal data [30].

Graph data structures Similar to other fields, there has been a significant emphasis
in user modeling on exploring and implementing graph structures, including knowledge
graphs. Graph structures are powerful representations of data that capture relationships
among data objects and can be efficiently used to represent and analyze user behavior,
preferences, or interactions, making them commonplace in real-world applications [70,
214, 343, 348, 374]. Knowledge graphs, a specific type of graph structure, have gained
attention from academia and industry for their ability to effectively represent complex
information. They are employed to accumulate and disseminate knowledge of the real
world, which is beneficial for analyzing critical information from people’s activities and
posts on social media [20, 344, 349, 370].

Deep learning The rise of models based on deep neural networks has played a crucial
role in the progress of the user modeling research field. A variety of DL techniques and
architectures have been utilized in the field. In particular, differentiable user models [162],
attention mechanism |75, 110, 278, 352|, graph neural networks [69, 71, 82, 140, 359,
372|, convolutional neural networks [110, 278, 343, 348|, autoencoders |5, 109, 216, 348|,
recurrent neural networks |75, 119, 132, 379|, long-short term memory networks [110,
223, 243, 292, 398|, and transformers {129, 189, 361, 390, 394].

Beyond-accuracy perspectives The adoption of beyond-accuracy approaches in
various domains represents a significant shift similar to the emergence of deep learning
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architectures. These methods prioritize values such as privacy, fairness, and explainabil-
ity. In user modeling, such approaches can make accurate predictions while protecting
user privacy [75, 216, 221, 362|, addressing biases |1, 82, 268, 261, 302, 391], and promot-
ing transparency [29, 89, 96, 144, 236, 366].

2.4.4 Taxonomy

The comprehensive literature review, on which our survey [267] is based, allowed us to
present a detailed overview of the research field of user modeling, a vast and continuously
evolving area of study. We traced the significant milestones of the scientific literature,
from the introduction of stereotype user modeling in 1979 to recent contributions on
beyond-accuracy perspectives. Based on our analysis, we developed a formal taxonomy
that encompasses all the presently active topics in the research area, including emerging
trends in the last few years. The proposed taxonomy of the user modeling research field
is shown in Figure 2.7, while Figure 2.8 reveals the details of the Modeling techniques
tree, separately displayed to enhance the visualization perspective.
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Chapter

Fairness Analysis in GGeneric
Machine Learning Models

He who would learn to fly one day must first
learn to stand and walk and run and climb
and dance; one cannot fly into flying.

Friedrich Nietzsche

The work described in this chapter, which represents the initial study of the pre-
sented doctoral research, focuses on demonstrating how the application of explainability
and fairness techniques can enhance a domain expert’s trust and reliance on Artificial
Intelligence (AI) systems, in particular, machine learning (ML) models.

To achieve this goal, we propose a Responsible Al framework composed of four main
functions: a dataset €& ML model handler, a standardized explainability tool, a fairness
tool, and a feedback loop. The first function allows users to upload a dataset and pre-
process it, train different ML models to identify the most effective one for the provided
dataset and monitor its performance. The standardized explainability tool offers methods
for obtaining explanations for each prediction. Our objective is to create a tool that
supports the development of a Responsible Al system, regardless of the specific ML
model it is based on. The fairness tool empowers users to identify biases within the
model’s behavior and generate an unbiased version of the original model through the
adoption of a novel pre-processing bias mitigation algorithm. The feedback loop enables
a domain expert to evaluate the model’s results alongside the related explanations in
order to establish a new ground truth for training a more effective ML model.

We have utilized the presented system in the context of the loan approval process,
creating a proprietary framework with an intuitive interface and showcasing its effec-
tiveness through field tests and subsequent user studies. We conducted an experimental
session to select the best explainability algorithm for the developed framework, following
the state-of-the-art Fxplanation Goodness Scale. Additionally, we introduced a new Trust
& Reliance Scale to assess the system’s explainability, and an A/B test was conducted
to evaluate the fairness feature. Finally, we carried out a wusability test to assess the user
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interface (UI). The results were obtained by issuing the mentioned scales, tests, and us-
ability questionnaires to data scientists and researchers for the explainability algorithms
and to bank domain experts and loan officers to evaluate the other functionalities.

The upcoming chapter, whose structure is outlined below, will discuss the components
of the implemented systems, focusing on the adopted bias detection approaches and
the proposed bias mitigation method. This is in line with the principal topic of the
dissertation. The techniques and components that will only be briefly described are
thoroughly presented in our journal article. [269].

In Section 3.1, we delve into the underlying reasons and driving factors behind the
research, highlighting its significance and relevance. Section 3.2 outlines the research
approach, techniques, and procedures used to conduct the study, ensuring a rigorous
and systematic investigation. The system design and implementation are presented in
Section 3.3. This section provides a detailed overview of the architectural framework of
the proposed Responsible Al system. Following this, Section 3.4 presents the practical
application of the proposed system in the context of loan approval process, demonstrating
its functionality and effectiveness in a real-world scenario. The evaluation in Section 3.5
critically assesses the performance and outcomes of the system through an extensive user
study. Finally, Section 3.6 summarizes the key findings and insights derived from the
chapter, setting the stage for subsequent discussion.

3.1 Motivation

The financial and banking sectors have always relied on the capacity to forecast the
likelihood of specific events happening in the future [43, 148]. Assessing the potential
risk of granting a loan at a bank demands extensive knowledge and significant experience
from loan and credit officers. This involves analyzing customer information, including
personal data, financial status, and credit history, as well as evaluating the specifics of the
loan request. As envisioned in recent years by several industrial investigations (e.g., [84]),
currently, it is difficult to find a branch or department within a financial institution that
does not require predictive analytics. The volume of data needed for this type of analysis
in lending, which includes historical information on approved loans, makes it one of the
most compelling areas for the application of Al in the banking industry.

In this context, ML models have been employed, for instance, in the prediction of
stock prices [316] or, as in the case study described in this chapter, in determining
whether to approve a bank customer’s loan [301]. Due to the specific application area,
the risk linked with the calculated prediction may differ significantly. According to
multiple studies [122, 156], even though AT systems are matching or outperforming human
performance in numerous fields, their adoption is still met with suspicion, and human
expertise is often deemed irreplaceable [166]. Understanding the motivations behind a
specific outcome can be more important than the outcome itself in certain situations. It
is essential to comprehend why a prediction was made in order to establish confidence
in a model’s decisions. Trust plays a crucial role in the adoption of machine learning
techniques in high-risk applications, leading to the emergence of the fields of Human-
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Centered AI (HCAI) and Responsible Al as deeply depicted in Section 2.1.

It is becoming increasingly important to consider whether the implementation of Al
systems and the decisions made by them should be guided by a set of ethical principles
to ensure transparency, social equity, and sustainability. In the specific case of automatic
predictions in loan approval processes, it is essential to take into consideration several
key aspects of European law, such as the FU Al Act referenced in Section 2.1.1, which
states that individuals evaluated by an automated decision-making system have the right
not to be subjected to a solely automated decision, to receive an explanation of the
decision, and not to be discriminated against. As highlighted in Perez’s report “ Fairness
in Machine Learning”', ML practitioners should create models that inherently address
potential discrimination and are understandable to users, necessitating high transparency
and reproducibility throughout the entire system workflow.

The debate about the necessity of explainability in the Al community is highly con-
tentious. Hinton, for example, considers the constant pursuit of explaining how an Al
system operates as a “complete disaster.”? Our perspective opposes this view, and we
consider explainability to be important for two primary reasons: trust, as people cannot
simply rely on statistical information about model performance to believe that a decision
is correct, and ethics, as we need to demonstrate that a developed system does not result
in any form of discrimination. Therefore, a successful Responsible Al system must be
connected to the social sciences [235].

Connected to the notions of explainability and ethics is the concept of algorithmic
fairness (meticulously illustrated in Section 2.2 and hereinafter in this chapter simply
referred to as fairness). Understanding how a prediction was generated can reveal dis-
criminatory behavior in machine learning models. This makes it possible to detect and
address biases originating from the data provided by humans, which forms the basis of
these models. Consequently, the predictions made by these systems may exhibit a pref-
erence for the majority group over certain minorities.

The development of explainable Uls is also an essential aspect of creating a reliable
and valuable Al system. Currently, this area remains a weak point in Explainable Al
(XAI) research, and its assessment is also a critical subject [2]. While it may seem
predictable that users interacting with systems providing explanations (as opposed to
those without explanations) would be more satisfied, a concrete evaluation is always
necessary, particularly in domains where dealing with explainable Uls is not a common
practice. This assertion is also backed by evidence in the literature: Millecamp et al. [234]
demonstrated that in specific contexts and for particular users, explanations could lead
to a lack of confidence in the system; Wang et al. [345] showed that users might prefer a
biased model over an unbiased one if proper result explanations are missing.

"https://2021.ai/fairness-in-machine-learning/. Accessed March 30, 2025.
*nttps://tinyurl.com/hinton-xai-interview/. Accessed March 30, 2025.
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3.2 Methodology

While automated systems could improve loan approval processes, their application in
this field has been limited due to several reasons: (1) loan approval processes are high-risk
activities, requiring officers to understand the reasoning behind each ML model predic-
tion. Merely demonstrating that a model performs well as a black box is not sufficient.
With skeptical users, the ability to explain how it works, which data is important, and
when is crucial; (2) model decisions significantly impact the future of loan applicants, and
they must receive explanations for why their application has been rejected; (3) decisions
must be unbiased to ensure fair treatment of individuals from different origins, cultures,
and backgrounds.

The system introduced in this chapter aims to address the aforementioned challenges
by offering a unified solution to develop a comprehensive trustworthy intelligent sys-
tem that leverages the principles of explainability and fairness. This section provides a
thorough examination of the latter concept, emphasizing its significance in this research
study. As previously stated, a detailed description of the explainability component is
featured in our journal article.

The adoption of fairness criteria and metrics in ML models has garnered significant
attention lately due to heightened awareness of the potential risks posed by biased Al
systems toward certain groups. In recent years, there has been a proliferation of academic
research pertaining to the emerging field of Fair ML (e.g., [33, 63, 74, 77, 155, 231, 232|).
The rise in popularity has not only increased the number of scientific publications on
fairness but has also prompted the development of several tools designed to monitor a
model’s behavior and detect any unfair treatment. An example is the IBM Al Fairness
360 (AIF360) [34], which is among the most significant open-source toolkits for algorith-
mic fairness. Its aim is to “inspect, report, and address discrimination and bias in ML
models throughout the Al application lifecycle.” It is an adaptable framework that can
consolidate most of the metrics and algorithms discussed in this chapter. It also includes
a bias explanation feature that provides further insights into the computed metrics. IBM
Watson OpenScale® is another popular tool that offers fairness capabilities by allowing
the configuration of a monitor to keep track of the biases present in the model being used.
The determination of biases in the model is based on the disparate impact metric. One
of OpenScale’s primary limitations is that the selection of privileged and unprivileged
groups must be done in advance when setting up the fairness monitor. This process can
become complex as the number of sensitive attributes increases. Besides, the user may
not know which value corresponds to which group.

However, to ensure fairness, it is important that users are informed about any biases
and prejudices that may cause Al systems to discriminate against specific individuals
or groups. Additionally, Al systems should be designed to be accessible to people of all
ages, genders, and capacities. As also discussed in Section 2.2, no standard definitions
of “fairness” have been established so far. Yet, in our research domain, it is considered

*https://www.ibm.com/docs/en/cloud-paks/cp-data/4.8.x7topic=services-watson-openscale.
Accessed March 30, 2025.
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as the absence of any bias or preference towards an individual or group based on their
inherent or acquired characteristics [231]. A recent study on perceptions of fairness in loan
allocations [296] found a preference for a specific definition called calibrated fairness [217],
which aims to select individuals in proportion to their merit. This study showed that
when officers have to choose between two loan applicants, they tend to favor splitting the
money in proportion to their loan repayment rates rather than an “equal” (i.e., 50/50)
split or giving all the money to the candidate with the higher payback rate. This “ratio”
decision is permissible under the calibrated fairness definition.

We depicted the potential causes of bias in Section 2.2.3. The observed discrimination
in an ML model may result from its training on biased example data. When using
historical data to model human behaviors, it is essential to consider that the sample is
influenced by the biases introduced by the individuals involved in the decision-making
processes. The selection of the appropriate bias mitigation algorithm is particularly
influenced by the stage of the ML model pipeline at which the user can intervene (see
Section 2.2.6). In general, the earlier the algorithms are implemented, the more adaptable
and effective the intervention will be. The selection of the algorithm is also dependent on
its own requirements. For example, the equalized odds post-processing method, despite
being a post-processing technique, needs access to the sensitive feature to calculate the
correct label. Some algorithms have constraints in terms of the types of classifiers they
can be applied to. Certain algorithms, like reject option classification, are deterministic,
while others involve a random element, such as the disparate mistreatment remover.

In the implementation of the framework described within this chapter, we employed
the disparate impact metric (Equation (2.3)) as the bias detection technique and devel-
oped a pre-processing bias mitigation method based on the reweighing algorithm.

3.3 System design and implementation

This section outlines the proprietary framework designed for implementing the afore-
mentioned case study. It then demonstrates the system’s main aspects, which involve
applying the principles of explainability and fairness to the loan approval process. The
framework includes the functionalities depicted in Figure 3.1, which are organized based
on their high-level purpose to ensure complete management of the ML model life cycle.

The dataset & ML model handler enables users to: import a dataset and save it using
a process that includes a consistent preprocessing step, a customized configuration, and
a fairness check for initial bias identification; identify the most suitable ML model by
simultaneously training multiple models using different algorithms and assessing them
using standard metrics; monitor the performance of the models using a range of metrics
similar to those used to evaluate a model after training.

The standardized explainability tool gives users the capability to receive explana-
tions for every prediction. This enables both loan officers and loan applicants to clearly
understand the features that have the most influence on the results, whether positively
or negatively.

The fairness tool offers a method for conducting a fairness assessment and imple-
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Figure 3.1. High-level components of the Responsible Al framework presented in our study.
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Figure 3.2. Class diagram of the proposed Responsible Al framework.

menting bias mitigation strategies. The utilization of a state-of-the-art fairness criterion
enables the identification of biases within the trained model, as discussed in Section 2.2.6.
This approach serves to inform users of the presence of a fair system and to offer the
option of retraining a new, unbiased version of the model if necessary.

The feedback loop facilitates the process by which a subject matter expert, such
as a loan officer, provides input on a particular prediction in order to establish a new
standard of accuracy and develop an improved machine learning model.

The class diagram depicted in Figure 3.2 drafts the framework’s conceptual and
schematic representation. Every class is summarized below.

The Dataset class provides details about the data used for training the model. It
includes the dataset’s row count and an identifying name. The id attribute is employed
to access the dataset content from local storage.

The values that can be assigned to the labels of a dataset are represented by the Label
class. To distinguish each label, the information about its value and its frequency in the
associated dataset is included.
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The Model class refers to the model that has been trained using a particular dataset.
The attributes of each model include an identifier, a descriptive name, and the date of
addition to the system. The boolean attribute unbiased serves to denote whether a given
model has been derived through the utilization of a bias mitigation algorithm applied to
a preexisting model.

MLAlgorithm describes the algorithm employed to train the model. Additionally, it
is utilized to offer extra information to the user while mitigating bias.

The prediction computed by a model for a given input instance provided by the user
is represented by the PredictionData class. The probability returned by the model stores
the outcome of the prediction. Besides, the entity contains the feature value and the
related weight (or score) obtained using a model-agnostic interpretability algorithm for
each attribute of the instance being predicted.

The information in FeedbackData pertains to the feedback given for a specific pre-
diction. It is indicated by a boolean attribute, with a value of true indicating that the
prediction corresponds with the user’s expectation or the actual outcome.

3.3.1 Application workflow

The capabilities of the developed framework are outlined in Figure 3.3. In this sec-
tion, the key components of each application flow are described. In order to facilitate
comprehension of the diagram, it is essential to establish two underlying premises: (1)
components that share the same shape, size, and name are considered to be identical;
their duplication is solely for the purpose of enhancing visual representation; (2) the
black dashed lines depicted in the diagram illustrate the linkage between the data and
the particular processes employed.

Loan Approval System User Interface allows users to choose the operations they want
to perform using the Tab menu. It is designed for use in a web application with a user-
friendly layout.

The Load dataset function is used to import a dataset and save it in the system.
Initially, this is the only available function when the system is started. Before the loaded
dataset can be stored effectively, a predefined Data preprocessing step is necessary to
prepare the data for subsequent processes. The Dataset setup module enables users to
review and adjust dataset parameters, such as the saving name, column names, and data
types. Multiple datasets can be imported and saved in the system concurrently, allowing
users to select them as needed.

The ML model training functionality allows for the initiation of the training phase
following the storage and availability of a dataset for selection. Simultaneously, multiple
models are constructed utilizing various ML algorithms. Trained models are shown to
users, accompanied by metrics such as accuracy, precision, recall, and F1-score, in order
to assess their performance and compare them for selecting the best model to be stored
in the system.

Users have the option to choose one of the available ML models and request a predic-
tion along with its explanation. In our scenario, the predictions represent the likelihood
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Figure 3.3. Application workflow of the presented Responsible Al framework.

of customers repaying a loan based on their credit histories and specific personal informa-
tion provided as input. Following the computation of the output, users, who are domain
experts at this stage, can provide feedback on the specific outcome, thereby allowing for
the monitoring of the model’s results in use. The predictions, explanations, and feedback
are all stored in a model result storage.

The functionality for monitoring model performance utilizes user feedback to calculate
statistics on the performance of the managed models, using the same metrics as those
used in ML model training.

The process of examining dataset and model fairness and implementing strategies to
mitigate bias operates in the following manner. Examination of both the initially stored
dataset and the employed model is essential to assess the existence of any biases. During
the process of dataset examination for diagnostic purposes, the objective is to identify
any potential unfair attributes and trace them back to the original distribution of labels.
Meanwhile, the insights derived from model predictions are used to assess the impact of
sensitive attributes on the behavior of the model. In the event that certain decisions are
deemed to be inequitable, it may be appropriate to train and store an unbiased model.

3.3.2 Explainability tool

The developed framework is designed to offer multiple methods for acquiring the
explanation of a specific prediction. The explainability tool consists of two components,
the configuration module and the explainer interface, which are summarized below. The
meticulous illustration is available in our corresponding journal article [269].
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The Configuration class is responsible for carrying out the necessary pre-processing
steps to utilize the explainability algorithms and train explainer models. It begins by
extracting categorical and numerical features from the dataset for evaluation and then
applies the one-hot encoding procedure to the categorical values. Furthermore, this tool
readies the instance to be explained by interpretability algorithms through the utilization
of the data gathered in the earlier initialization phase.

The common interface called Fzplainer interface standardizes access to various inter-
pretability algorithms, enabling seamless switching between explainers or simultaneous
use of different explainers. Each algorithm is initialized using the previously described
configuration class, and their explanations are produced. The tool can exploit three dif-
ferent explainability algorithms: LIME [286|, SHAP [220], and Anchors [287].

3.3.3 Fairness tool

The system being presented offers a second crucial feature, which is the ability to
examine the initial dataset’s label distributions and the behavior of the trained models
for detecting bias and training an unbiased model.

It can analyze the original dataset and the behavior of models to identify potential
unfairness. The dataset is used to identify biases from the original data, mainly for
diagnostic reasons. Nevertheless, the model’s predictions are employed to assess its
performance instead. If a systemic bias is identified, then a version of the model can
be retrained without bias and preserved for subsequent use in making predictions. In
addition to these distinctions, Algorithm 1 delineates the bias detection procedure for
both the initial dataset and trained models.

Algorithm 1 Bias detection procedure

procedure COMPUTEPRIVILEGECLASSES(D)

C=g;
C=g;
t < len(D);

G <« Select * From D GroupBy s;
for all g e G do
if (len(C)>1t) and (disparate_impact(C, g) < 0.8) then
C<cCcu{C}
C <« g;
end if
C < Cug;
end for
C<Cu{C}
return ¢;
end procedure

The dataset labeled as input D (also referring to the data structure that stores the
model prediction results) is examined for biases by utilizing the disparate impact metric
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(Equation (2.3)). The process involves grouping dataset rows d € D based on the value
of the sensitive attribute s. These groups are known as the sensitive groups g € GG. For
each sensitive group ¢, the positive outcome ratio is calculated, and G is divided into one
or more privilege classes C € €, where C ={g; | gi € G, 0 <i < |G|}, based on two criteria:
each privilege class C' must represent at least 5% of the entire population of D and the
disparate impact between C' and any other sensitive group g (or vice versa) must be less
than 0.8. The first requirement ensures that each privilege class contains a statistically
significant number of instances, while the threshold of 0.8 has been chosen to comply
with the 80%-rule (see Section 2.2.5).

The algorithm’s output consists of a collection of privilege classes denoted as €. The
class with the highest rate of positive outcomes is identified as the privileged class, while
the remaining classes are known as the unprivileged classes. If the cardinality of € exceeds
2, then the dataset or model under evaluation is deemed to be biased.

The system allows for training a fairer version of the model if the results are biased.
To accomplish this, Algorithm 1 is utilized to divide the model into two categories: the
privileged class, representing the sensitive feature values with the highest proportion of
positive outcomes, and the unprivileged class, encompassing the remaining values. It is
important to note that there might be sensitive feature values for which predictions are
not currently available. These values will be categorized into the unprivileged class based
on the previously mentioned criteria. This approach is chosen to ensure that the system,
in cases where it lacks information about how a model evaluates a specific value, does
not exacerbate existing unknown biases by assigning it to the unprivileged class.

After determining the allocation of feature values between privileged and unprivileged
classes, a bias mitigation procedure based on the reweighing algorithm is employed. We
selected this algorithm for several reasons: (1) the system can access the dataset used to
train the examined model, allowing us to apply a preprocessing strategy like the reweigh-
ing algorithm, which is likely to yield better results; (2) the reweighing algorithm makes
decisions based on the disparate impact criterion, which is the legal definition used to
differentiate between privileged and unprivileged groups. (3) the algorithm produces a
set of weights as its output, which is easier to interpret than other techniques. Once the
new set of weights is established, the unbiased model can be trained using the identical
ML algorithm employed for the original model. Subsequently, it can be saved and acces-
sible for querying.

3.4 Case study

The following section’s main focus is to demonstrate how the described system can
be applied to the loan approval process context and to give a general view of the Ul
of the developed framework, without delving into its technical implementation details.
The diagram displayed in Figure 3.4 illustrates the accessibility of the functionalities
described in the preceding section to various user types within the presented system,
facilitated by the developed framework.

Figure 3.5 displays the interface for loading a dataset. For our case study, we received
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Figure 3.4. Use case diagram of the presented Responsible Al framework.

the data from an Italian banking institution after it underwent a pseudonymisation®
process. The interface showcases the attributes of the loaded dataset and the outcomes
of initial bias detection.

Once the dataset is loaded, users can automatically train a new ML model (see
Figure 3.6) using different algorithms. In this specific case study, as it is a binary problem,
we opted for Logistic Regression, Random Forest, and Naive Bayes algorithms. Since the
dataset is unbalanced, the system ranks the trained models by the F1-score metric.

Upon soliciting a prediction, individuals have the capability to review the model’s
output alongside its corresponding explanation in a user-friendly format. Figure 3.7
depicts the presentation of the prediction result and its associated probability in the
top-left box, as well as the corresponding explanation in the correct box. In the given
example, these components are generated using the SHAP algorithm. Afterward, the
user can provide feedback on the prediction through the buttons in the bottom-left box.

When the user selects the Fuirness tab, they are presented with the classification
of privilege for the most recently uploaded dataset (see Figure 3.8). The case study
under consideration involves the identification of nationality as the sensitive attribute.
The partitioning displayed in the analysis is achieved through the procedure listed in
Algorithm 1. Within the interface, users can access the Training tab from the navigation
menu on the left-hand side of the screen. This allows them to initiate the training

4This processing method of personal data makes it impossible to link the data to a specific individual
without using additional information. This additional information is kept separately and protected by
technical and organizational measures to prevent personal data from being linked to an identified or
identifiable person.
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Figure 3.6. Responsible Al framework Ul: ML model training

of a new model version utilizing the reweighing bias mitigation algorithm. After the
completion of training, the model is permanently stored within the system alongside its
previous version and can be accessed for prediction within the Prediction tab of the main

interface.

A comparison between the explanations produced by an unfair and a fair model for
the same instance is depicted in Figures 3.9 and 3.10. The left-hand navigation menu
in Figure 3.8 allows for manual verification of fairness across a dataset, although this
feature is automatically executed by the system upon dataset loading.
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Figure 3.8. Responsible Al framework Ul: Bias detection

3.5 Evaluation

Four different types of evaluation have been conducted on the presented Responsible
AT framework:

1. Assessment of the most suitable explainability algorithm. This analysis, carried
out by a group of data experts and researchers, centered on the algorithms that
can be used in the advanced system and were further explained in Section 3.3.2.
The related user study involved the utilization of the Explanation Goodness Check-
list [153]. A group of 54 people who were not previously familiar with our system
were selected to use the interface we designed for one month. After that, they were
asked to fill out a checklist about their experience. The group of participants was
made up of an equal number of data scientists and computer science researchers.
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Figure 3.10. Responsible Al framework Ul: Fair model

The majority of participants (90%) reported involvement in the daily development
of machine learning models, while a substantial portion (70%) indicated familiar-
ity with XAI techniques. The gender distribution comprises 75% males and 25%
females, with an average age of 27.2. The pool has been divided into three ho-
mogeneous subgroups based on the pre-determined factors. Our study utilized a
between-subject evaluation, whereby each of the three subgroups was assigned a
different algorithm in order to ensure independence in the evaluation process and
mitigate potential prejudices arising from prior exposure to alternative techniques.
The three explainability methods have been applied to a trained ML model with
the same characteristics. The results, which are illustrated in detail in our journal
article [269], showed the SHAP algorithm as the most satisfying, complete, and
reliable.

. Evaluation of the Loan Approval System, specifically from the perspective of ex-

plainability. This assessment is conducted utilizing a newly proposed Trust &
Reliance Scale (Appendix A), which is based on the Trust Scale Recommended for
XAT |153]. The specified new scale was used to measure the outcomes with a group
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of banking industry professionals and loan officers. Section 3.5.1 presents the pe-
culiarities of this evaluation part.

3. In the third part, presented in Section 3.5.2, the outcomes of the A/B test and
targeted interviews conducted to assess the efficiency of the fairness aspect in the
proposed system are showcased.

4. A usability test of the Ul was conducted to evaluate user satisfaction, and the
findings are presented in the final portion of this section, specifically in Section 3.5.3.

3.5.1 Explainability perspective

The proposed novel Trust & Reliance Scale is described in Appendix A. The scale we
are using to assess the effectiveness of explanations for predictions is primarily based on
the Trust Scale Recommended for XAI [153] (Q1, Q3, Q4, Q6, Q7). We have modified
this scale to create a new one that is better suited for evaluating our system according
to our approach. Specifically, we have eliminated questions related to predictability and
efficiency and included three new items. One question, derived from Adams’ work 7]
(Q2), directly asks users if they trust the tool’s output. We have also included a question
from Hoffman’s Explanation Satisfaction Scale [153] (Q8) to emphasize the importance
of explanations to the evaluator, as well as a new question (i.e., Q5) to prompt users to
consider trusting the system’s response even if it differs from their own.

This new scale is implemented as a 5-point Likert scale, based on existing literature,
which suggests that the five-point format is less perplexing and helps to lower respon-
dents’ frustration, leading to higher response rates and improved response quality |25, 94].
Each user provides a response ranging from Strongly disagree to Strongly agree for each
statement.

The scale is designed for experienced users and was tested after two months of con-
tinuous system use by a group of 42 bank domain experts, 33 of whom are currently
loan officers. All participants are practitioners from the Italian banking institution that
provided the dataset for the system prototype. The average age of the participants is
39.3 years, and their average years of experience in loan approval processes are 9.6.

To establish a baseline and effectively measure the impact of the explanations, we
split the chosen testers into two similar subgroups and created two distinct testing envi-
ronments. In the first environment, the group was not informed about the explanations,
and the user interface was adjusted to only show the prediction results with label and
confidence, as depicted in Figure 3.11. Meanwhile, the second group interacted with the
actual system prototype and the user interface presented in Section 3.4 (in particular,
refer to Figure 3.7).

The evaluation results are displayed in Figures 3.12 and 3.13. Visualizing the Likert
scale results using diverging stacked bar charts is a graphical display technique that is
based on Heiberger and Robbins’s research on presenting findings using rating scales [149].

The result charts analysis clearly indicates that providing explanations for predictions
has improved the overall assessment of the system. In both test environments, users
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Figure 3.12. System evaluation without explanations (baseline)

perceived the system to work well (Q1) and appreciated the use of the automatic system
for decision-making (Q7). However, there was a tangible improvement in the system’s
perceived trustworthiness and reliability (Q2, Q3, Q6). The explicit question about the
usefulness of explanations in the second test (Q8) confirmed this perception. Displaying
predictions’ explanations also led to a decrease in ‘“non-opinion” answers overall and
an increase in the number of users who would change their minds based on the system’s
response (Q5). Surprisingly, in both environments, most users believe that such a system
can produce better results than a novice human (Q4). Furthermore, we examined the
characteristics of users who disagreed about the reliability (Q3) and confidence (Q5) in
the system with displayed explanations. The analysis revealed that the average expertise
in loan approval processes is 11.6 years, which is 2.1 years more than the overall average
of the participants. This finding highlights that experienced loan officers may not be
enthusiastic about integrating new technologies into their daily work.




3.5. EvaLuaTioN

57

Response
I Strongly disagree
[ Disagree
Neither agree nor disagree
1 Agree
| Strongly agree

Q1

Q2

Q3

Q4

Q5

Question

it

Q6

Q7

Q8

o.

A
S
@
S
)
=]
=)
=)
n
=1
@
S
A
S
@
=]
o
=)
~
=]
©
S
©
=3
=]
=]

Percentage
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Figure 3.14. System’s fairness evaluation

3.5.2 Fairness perspective

To evaluate the framework’s fairness aspect effectively, we opted to conduct an A/B
test as outlined below. Initially, we chose 24 loan officers (with an average age of 34.6
years and an average of 5.5 years of experience in the industry) who were not part of the
previous assessment to participate in a testing session to assess the effectiveness of the
feedback loop. Their task during the session was to evaluate the accuracy of each dis-
played prediction and its accompanying explanations by clicking on the dedicated button
located at the bottom-left section of the Ul depicted in Figure 3.7. The participants were
unknowingly split into two similar subgroups to compare how they assessed the accuracy
of predictions when using two contrasting models. The initial group engaged with an
unfair model, as depicted in Figure 3.9, whereas the second group interacted with a fair
model, as shown in Figure 3.10, where the attribute nationality was totally absent. The
evaluation, which lasted for two hours, involved presenting 50 predictions to each user.
The results in terms of click rate on the feedback buttons are shown in Figure 3.14.

The chart illustrates that unfair-model testers received a higher percentage of negative
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Figure 3.15. Ul evaluation results: Dataset & ML model handler

responses. Following this finding, targeted interviews were conducted with some of the
loan officers involved in both interactions for the second part of the evaluation. The key
findings from the interviews indicate that 92% of the fair-model testers reported that
they “focused on evaluating the accuracy of the prediction based on their expertise,”
while 88% of the unfair-model testers indicated that their focus often centered on the
weight of the nationality attribute, as they would “never agree to confirm the rejection or
approval of a loan application in which the primary factor is a potentially discriminatory
individual characteristic such as the applicant’s nationality.” FEven though it was not
included in the test, they all agreed that visualizing the explanations of the predictions
was crucial for this type of automated system.

3.5.3 User interface

Finally, the developed explainable Ul is qualitatively evaluated to measure user sat-
isfaction with the system’s usability.

The bank domain experts who participated in the previous system evaluation also at-
tended this experimental session. The questionnaire, which can be found in Appendix B,
is based on the usability test proposed in one of our pre-doctoral publications (i.e., [273])
and is structured following a methodology presented by IBM [205] but adapted to a
five-point format for the reasons mentioned above. Each participant tested the three
functionalities for one month and then evaluated them using the same procedure de-
scribed in the previous section.

The three primary functionalities of the system, including the dataset & ML model
handler, explainability tool, and fairness tool, were tested. The results, shown in Fig-
ures 3.15 to 3.17, indicate that users find the Ul effective. However, the fairness tool
needs improvement to make it easier to find the required information for specific tasks.

3.6 Summary

In this chapter, we introduced a Responsible Al framework focusing on the ethical
principles of explainability and fairness in Al. The system is applied to loan approval
processes using a proprietary framework to manage the ML model life cycle. Four func-
tionalities were developed: a dataset & ML model handler, a standardized explainability
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Figure 3.17. Ul evaluation results: Fairness Tool

tool, a fairness tool, and a feedback loop. The system’s effectiveness was demonstrated
through comprehensive user studies. SHAP was chosen as the preferred explainability
algorithm, and the novel proposed Trust € Reliance Scale was used to assess increased
trust. The fairness tool includes a bias detection and mitigation algorithm based on
reweighing to address model biases, and it was evaluated through an A/B test. A user-
friendly explainable UI was developed and tested for usability.







Chapter

Fairness Assessment of Graph
Neural Networks in Binary User
Modeling Scenarios

The real voyage of discovery consists not in
seeking new landscapes, but in having new
eyes.

Marcel Proust

In this chapter, we will discuss the fairness assessment of state-of-the-art Graph
Neural Networks (GNNs) designed for behavioral user modeling tasks in real-world binary
scenarios. Additionally, we will address the challenges that exist for fairness assessment
in such scenarios, setting the stage for our research in multiclass and multigroup bias
detection.

In particular, for the first part, we conduct two user modeling tasks by performing bi-
nary classification on two real-world datasets, utilizing the most effective GNNs available
in this domain. Subsequently, we evaluate disparate impact and disparate mistreatment
in GNNs tailored for behavioral user profiling, employing four distinct algorithmic fair-
ness metrics. Through an extensive series of experiments, we identify three significant
insights into the examined models, linking their different user modeling approaches to
the fairness metric scores.

In the second part of the study, we will examine the results of the fairness analysis
described earlier to provide considerations about the issues associated with using binary
fairness metrics. We will conduct two different types of experiments, adapting the ones
we discussed in the first part to present our perspective on the challenges we mentioned.
In the first experiment, we will focus on the analysis of the absolute difference score
usage of the computed fairness metrics. In the second experiment, we will conduct
a preliminary study to explore a responsible fairness analysis considering the original
multiclass distribution of the sensitive attribute that we are investigating.

In Section 4.1, we present the research studies and outline the significance of exam-
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ining fairness in GNNs for behavioral user modeling. Following this, Section 4.2 details
the specific GNN-based models analyzed, the datasets used in our experiments, and the
metrics adopted for assessing fairness. Section 4.3 provides an in-depth description of our
study aimed at evaluating the fairness of these models, offering insights into how differ-
ent modeling paradigms impact bias detection metrics scores. We then address broader
issues in Section 4.4, discussing two significant open challenges in current algorithmic
fairness practices. Finally, the chapter concludes with Section 4.5, encapsulating our
research’s key findings and implications.

4.1 Motivation

In the past few years, user modeling (Section 2.4) has emerged as a crucial subject
in various real-world situations, particularly social networks [211] and e-commerce [360],
owing to the vast volume of data offered by web applications and platforms. User mod-
eling (or user profiling) aims to deduce an individual’s interests, personality traits, or
behaviors from collected data in order to create an effective user representation, known
indeed as a user model (or user profile), which is commonly utilized by adaptive and per-
sonalized systems [103, 267]. In the initial stages of modeling, the focus was placed solely
on the examination of static attributes (referred to as explicit user modeling), typically
relying on data obtained from online forms and surveys. Nevertheless, these methods
have demonstrated inefficacy as users exhibit a lack of concern regarding the direct pro-
vision of their personal information. The current trend in modern systems, as outlined
in Section 2.4.3, emphasizes an implicit approach for modeling users’ data through the
analysis of individuals’ actions and interactions (referred to as implicit user modeling).
The aforementioned strategy is commonly known as behavioral user modeling in lit-
erature, and it is a key topic in the presented doctoral research.

An effective method of representing such behaviors is to adopt graphs, in which
the connections between users are depicted by edges, and the users are denoted by
nodes. Graph Neural Networks, as accurately introduced in Section 2.3, have ex-
hibited efficacy in modeling graph data across various domains, including recommender
systems [147, 378|, natural language processing [375], text mining [321], and user profil-
ing [68, 69, 372|.

To offer some background from the literature in this context, the first steps toward
user modeling on graph data were taken by Li et al. [208] in 2012, who leveraged a hetero-
geneous graph based on “following” and “tweeting” interactions to infer users’ locations.
Rahimi et al. [281] suggested a geolocation model that relies on Graph Convolutional
Networks (GCNs) to detect users’ location by incorporating text and network data. A
Heterogeneous Graph Attention Network (HGAT) was introduced by Chen et al. [69]
to learn user representations by considering the graph structure and incorporating an
attention mechanism to discern the importance of each node’s neighbor.

In 2021, two of the most effective GNN-based architectures for user modeling were
introduced, and these are also the primary models examined in this doctoral research and
are further elucidated in Section 4.2.1. Chen et al. [68] presented a model based on GCN
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that demonstrates the advantages of enhancing node representation before conducting
user profiling tasks. Yan et al. [372] suggested a Heterogeneous Graph Network (HGN)
to enhance prediction accuracy by considering various types of relations and entities for
user profiling, in contrast to previous methods relying on single types. In general, in
Section 2.4.3, we stated how current methods assess user profiling models based on their
ability to effectively classify a user’s personal characteristics, such as gender or age.

While GNNs have demonstrated success in classifying user models, it is important
to acknowledge that, like all machine learning (ML) systems trained on historical data,
they are susceptible to learning biases inherent in the data and subsequently reflecting
these biases in their output. The observed phenomenon can be primarily attributed to
the topological characteristics of graph structures and the conventional message-passing
mechanism employed by GNNs (see Section 2.3.4). This process can exacerbate dis-
criminatory effects, as nodes sharing the same sensitive attribute are more likely to be
interconnected than those with differing attributes.

The concept of algorithmic fairness (Section 2.2) has become increasingly impor-
tant as automated decision-making systems are being more widely used. Over the past
few years, a limited number of scientific works addressed the issue of fairness evalua-
tion in GNNs (e.g., [10, 82, 97, 232]). However, at the beginning of our study, none
of them specifically investigated the potential for discrimination in the state-of-the-art
GNN-based models for user modeling tasks. A significant amount of contributions has
been instead released regarding overall approaches for identifying and addressing bias in
ML models (e.g., |33, 63, 77, 335, 341]), each focusing uniquely on a specific aspect of
what might be considered fair.

The existence of hidden unfair practices in these models presents pragmatic risks.
In fact, while they do not intentionally create unfairness (i.e., disparate impact, see Sec-
tion 2.2.4) by solely focusing on behavioral data, ML models can still lead to systematic
disparities in services if they are more effective for certain demographic groups. For
instance, if a system consistently provides less accurate predictions for gender within a
specific age group, that group will always receive inadequate service, such as ads tar-
geted toward the opposite gender. Therefore, identifying and addressing unfairness in
behavioral user modeling is essential in this field.

Although a widely accepted definition of fairness has not been established, most of
the measures focusing on classification parity! commonly aim to identify and rectify
bias and inequity in binary problems [72]. The widespread adoption of this practice
can be attributed to two primary motivations, as identified by Caton and Haas [63]: (1)
many applications involving ML models are inherently binary (e.g., hiring processes, loan
granting procedures, spam detection); (2) mathematically, it is more suitable to quantify
fairness on a binary dependent variable. While these two justifications are technically
valid, our study aims to delve into and analyze the potential implications of applying
such binary metrics in user modeling, particularly in real-world scenarios, from an ethical
perspective. Our arguments align with a similar criticism put forth by Barocas et al. [33]:

'Tt means that predictive performance scores, such as true positive, true negative, false positive, and
false negative rates, should be the same across groups identified by the chosen sensitive attributes.
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“Most proposed fairness interventions start by assuming such a (binary) categorization.
But when building real systems, enforcing rigid categories of people can be ethically
questionable.”.

Moreover, an additional challenge arose from the research on bias detection literature.
When assessing the performance of a model in producing equitable outcomes, it is fre-
quently analyzed through the measurement of the absolute difference between the scores
of the two sensitive groups being studied. However, this approach entails potential risks
from both a systemic and user standpoint, as it makes it incredibly difficult to determine
disadvantaged groups within any possible combination of model, dataset, and fairness
metrics. Therefore, the implementation of concrete interventions to address these issues
in a real-world scenario becomes not feasible.

4.2 Methodology

This section illustrates the state-of-the-art GNN-based models adopted in the studies
presented in the chapter, along with the real-world datasets and fairness metrics employed
in the experimental phases.

4.2.1 Analized models

The evaluation conducted in this study leverages two recently published GNN-based
models that exemplify the latest advancements in user modeling tasks, namely CATGCN
and RHGN.

CATGCN [68] is a model based on a graph convolutional network (GCN) that is de-
signed to conduct graph learning using categorical node features. Instead of utilizing the
original node representation, the model incorporates two additional types of interaction
into the learning process. The first type is a local interaction that involves multiplication
and is carried out on every pair of node features. The second type is an addition-based
interaction, where the model leverages an artificial feature graph. By introducing these
interaction types prior to graph convolution, the model aims to enhance the effectiveness
of user modeling. The architecture of this model is shown in Figure 4.1.

RHGN [372| stands for Relation-aware Heterogeneous Graph Network, which is
created to represent various relations on a graph containing different types of entities.
The main components of this model include a transformer-like multi-relation attention,
which is used to understand the importance of nodes and determine the significance of
meta-relations on the graph, and a heterogeneous graph propagation network, which is
used to gather information from multiple sources. This architecture, shown in Figure 4.2,
performs better than several GNN-based models on tasks related to user modeling.

4.2.2 Datasets

Two public real-world datasets, specifically obtained from the popular e-commerce
platforms ALIBABA and JD, were selected for the user modeling studies illustrated in
this chapter.
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Figure 4.2. Architecture of RHGN [372].

ALIBABA dataset? contains click-through rate data for ads on the Taobao platform,
and it was provided by the Alibaba Group’s Tianchi Lab in 2018. Both CATGCN [68]
and RHGN [372] models were originally evaluated using this dataset. The heterogeneous
graph used as input for the models consists of two types of nodes: users and items (i.e.,
products). User nodes contain attributes such as gender, age, consumption grade, student
status, and region of living. Item nodes have a single attribute, which is the category
to which the product belongs. The relationship between user and item nodes is based
on clicks, and the edges are not weighted. In accordance with CATGCN’s experimental
setup, we used the types of products as categorical features associated with the users
for the same model. Therefore, only items clicked by at least two users were considered
to establish the co-click relationship, which was used as the model’s local interaction.
To ensure consistency between the evaluated GNNs, the same filtering procedure was
applied to RHGN before constructing the heterogeneous graph.

JD dataset?® comprises 100000 users randomly selected from JD.com, which is one
of the largest e-commerce platforms globally. The data was gathered by Chen et al. [69]
and includes user profiles, information about items (i.e., products), as well as click and

*https://tianchi.aliyun.com/dataset/dataDetail?datald=56.
Accessed March 30, 2025.
*nttps://github.com/guyulongcs/IJCAT2019_HGAT. Accessed March 30, 2025.
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Table 4.1. ALIBABA and JD dataset characteristics.

Dataset Users Items Edges Features

ALIBABA 166958 64553 427464 2820
JD 38322 49634 315970 2056

order logs spanning from February 2018 to February 2019. This dataset was utilized in
the original RHGN paper [372] for experimental purposes. Gender and age form the user
profile data, while category information, brand, and price constitute the product data.
These details are used to generate the user and item nodes for the input graph. Due to the
dataset’s considerable size, and since our work does not specifically focus on evaluating
models’ performance in user modeling tasks, we selected a sample representing 15% of the
items. Additionally, we decided to consider only one type of relationship, namely click,
as the graph edges. This approach ensures that our experimental setups are comparable.
A co-click relationship is employed as the local interaction for CATGCN to replicate the
process of the ALIBABA dataset.
Table 4.1 displays the characteristics of the two datasets described.

4.2.3 Adopted metrics

The fairness metrics employed in the presented studies follow the notation described
in Table 2.1. The primary focus of this chapter is to evaluate the fairness of the GNNs
introduced in the previous section in relation to disparate impact and disparate mistreat-
ment.

According to the definition provided in Section 2.2.4, the concept of disparate impact
arises when a model unfairly discriminates against certain groups, even if the model does
not directly use the sensitive attribute to make predictions but instead relies on other
related attributes. This is the case with the analyzed GNNs, where user models are built
by combining information from neighboring nodes, and the sensitive attribute is not ex-
plicitly considered during classification. The idea of disparate impact is useful when no
clear link exists between the predicted label and the sensitive attribute in the training
data. In other words, it is difficult to determine the fairness of a decision for a group
member based on historical data. In our study, we follow a common practice applied
in various studies on fairness in decision-making systems (e.g., [82, 382]) and evaluate
the disparate impact of the analyzed models using statistical parity (Equation (2.2))
and equal opportunity (Equation (2.4)) metrics. To expand the analysis of disparate
impact from previous studies, we also utilize the overall accuracy equality (Equa-
tion (2.6)) metric to assess the relative accuracy among different groups.

In our case studies, we focus on a situation where it is challenging to determine the
accuracy of a prediction involving sensitive attribute values. In our research, we propose
that a comprehensive evaluation of fairness should consistently consider the aspect of
disparate mistreatment (see Section 2.2.4). This notion examines the misclassification
rates for user groups with varying sensitive attribute values instead of focusing on cor-
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rected predictions. In addition, disparate mistreatment is important in scenarios where
misclassification costs depend on the group affected by the error. In particular, we em-
ploy the treatment equality (Equation (2.8)) metric to assess this fairness perspective.

4.3 Fairness analysis

We perform thorough empirical research to examine the following research questions
in order to conduct the fairness evaluation of the aforementioned GNN-based models in
the binary user modeling scenario:

RQ1 How does the variation in input types of the examined GNNs and the construction
of user models influence fairness?

RQ2 How fair are the user models created by the state-of-the-art GNNs that were
analyzed?

RQ3 To what extent is it necessary to consider disparate mistreatment in order to fully
assess the presence of unfairness?

Below, we outline the experimental settings set up to address each research question
and the parameters selected to train the models before assessing fairness. To conclude
the section, we present the evaluation results and discuss the derived insights.

4.3.1 Experimental settings

In order to measure the disparate impact and disparate mistreatment of the models
being analyzed, we operationalize the metrics described in Section 4.2.3 by defining the
following scores, according to similar contributions in the field [35, 82|:

Asp=|P(j=1]s=0)-P(j=1]s=1)] (4.1)
Apo=|P(G=1]y=1,5=0)-P(g=1]y=1,s=1) .
Aoap=IP(§=0]y=0,s=0)+P(F=1|y=1,5=0)- (4.3)

-P(§=0]y=0,s=1)-P(j=1|y=1,s=1)|
P(§=1]y=0,s=0) P(j=1]y=0,5=1)
P(G=0|y=1,5=0) P(G=0|y=1,s=1)

Arp = (4.4)

We investigated RQ1 and RQ2 to assess disparate impact by performing a user
modeling task for CATGCN and RHGN models and calculating the related fairness score
in terms of Agp, Apo and Apap, defined, respectively, by Equations (4.1) to (4.3).

For our experiments, we specifically focused on considering the users’ gender as the
label for the user modeling task, and their age as the attribute to be evaluated for fairness
in both datasets. Given that the evaluation takes place in a binary scenario, we needed
to split the sensitive feature into two groups (generating the bin-age attribute). The age
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Table 4.2. Distribution of label and sensitive attribute values of ALIBABA and JD datasets
for fairness assessment in binary scenario.

Count (Percentage)

Dataset Label Class 1 Class 0
ALIBABA gender 42192 (25.3%) 124766 (74.7%)
JD gender 13735 (35.8%) 24587 (64.2%)

Count (Percentage)

Dataset Sens. Attr. Class 1 Class 0
ALIBABA bin-age 71583 (42.9%) 95375 (57.1%)
JD bin-age 25717 (67.1%) 12605 (32.9%)

range for each class in the ALIBABA dataset is not defined, and it is only distinguished
by a label. The split is created to establish a distinct separation between the two groups.
In the JD dataset, labels for the age attribute are provided, and the feature is binarized
to split users under and over 35 years old. The distribution of target class and sensitive
attribute values within the datasets is presented in Table 4.2.

In particular, to address RQ1, we evaluated the discrimination level of the two models
by comparing the scores of the three mentioned metrics. This allowed us to assess the
impact of different user modeling paradigms on fairness scores. The classifier fairness
increases as these scores decrease.

For RQ2, we compared the scores obtained in terms of Agp (Equation (4.1)) and
Apo (Equation (4.2)) with the results of FAIRGNN (in the original publication [82]), a
recent GNN architecture developed to generate fair outcomes for node classification.

In order to answer RQ3, we broaden our fairness analysis to include Arg (Equa-
tion (4.4)). Our goal is to assess how much the examined models discriminate against
users in terms of disparate mistreatment as opposed to disparate impact.

For the user profiling tasks, the hyper-parameters of the models were specified in
the following manner. The learning rate for CATGCN is explored within the range
{0.01, 0.1}, the Lo regularization coefficient and the dropout ratio are searched in {le-5,
le-4} and {0.1, 0.3, 0.5, 0.7}, respectively, while the aggregation parameter « value is
obtained from {0.1, 0.3, 0.5, 0.7, 0.9}. RHGN model requires more computational time
for each individual experiment, resulting in a narrower range of hyper-parameter options
compared to other models. The learning rate and the Lo regularization coefficient are
directly set to 0.01 and 0.001, respectively; the hidden dimension of the two layers of the
entity-level aggregation network gets value from {32, 64}, while the number of heads in
multi-head attention is searched in {1, 2}. All other parameters are configured based on
the original papers.

Following the grid search, fairness experiments are conducted 10 times, and the test
set is used to evaluate the probabilities. The experiments are carried out using an Nvidia
Quadro RTX 8000 48GB GPU, and the source code is publicly available?®.

4https ://github. com/erasmopurif/do_gnns_build_fair_models.
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Table 4.3. Experimental results of the binary user modeling task. The best result for each
dataset and metric is reported in bold. The 1 symbol means that higher scores are better.

Performance
Dataset  Label ~ Model Accuracy (1) F1-score (1) AUC ROC (1)
ALIBABA ender CATGCN  0.787 +0.017 0.714 +£0.006 0.714 +0.008
8 RHGN 0.812 +0.005 0.704 +0.017 0.681 +0.016
D nder CATGCN  0.721 £0.007 0.706 +£0.006 0.712 +0.006
SONACT RHGN  0.735 £0.005  0.696 £0.007  0.658 +£0.008

Table 4.4. Experimental results of the fairness assessment in the binary scenario in terms
of Agp and Agp. The best result for each dataset and metric is reported in bold. The |
symbol means that lower scores are better.

Sens. Fairness
Dataset Model
AttI’. ASP (l,) AEO (l,)
Aisass b CATGCN  0.046 £0.019  0.147 +0.080
M-28¢  RHGN  0.018 £0.013 0.133 +0.086
D b CATGCN  0.033 +0.013  0.050 <0.017
8¢ RHGN  0.009 £0.007 0.041 +0.017

Table 4.5. Experimental results of the fairness assessment in the binary scenario in terms
of Apar and Arg. The best result for each dataset and metric is reported in bold. The |

symbol means that lower scores are better.

Sens. Fairness
Dataset Model
Attr. Aoae (1) Arg (1)
ALIBABA  bin CATGCN 0.175 £0.109  0.068 +0.021
8¢ RHGN  0.148 +0.101  0.017 +0.013
D binase CATGCN  0.062 £0.020 0.150 +0.066
& RHGN 0.054 +0.017 0.019 +0.015
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Table 4.6. Variations in fairness scores between CATGCN and RHGN. Differences in averages
are considered. The best result for each dataset and metric is reported in bold. The | symbol
means that lower scores are better.

Variations in fairness scores

Dat t
araset  Agp (1) Aro () Aoar (1) Are ()
ALIBABA 0.028 0.014 0.027 0.051
JD 0.024 0.009 0.008 0.131

4.3.2 FEvaluation results

For every dataset and model, we initially present the performance results of the user
modeling task evaluation in terms of accuracy, F1-score, and AUC ROC in Table 4.3.
Subsequently, we provide the fairness assessment results in Tables 4.4 and 4.5.

Based on performance, RHGN outperforms its counterpart in both datasets. How-
ever, considering the F1-score and the AUC ROC, CATGCN appears to be more effective
in these two aspects. Therefore, CATGCN is less influenced by false positives and false
negatives. Conversely, RHGN generates more true positives and true negatives.

When examining fairness values, it was found that RHGN leads to less discrimination
in its outcomes compared to CATGCN. This result holds true for all the metrics that
were considered.

RQ1 finding The effectiveness of RHGN in depicting users through multiple interac-
tion modeling yields fairer results compared to a model like CATG CN that solely depends
on binary connections between users and items. Moreover, CATGCN exacerbates bias
by modeling users’ local interactions (e.g., the co-click relationship).

When we compare the fairness scores with the results of the baseline model, i.e.,
FAIRGNN, we can observe different situations: if we consider that the values should be
close to 0 for a model to be considered fair for a specific metric, we find that only RHGN
is effective with respect to Agp in both experimental settings. However, in all other
cases, neither of the two analyzed models can be considered fair.

RQ2 finding Despite RHGN proving to be a more equitable model than CATGCN,
it is equally important to implement a debiasing process to ensure that the user models
generated by both GNNs are fair.

Table 4.6 shows the extended fairness evaluation by presenting the variations in the
metric scores between CATGCN and RHGN. The outcomes indicate that the most signif-
icant variance is observed for Arg. This result emphasizes the importance of considering
both disparate impact and disparate mistreatment metrics to gain a comprehensive un-
derstanding of the fairness landscape.
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Table 4.7. Experimental results of the fairness assessment in the binary scenario in terms
of Agp and A%, (ie., Agp and Ago without absolute value). Negative results reflect the
situation in which the Agp or Ago value is higher for s = 1, meaning that this could be the
advantaged group.

Dataset Model A%p ALo
ALIBABA CaTrGCN -0.045 £0.021 0.139 +0.074
RHGN 0.019 +0.012 -0.133 +£0.086
D CarGCN 0.033 +0.013 -0.052 £0.016
RHGN 0.009 +0.007 -0.042 £0.017

RQ3 finding In conditions where the accuracy of a decision regarding the desired
label with respect to the sensitive attributes is unclear, or where there is a significant
cost for incorrect predictions, a thorough fairness evaluation should always consider dis-
parate mistreatment assessment, as disparate impact findings may be misleading in these
particular cases.

4.4 Challenges in binary scenarios

In the algorithmic fairness literature, many researchers disagree regarding the practice
of binarizing the target class and using absolute value scores to compute fairness, as
discussed in Section 4.1. To illustrate the limitations of these approaches, we conducted
an exploratory evaluation consisting of two different experiments that are based on the
assessment described in Section 4.3.

The first experiment focused on the absolute difference of the metrics commonly
employed in fairness analyses. The assumed approach was to eliminate the absolute
value from the models’ fairness assessment while running the same experiments reported
in Table 4.4. Specifically, the metrics adopted are the following:

Asp=P(H=1]s=0)-P(g=1]s=1) (4.5)
Apo=P@=1ly=1,s=0)-P(H=1]y=1,s=1) (4.6)

The results shown in Table 4.7 illustrate the calculated values of A%, (Equation (4.5))
and A}, (Equation (4.6)), demonstrating a clear pattern of alternating positive and
negative scores. This observed pattern indicates that unfairness, irrespective of the exact
numerical value, could be biased against either one of the sensitive groups depending on
the model and dataset combination.

To analyze fairness in binary situations, our study involved running experiments to
assess how binarization practices can impact the perception of fairness evaluation. The
following discussion will only concentrate on the results related to a specific combination
of model and dataset as a preliminary examination. In the next chapter, we will show
how the implications derived from these experiments can be extended and analyzed more
thoroughly in different contexts.
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Table 4.8. Experimental results of the preliminary study in binary and multiclass sensitive
attribute groups for RHGN model and ALIBABA dataset. The statistical parity scores (SP in
table) refer to the computation of a single side of Equation (2.2) for each sensitive group in
the binary and multiclass settings.

Binary group SP Multiclass group SP
S0 0.81 +£0.02
sa 0.887 £0.015 u Do
83 0.92 +0.01
Sq 0.89 +0.01
SB 0.797 +0.055 S5 0.72 £0.03
s6 0.78 £0.07

For the specific experiment, we focused on the RHGN model and ALIBABA dataset
described, respectively, in Sections 4.2.1 and 4.2.2. We adopted the original binary
classification task but with a different setting for the sensitive attribute (i.e., age): we
analyzed its original multiclass distribution (i.e., seven groups, referred to as so-sg) and
computed each individual statistical parity (SP) probability, which means considering a
single side of Equation (4.1) for every sensitive group. Additionally, as per the original
study in Section 4.3, we transformed the attribute into binary groups and once again
calculated the probabilities for the binary groups. The generated binary sensitive groups
are structured as follows: s = {so, $1, 52,83}, sp = {54, S5, 56 }-

The results displayed in Table 4.8 indicate that converting data into binary form can
result in an inaccurate evaluation of particular subgroups. In this experiment, subgroup
sp should be viewed as disadvantaged when assessed in a detailed multiclass analysis but
would be considered advantaged when included in the binary group s4. Conversely, s4
would be seen as disadvantaged in the binary group while individually advantaged.

4.4.1 Ethical considerations

The results presented in the previous section have several ethical implications, leading
us to argue the following positions about the challenges we discussed in this chapter and
have paved the way for a comprehensive study of fairness in multi-valued scenarios.

Ethical implication 1  Relying exclusively on the absolute difference score in fairness
analysis can be risky. This approach prevents from clearly identifying disadvantaged
groups for each combination of model, dataset, and fairness metrics, which in turn hin-
ders the ability to implement tailored interventions to address these issues in real-world
scenarios.

Ethical implication 2 Many current studies on evaluating the fairness of automated
systems involve converting sensitive attributes, which are inherently multiclass, into bi-
nary attributes to comply with standard fairness metrics definitions. From our perspec-
tive, assessing fairness by examining the distribution of sensitive groups is crucial for
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two main reasons. First, if the system is less effective for certain specific individual
groups, they will receive less effective or wrong services, such as targeted advertisements
or recommendations. Second, reducing the various classes and groups into a binary repre-
sentation can result in an inaccurate assessment of model fairness, potentially distorting
the original data conditions.

4.5 Summary

This chapter examined recent GNN-based behavioral user modeling architectures.
Unlike previous studies that primarily focused on the predictive performance of these
models, we focused on potential disparities in classification outcomes across different
demographic groups, highlighting unfairness issues. Our analysis, conducted on two
state-of-the-art models and real-world datasets using four fairness metrics, revealed that
directly modeling raw user interactions can disproportionately misclassify a specific de-
mographic group compared to its counterpart.

Additionally, we identified and discussed two significant open challenges in the context
of algorithmic fairness. First, we critiqued the common practice of conducting fairness
assessments exclusively in binary classification scenarios, emphasizing the need for a
multiclass approach that recognizes the complexity of disadvantaged groups. Second,
we questioned the reliance on the absolute difference of metric scores to evaluate model
fairness, advocating for a more nuanced understanding of these metrics. Through a case
study leveraging the same GNN-based models of the initial analysis, we argued for these
methodological improvements and discussed the ethical implications arising from our
experimental findings.







Chapter

Multiclass and Multigroup Fairness
Assessment

Fairness does not mean everyone gets the
same. Fairness means everyone gets what
they need.

Rick Riordan

In this chapter, we aim to contribute significant advancements to the domain of
algorithmic fairness by proposing innovative metrics tailored for a responsible evaluation
of user modeling systems within intricate, multi-valued contexts. Building upon the
foundation laid by our preliminary analysis in the previous research study (see Chapter 4),
we thoroughly investigate both the ethical dimensions and the often controversial aspects
associated with traditional binary fairness assessments.

In response to these challenges, we broaden the scope of classification fairness met-
rics to include scenarios where both the target classes and the sensitive attributes are
multiclass, marking our work as one of the early comprehensive efforts in this area. We
undertake a rigorous evaluation using four real-world datasets, providing a thorough
assessment of fairness across both straightforward binary settings and more complex
multiclass or multigroup configurations. Through our research, we expose the inherent
risks and potential misrepresentations caused by the oversimplification of attributes into
binary categories, which can erroneously reveal an appearance of fairness. Our findings
emphasize the crucial importance of implementing more comprehensive and context-
aware methods to accurately identify and mitigate unfair practices in user modeling,
demonstrating the valuable insights gained from this thorough analytical exploration.

Section 5.1 sets the foundation by discussing the motivation behind the need for mul-
ticlass fairness metrics and providing the context and justification for the advancements
proposed in our study. Section 5.2 details our methodology, including an explanation
of the baseline binary fairness metrics on which our proposed metrics are based. Addi-
tionally, this section describes the Graph Neural Network (GNN) models and datasets
utilized in our evaluations. In Section 5.3, we introduce our proposed multigroup and
multiclass fairness metrics. This core section elaborates on the extensions we made to
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traditional fairness metrics to better address the complexities found in these scenarios.
Section 5.4 focuses on the experimental assessment of our new fairness metrics, providing
empirical evidence of their effectiveness in identifying disparities in multiclass and multi-
group settings. The chapter concludes with Section 5.5, which summarizes the major
findings and contributions of our research.

5.1 Motivation

In light of the widespread use of automated decision-making systems across various
domains, there is a growing recognition that the design and implementation of these
models and their outcomes should align with a set of ethical standards (e.g., those pre-
scribed by the EU AI Act'). This trend has led to a greater emphasis on investigation
into topics such as transparency [29, 350], privacy [163, 276]|, sustainability [242, 314],
and social equity [135]. As already discussed in Chapter 4, algorithmic fairness (Sec-
tion 2.2) has been the focus of considerable attention in academic research and industry
projects, primarily driven by the increased awareness of the potential harms that unfair
artificial intelligence (AI) systems may present to specific social groups. On the one
hand, several research studies have been conducted to explore potential sources of bias
in automated systems (see Section 2.2.3). The two main categories for these sources are
usually biased data and algorithms that can be influenced by the biases present in the
training datasets. The existence of discrimination has practical and legal implications for
organizations that rely on automated systems to make significant decisions [63|. Thus, it
is crucial to quantitatively measure bias and fairness in machine learning (ML) models in
a responsible way, referring to the principles of Responsible AT (see Section 2.1.2), which
focus on accountability, reliability, and transparency in the development of such systems,
and are correlated to similar notions expressed in Human-Centered Al (Section 2.1).

Typically, when we mention “bias”, we are referring to a situation where an ML model
shows a systematic (i.e., repeated over time) preference for one class over another. This
means that the model has a significantly lower error rate for one category compared to
another. More specifically, in our study, we deal with group fairness, which focuses on
the results and effects of advantaged and disadvantaged groups. Group fairness, in its
broadest sense, divides a population into groups based on protected characteristics and
seeks to ensure fairness among these groups. Nevertheless, following our previous study
illustrated in Chapter 4, regardless of the specific notion of fairness adopted, the existing
literature clearly shows a gap between the strategies and methods for binary and multi-
class scenarios.

There have been only a few contributions addressing this issue in recent years. Blak-
eney et al. [41] introduced two metrics, namely Combined Error Variance (CEV) and
Symmetric Distance Error (SDE), to compute the biases of each sensitive group while
comparing two different models. CEV assesses how likely a deep neural network is to
reduce performance on one class in favor of others, while SDE calculates the dispari-
ties among the classes to be chosen more or less often based on the abundance of their

"https://artificialintelligenceact.eu/the-act/. Accessed March 30, 2025.
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training examples. Putzel and Lee [277] addressed the issue of altering the results of
a black-box classifier by extending the post-processing method suggested by Hardt et
al. [141] in order to generate fair predictions for the examined model. Denis et al. [90]
expanded the existing definition of demographic parity [111] to apply to multi-class clas-
sification scenarios, addressing both exact and approximate fairness cases. Additionally,
they presented optimal solutions for the classifier in both situations. Alghamdi et al. [14]
aim to develop unbiased probabilistic classifiers for multi-class classification tasks. Their
proposed method involves transforming a biased pre-trained classifier into a set of models
that satisfy specific fairness criteria for target groups. The resulting transformed model
is obtained by adjusting the pre-trained classifier’s outputs using a multiplicative factor.
Furthermore, the authors have introduced an iterative algorithm that can be parallelized
to compute the transformed classifier and ensure both sample complexity and conver-
gence guarantees.

The main limitation identified in previous research, which we aim to address, is the
lack of a thorough investigation into the effects of using binary fairness metrics in actual,
real-life situations. In most cases, the primary goal of the proposed procedures and
methods is to tackle the mathematical aspect of binary categorization to detect and
mitigate bias.

5.2 Methodology

In this section, we provide the preliminary methodology adopted in the study pre-
sented in the chapter. The employed fairness metrics and GNN-based models will be
shortly described below as they are the same utilized for the previous investigation, so
they were already described in detail in Chapter 4. The datasets will be illustrated in a
specific section.

Standard fairness metrics These metrics constitute the foundation for our extended
multiclass and multigroup measures. As for the previous study, we consider four algo-
rithmic fairness metrics belonging to disparate impact and disparate mistreatment cat-
egories, described in Section 2.2.4. The specific metrics are statistical parity (SP,
Equation (2.2)), equal opportunity (EO, Equation (2.4)), overall accuracy equal-
ity (OAE, Equation (2.6)), and treatment equality (TE, Equation (2.8)).

Adopted GNN models The basis of our fairness evaluation relies on two modern
GNN-based models, which currently stand among the most impactful developments in
user modeling. These are CATGCN [68] and RHGN [372], both described in Sec-
tion 4.2.1.

5.2.1 Datasets

The evaluation of the study presented in this chapter involved the adoption of four
real-world datasets, i.e., ALIBABA, JD, POKEC, and NBA. The description of the first
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two datasets has already been provided in Section 4.2.2; here, we only discuss the specific
attribute selection and processing for the related experimental setting.

For ALIBABA, we chose the product types as the categorical features associated with
the users for the same model, following the experimental setup of CATGCN. Therefore,
we considered only the items clicked by at least two users to establish the co-click rela-
tionship, which was used as the model’s local interaction. To ensure consistency across
the analyzed GNNs, we applied the same filtering process to RHGN before creating the
heterogeneous graph. We selected the user’s consumption grade (referred to as buy) as
the target class for the user modeling task and the user’s age as the sensitive attribute.
For the binary scenario, we created the bin-buy variable from the original 3-level buy
attribute by combining the mid (y = 1) and high (y = 2) levels. Additionally, we gen-
erated the bin-age variable from the 7-level age attribute by merging labels as follows:
sa = {50, 51, 52,83} and sp = {s4, S5,86}. In the ALIBABA dataset, the age range for each
category is not indicated and is solely identified by a label. Two different binarizations
have been utilized to establish a distinct division between the two groups.

JD leverages a co-click relationship as CATGCN’s local interaction, as for ALIBABA.
In order to ensure consistency across various experiments, we create a variable called
"expense level" and employ it as the target class for profiling tasks. We utilize the
pre-existing purchase connection between user and item nodes, as well as the number
of purchased items (i.e., count) and the individual prices (i.e., price), to calculate the
total expense of a user. After eliminating duplicate values, the expense list was segmented
into four quartiles to determine the thresholds for establishing a variable with four levels.
The variable bin-exp was created by separating the low level (y = 0) and combining the
remaining ones, in accordance with the method used in the ALIBABA dataset. The
sensitive attribute is the age variable with 5 levels, and we binarized it (bin-age) by
categorizing users as under or over 35 years old. The resulting binary sensitive attribute
is formed by the following groups: s4 = {so,s1} and sp = {s2, 3, S4}.

POKEC stands as the most widely used social network in Slovakia, closely resembling
Facebook and the former Twitter, X. This dataset? has already been used in other relevant
works (e.g., [82, 212, 232|). The dataset consists of anonymized information from the
complete social network in 2012 and was made available by Takac and Zabovsky [322].
The input graph’s nodes are homogeneous and stand for platform users, each with distinct
characteristics such as gender, age, hobbies, interests, and profession. The connections
between users are depicted as edges in a follow relationship, with no assigned weights.
Concerning the user modeling task, we use the working field as the class to be predicted.
The attribute’s categories are only distinguished by names and do not have comprehensive
explanations. Due to this, the binarization procedure, which creates the bin-work-field
variable, is carried out by separating the most common category (y = 0) to create an

2Original dataset: https://snap.stanford.edu/data/soc-pokec.html.
Version adopted in our study: https://github.com/EnyanDai/FairGNN/tree/main/dataset/pokec.
Accessed March 30, 2025.
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Table 5.1. Characteristics of the used datasets.

Dataset Users Items Edges Features

ALIBABA 166958 64553 427464 2820
JD 38322 49634 315970 2056
POKEC 13504 - 882765 70
NBA 403 - 16570 178

evident distinction between the two groups, ensuring that the groups are clearly defined.
The age is the sensitive attribute used in this case. In this dataset, every node contains
a specific age of users. To create a set of levels that are meaningful and almost balanced,
we adopted the following ranges to form five groups: under 18, 18-23, 24-28, 28-35, and
over 35. As this is a social network, for the binary scenario, we chose to categorize users
as either under or over 18 years old when creating the bin-age attribute. In particular,
the generated groups are: s4 = {so} and sp = {s1, 82, 3, 84}.

The NBA dataset® utilized in our study is the extension of a Kaggle dataset* com-
posed of information about ca. 400 NBA basketball players already employed in other
contributions (e.g., [82, 212]). The 2016-2017 season’s performance data for players,
along with additional details such as nationality, age, and salary, form the character-
istics of the homogeneous input graph nodes. The connections between players on a
social network (i.e., Twitter, accessed through the official crawling API) are defined as
unweighted graph edges. The user modeling task uses the three-level salary attribute
from the dataset as the target class. It is transformed into a binary scenario by isolating
the top-level class (y = 2) to create the bin-salary attribute. We used the age attribute
as the sensitive attribute. We initially grouped individual values into three categories
based on meaningful criteria for basketball players (i.e., under 25, 25-30, and over 30).
Subsequently, we combined the two highest groups to form the bin-age variable using the
following division: s4 = {so} and sp = {s1, s2}.

Information about the four datasets is presented in Table 5.1, with features denoting
the size of CATGCN’s input categorical feature array dimension. Tables 5.2 and 5.3 show
the distribution of the target classes and sensitive attribute groups within the datasets
in both the original and binarized scenarios.

In our research, we converted the target classes and sensitive attributes into binary
form in a way to conduct a thorough analysis of class distributions. The applied method
allowed us to investigate both balanced and unbalanced distributions of positive and
negative classes. By using this binarization approach, we guaranteed that our investi-
gation could effectively assess the impact of different class distributions on the results,
improving the reliability and generalizability of our findings.

*https://github.com/EnyanDai/FairGNN/tree/main/dataset/NBA. Accessed March 30, 2025.
“https://www.kaggle.com/noahgift/social-power-nba. Accessed March 30, 2025.
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Table 5.2. Distribution of the original target classes and sensitive attribute groups of the
adopted datasets.

% Class/Group
0 1 2 3 4 5 6

buy 32.48% 60.30%  7.22%

Dataset Label

ALIBABA e 2L7T4%  161% 17.56% 23.72% 30.83% 4.53% 0.01%
D expense  40.99% 15.68% 23.97% 19.36% - - -
age  23.59%  T.53% 50.17% 16.95%  1.76% - -

poxpe | Workcfield AT67%  2110% 13.02% 1241%  5.70% - -
age  38.85% 30.10% 13.64%  9.98%  7.43% - -

NBA salary 22.33% 38.21% 39.45% - - - -

age 39.95% 37.37% 22.58% - - - -

Table 5.3. Distribution of the binarized target classes and sensitive attribute groups of the
adopted datasets.

% Class/Group
0 1

bin-buy 32.48%  67.52%

Dataset Label

ALIBABA o awe  64.63%  35.37%
D bin-exp 40.99%  59.01%
bin-age 67.12%  32.88%

POKEC bin-work-field 47.67% = 52.33%
bin-age 38.85%  61.15%

NBA bin-salary ~ 60.55%  39.45%

bin-age 60.05%  39.95%

5.3 Multiclass and Multigroup Fairness Metrics

This section outlines the driving factors and the progression that resulted in the
definition of multigroup fairness metrics, leading to the broader multiclass and
multigroup metrics.

In Section 4.1, we explained that one of the main reasons for the widespread use
of binary fairness metrics is that many AI applications with ethical implications are
inherently binary, such as deciding whether to hire or not to hire. However, this rationale
doesn’t hold true when sensitive attributes are taken into account because it is widely
acknowledged that almost no human characteristics can truly be categorized as binary,
including gender and especially age.

For the multigroup fairness metrics, as for the standard definition of binary
metrics (see Section 2.2.5), we consider y € {0, 1} as the binary target label and ¢ € {0, 1}
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as the model prediction. Let N represent the count of sensitive attribute groups s. The
equations below are defined to ensure that the resulting score is uniform across groups,
thereby meeting the prescribed fairness criteria.

Multigroup statistical parity

P(g=1|s=n),Yne{0,...,N -1} (5.1)

Multigroup equal opportunity

P(y=1|y=1,s=n),¥ne{0,..,N -1} (5:2)

Multigroup overall accuracy equality

P(g=0|y=0,s=n)+P(y=1]y=1,s=n),Vne{0,...,N -1} (5.3)

Multigroup treatment equality

P(i=1]y=05=n)

P=0]y=T,5—n) "0 N1} (5.4)

The second reason supporting the definition of binary fairness metrics provided by
Caton and Haas [63] is linked to the simplicity of mathematically quantifying a binary
variable as opposed to a variable with multiple values. Building upon the aforemen-
tioned definitions for multiple groups, we suggest a further expansion of multiclass and
multigroup fairness metrics without introducing any additional mathematical com-
plexity. This aims to demonstrate that a straightforward generalization can result in a
more comprehensive and profound analysis of fairness.

Let M and N denote the number of classes y, 3 and sensitive groups s, correspond-
ingly. All the metrics shown below should have the same value for each class and group.

Multiclass and multigroup statistical parity

P(g=m|s=n),Yme{0,...M -1} A¥Vne{0,..,N -1} (5.5)

Multiclass and multigroup equal opportunity

P(g=m|y=m,s=n),Yme{0,... M -1} AVne{0,....N -1} (5.6)

Multiclass and multigroup overall accuracy equality

M-1
Y P(g=m|y=m,s=n),Yne{0,..,N -1} (5.7)

m=0
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Multiclass and multigroup treatment equality

? :n)

¥mef{0,... M -1} A¥ne{0,..,N -1} (5.8)

It is important to note that, in the case of multiclass and multigroup scenarios, the
definition of equal opportunity in Equation (5.6) would also be applicable to the expansion
of the equalized odds metric [141] in that same setting.

5.4 Experimental Fairness Assessment

In this section, we illustrate the empirical investigation carried out to evaluate the
impact of the proposed multiclass and multigroup fairness metrics compared to typical
binary measurements. We aim to address the following research questions:

RQ1 To what extent can multigroup fairness metrics impact a model’s fairness evalua-
tion with respect to the related binary metrics?

RQ2 To what extent can multiclass and multigroup fairness metrics improve bias de-
tection and future mitigation in real-world cases?

Below, we outline the experiments conducted to address these research questions and
the related parameters. The experimental findings serve as the conclusion for this section.

5.4.1 Experimental setting

To ensure that the GNN-based models are able to effectively handle user modeling
tasks using the specified dataset, target classes, and sensitive attributes, we implement
a process for selecting hyperparameters as outlined below. For CATGCN, the learning
rate is tuned among {0.001, 0.01, 0.1}, the Lo regularization coefficient and the dropout
ratio are searched in {le-5, le-4} and {0.1, 0.3, 0.5, 0.7}, respectively, and the aggrega-
tion parameter « is explored within {0.1, 0.3, 0.5, 0.7, 0.9}. For RHGN, the learning
rate and the Lo regularization coefficient are tuned among {0.01, 0.1} and {le-5, le-
4}, respectively; the hidden dimension of the two layers of the entity-level aggregation
network is searched in {32, 64}, while the number of heads in multi-head attention is
explored within {1, 2}. All other parameters are set to default values from the original
papers. After performing the grid search, we conducted the experiments 40 times for
each fairness metric. The specified operations were performed using an Nvidia Quadro
RTX 8000 48GB GPU, and the source code is publicly available®.

5.4.2 Experimental results

This section analyzes the outcomes and findings of the practical studies conducted
for each research question. Prior to examining the fairness evaluation, Table 5.4 presents

“https://github.com/erasmopurif/toward-responsible-fairness-analysis/
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Table 5.4. Experiment results of the user modeling tasks for each combination of dataset,
model, and setting (binary or multiclass). The 1 symbol means that higher scores are better.

Performance (binary) Performance (multiclass)

Dataset  Model Accuracy (1) Fl-score (1) Accuracy (1)  F1-score (1)
ALIBABA CATGCN  0.776 £0.021  0.718 +0.005 0.535 +0.031 0.501 +0.012
RHGN  0.803 £0.006 0.711 +0.016 0.618 +0.002  0.587 +0.018

D CaTrGCN  0.732 £0.008 0.706 +0.006 0.502 +0.002  0.498 +0.013
RHGN 0.738 £0.004 0.702 £0.007 0.575 £0.010  0.525 +£0.017

POKEC CaTrGCN  0.808 £0.002 0.797 +0.002  0.445 +0.004  0.398 +0.006
RHGN  0.799 £0.022 0.779 +0.013  0.455 +0.004  0.404 +0.003

NBA CaTrGCN  0.743 £0.074 0.709 £0.052 0.593 +0.067  0.541 +0.072
RHGN 0.768 £0.043 0.721 +0.071  0.581 +0.051 0.527 +£0.035

the results of the user modeling task, displaying the performance scores in terms of
accuracy and F1-score for each combination of dataset, model, and setting (i.e., binary
or multiclass). The purpose of showing this table is to enhance comprehension of the
effectiveness of the selected models and to emphasize the significance of the presented
fairness metrics in their various forms.

Comparing multigroup and binary fairness evaluation (RQ1)

This study examines the benefits of using multigroup metrics instead of binary metrics
to accurately assess fairness. The focus is on a binary target class, and we compare the
analysis of binary and multigroup sensitive attributes. For both GNN models, CATGCN
and RHGN, we initially run the user modeling task (i.e., classification of bin-buy class
for ALIBABA, bin-exp for JD, bin-work-field for POKEC, and bin-salary for NBA), then
we computed the scores of the binary fairness metrics, defined by Equations (2.2), (2.4),
(2.6) and (2.8), and multigroup fairness metrics, defined by Equations (5.1) to (5.4).

To enhance the reliability of our results and verify that the differences observed are
not due to chance, we used a Mann- Whitney- Wilcozon testS [227, 358] for each pair of
groups. We conducted the statistical test with 1000 iterations to ensure consistency and
reproducibility of our findings. Further, we employed the Bonferroni correction” [146], a
conservative statistical method designed to address the issue of multiple comparisons.

5The Mann-Whitney-Wilcoxon test is utilized to evaluate if two independent samples originate from
the same distribution and is a non-parametric test. It is different from the t-test as it does not necessitate
the assumption of normal distribution, thus making it a more adaptable and dependable option for our
data’s distribution traits.

"The Bonferroni correction is used to modify the significance thresholds to address the higher likeli-
hood of encountering significant outcomes by chance when conducting multiple tests at the same time.
To achieve this, the desired significance level is divided by the number of comparisons made, helping to
reduce the possibility of false positives and ensuring that the reported differences are genuinely statisti-
cally significant rather than simply a product of random variation or the large number of tests conducted.
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Figure 5.1. Fairness assessment of CATGCN on ALIBABA dataset in binary class (positive output) and binary group scenario.
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Table 5.5. Qualitative analysis of the comparative results between binary and multigroup
scenarios leading to the considerations for RQ1. The multigroup column includes the differ-

ences from the binary case.

Dataset Metric Model / Setting (Ref. Figs.)
CatGCN RHGN
binary multigroup binary multigroup
SP sa adv. s0.4 dis., (5.1a-5.2a)  sa adv. s0.4 dis., (5.9a-5.10a)
S4.B, S¢.5 adv. s4.B adv.
. . So0.4 dis.,
Alibaba. EO fair S0.4, $5.8 dis.  (5.1b-5.2b)  sa adv. sup adv. (5.9b-5.10b)
OAE fair  sia, so4adv.  (5.10-5.20)  fair oA SeBdSs 005 100)
85.B, S6.5 adv.
TE sa adv. S0.a dis. (5.1d-5.2d)  sp adv. s4.p dis. (5.9d-5.10d)
SP fair ss.B, sa.p dis.  (5.3a-5.4a) sp adv. s3.p dis. (5.11a-5.12a)
EO fair s3.p dis. (5.3b-5.4b) fair s0.a dis. (5.11b-5.12b)
JD OAE fair $2.B, S3.p dis. (5.3¢-5.4c) fair s2.p adv. (5.11¢-5.12¢)
TE  sp adv. s2.p dis. (5.3d-5.4d) fair so.aadv, s 45.124)
51.4, S2.B dis.
SP fair s3.B, sa. adv.  (5.5a-5.6a) fair so.p dis. (5.13a-5.14a)
EO fair s3.p adv. (5.5b-5.6b) fair no diff. (5.13b-5.14b)
Pok
oxee OAE sp adv. 51.B; 52.B, (5.5¢-5.6¢) fair s3.p adv. (5.13¢-5.14c¢)
s4.p dis.
TE fair s3.B, Sa.p dis.  (5.5d-5.6d) s adv. s1.B, s2.p adv.  (5.13d-5.14d)
SP sa adv. s2.B adv. (5.7a-5.8a)  sa adv. s2.5 adv. (5.15a-5.16a)
NBA EO sa adv. So. adv. (5.7b-5.8b)  sa adv. So. adv. (5.15a-5.16a)
OAE  s4 adv. no diff. (5.7¢-5.8¢)  sp adv. s1.p dis. (5.15a-5.16a)
TE sa adv. s1.5 adv. (5.7d-5.8d)  sa adv. no diff. (5.15a-5.16a)

In Table 5.5, we show a comprehensive qualitative analysis of the comparative results
between binary and multigroup scenarios. Specifically, we present the differences from
the related binary case for each combination of dataset, metric, model, and setting in
the multigroup scenario.

The results of the experiments for every possible combination of the model, dataset,
and scenario mentioned previously can be found in Figures 5.1 to 5.16. In the displayed
charts, each pair of box plots is annotated with a symbol reflecting the statistical signif-
icance of the difference between the two compared groups based on the p-value, which
measures the strength of the evidence against the null hypothesis. In particular:

e A non-significant difference, denoted by [ns] or simply no annotation, suggests
that the evidence is not substantial enough to dismiss the null hypothesis for the
difference between the groups. This implies that the observed difference could be

attributed to random chance rather than systematic bias.

e Symbols from [#] to [#=%#%] represent increasing levels of statistical significance,
linked to decreasing p-values. When there is a statistically significant difference,
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Table 5.6. Description of the cases derived from the assessment of the comparative results
between binary and multigroup scenarios.

# Binary scenario Multigroup scenario

1 Binarized group advantaged Related fine-grained original groups (all or some) dis-
advantaged

2 Binarized group advantaged  Opposite (i.e., belonging to the other binarized
group) fine-grained original groups (all or some) ad-
vantaged

3 Fair result Some fine-grained groups particularly disadvantaged
(or advantaged to the detriment of others)

it means the chance of the observed data happening under the null hypothesis is
low. This distinction suggests genuine, consistent differences between the groups,
and in our study, it indicates the existence of unfairness. The specific significance
levels in question are:

[«] Significant difference with a p-value less than 0.05 but greater than 0.01.

[«#] More significant difference with a p-value less than 0.01 but greater than
0.001.

[+#x] Highly significant difference with a p-value less than 0.001 but greater than
0.0001.

[+#x+] Extremely significant difference with a p-value less than 0.0001.

Based on the analysis of the experiment results in this scenario, we have identified
three pivotal cases, which are detailed in Table 5.6.

To illustrate the real-world applications of these results, we can analyze the tests
conducted on the JD dataset using the CatGCN model. In these, the expense level is
used as the classification target, and the sensitive attribute is age. These experiments
correspond to Figures 5.3a and 5.4a and Figures 5.3d and 5.4d. In the first scenario,
when working under statistical parity constraints, the binary age groups are fair, and no
intervention is necessary. However, in a detailed analysis that considers multigroup, it
becomes apparent that two specific age subgroups are at a disadvantage, and it may be
appropriate to plan an intervention to address these inequities. When considering the
second situation and looking at the scores for treatment equality, the findings indicate
that one age group has an advantage in a binary comparison. However, upon conducting
a more detailed examination across fine-grained groups, it becomes apparent that within
that particular binary age group, there exists a specific subgroup that experiences a
disadvantage. Should a bias mitigation process be applied in the binary scenario, it
would exacerbate the discrimination toward this particular age subgroup.
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Observation 1  Using multigroup metrics for a detailed fairness analysis helps uncover
real discrimination against sensitive groups that may not be apparent when using a binary
evaluation. This is important in cases where biases are not easily identified or when an
underprivileged group is mistakenly considered to be in a favorable position.

Assessing multiclass and multigroup fairness metrics in real-world contexts
(RQ2)

Most of the standard (binary) fairness metrics depend on selecting a positive class to
calculate them. As discussed in this chapter, when transforming an originally multiclass
target variable into binary, the choice of the positive class is almost arbitrary because
neither class can be distinctly considered positive. In this study, our aim is to explore
why it is preferable to use multiclass and multigroup fairness evaluation to understand
all potential biases introduced by the models. We conduct the same profiling analysis
outlined in the preceding section and calculate the metrics specified in Equations (5.5)
to (5.8).

In Figures 5.17 to 5.32, we show the results related to RQ2 for each combination of
model, dataset, and metrics.
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Table 5.7. Qualitative analysis of the comparative results between multigroup and multiclass
scenarios leading to the considerations for RQ2. The symbols refer to the derived cases described
in Table 5.8.

Dataset Metric Model
CAaTGCN Ref. Figs. RHGN Ref. Figs.

SP T, O (5.17a, 5.18a) * (5.25a, 5.26a)
ALIBABA EO & (5.17b, 5.18b) * (5.25b, 5.26b)
TE * (5.17¢, 5.18c¢) * (5.25¢, 5.26¢)
Sp % (5.19a, 5.20a) RS (5.27a, 5.28a)
JD EO % (5.19b, 5.20Db) 1, < (5.27b, 5.28b)
TE * (5.19¢, 5.20c) & (5.27¢, 5.28c¢)
SP %k, A (5.21a, 5.22a) * (5.29a, 5.30a)
PoKEC EO %, M (5.21b, 5.22b) * (5.29b, 5.30Db)
TE o] (5.21c, 5.22¢) ¥, M (5.29¢, 5.30c)
SP t (5.23a, 5.24a) ¥ (5.31a, 5.32a)
NBA EO O (5.23b, 5.24Db) 1, © (5.31b, 5.32b)
TE 1 (5.23c, 5.24c) - (5.31c, 5.32c)

Regarding the metrics, the evaluation does not include the multiclass and multigroup
OAE (Equation (5.7)) because their results would have been the same as in the previous
experiments due to their definition, which adds up the probabilities of the target classes.
For clarity, only the average values are displayed in the result charts without additional
statistics. The method of binarizing the single classes in the previous evaluation is
explained in Section 5.2.1.

Equivalently to the binary-multigroup scenario (Section 5.4.2), we presented in Ta-
ble 5.7 an effective method to visually display the results of the qualitative analysis
comparing multigroup and multiclass scenarios. For every combination of dataset, met-
ric, and model, the table shows symbols representing the findings associated with each
case derived from the analysis of the experiment results in this context, as described in
Table 5.8.

To illustrate the real-world implications of these results, we can analyze the tests
carried out using the CATGCN model on the ALIBABA dataset. Specifically, the ex-
periments focused on classifying consumption grade as the target class and age as the
sensitive attribute, as depicted in Figures 5.17a and 5.18a.

When we estimate the fairness scores using statistical parity, we encounter two distinct
scenarios. In this assessment, the sensitive attribute is always treated as multi-valued.
For a specific age group, we observe that the mid and high-consumption levels are consid-
ered privileged in the binary evaluation but disadvantaged in the multiclass assessment.
Conversely, for another age group, the binary results display fairness, but a more detailed
analysis reveals that the mid and high-consumption levels are once again disadvantaged
when assessed individually.
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Table 5.8. Description of the cases derived from the assessment of the comparative results
between multigroup and multiclass scenarios.

# Symbol Multigroup scenario Multigroup and multiclass scenario

1 t Binarized class advantaged All related fine-grained classes significantly disad-
vantaged

2 & Fair result All fine-grained classes, belonging to the same bi-

narized class, disadvantaged

3 % Binarized class advantaged Only one or a few of the related fine-grained classes
significantly disadvantaged

4 ® Fair result Only one or a few of the related fine-grained classes,
belonging to the same binarized class, disadvan-
taged

5 A Unfair result Fair result

6 A Binarized class disadvantaged Even greater unfairness against that class (and re-

lated fine-grained classes)

Observation 2 In situations where there is no explicit “positive” category, using mul-
ticlass and multigroup fairness metrics to assess both binary and multiclass scenarios
reveals the true extent of model discrimination. This approach offers a comprehensive
understanding of which groups are being discriminated against in all categories and the
disparity in fairness between them. This knowledge is crucial for devising an effective
bias mitigation strategy.

5.5 Summary

In this chapter, we introduced a new method for assessing algorithmic fairness, fo-
cusing on real-world applications. We expanded common binary fairness metrics (i.e.,
statistical parity, equal opportunity, overall accuracy equality, and treatment equality)
into multigroup and multiclass metrics, which is the main contribution of the presented
study. By analyzing user modeling tasks using advanced GNN-based models, specifi-
cally CATGCN and RHGN, across four datasets, we explored the finer implications of
fairness in multiple subgroups. Our findings reveal that multigroup metrics are crucial
for uncovering hidden biases and unfair treatment in seemingly equitable situations, en-
hancing the detection of discrimination against minority groups. Furthermore, our work
examined the effectiveness of multiparty and multiplex metrics in contexts lacking a clear
beneficial outcome, offering a detailed assessment of biases across different groups and
classes. This comprehensive approach supports identifying and addressing the diversity
gaps, paving the way for strategies to mitigate biases in complex algorithmic systems.
We also highlighted the importance of detailed studies on the interplay between model-
dataset combinations and fairness outcomes, underscoring the need for focused research
in this area.




Chapter

Bias Mitigation for Graph Neural
Networks in Binary User Modeling
Scenarios

The important thing in science is
not so much to obtain new facts as to
discover new ways of thinking about them.

William Lawrence Bragg

This chapter presents the results of our research on bias mitigation in binary be-
havioral user modeling scenarios, which follows up the insights derived from the fairness
analysis described in Chapter 4, and it is also based on the studies discussed in the
same chapter (see specifically Section 4.1), which disclose how unfairness in Graph Neu-
ral Networks (GNNs) could be associated with graph topology and the message-passing
mechanism (see Section 2.3.4) used to train these models.

In particular, we propose an innovative approach to bias mitigation in GNNs called
FAME, which stands for Fairness-Aware MEssages, and it is designed to promote fair
outcomes by directly modifying the message-passing mechanism, thereby reducing the
propagation and amplification of biases during the GNN training process. Unlike exist-
ing methods that either balance neighborhood aggregation or apply debiasing techniques
post-aggregation, our approach incorporates a bias correction parameter directly into
the standard message-passing procedure. This parameter adjusts the influence of sensi-
tive attributes on neighboring nodes, ensuring equitable representations for graph data.
We propose two variants of our approach to cater to different types of GNN architec-
tures: FAME, designed for models based on Graph Convolutional Networks (GCNs,
see Section 2.3.5), and A-FAME (Attention-FAME), for models based on Graph Atten-
tion Networks (GATs, see Section 2.3.5). The effectiveness of our proposed methods
is proved by conducting a comprehensive experiment set on three datasets, evaluating
the performance under two algorithmic fairness conditions, and comparing against six
state-of-the-art baselines, including vanilla GNNs, GNN-agnostic methods, and other
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GNN-specific bias mitigation techniques.

6.1 Motivation

In our modern interconnected society, graph data is everywhere, serving as a founda-
tional structure in many natural and artificial systems. Social networks, communication
systems, molecules, and transportation networks are just a few examples of such systems
constituted by a complex web of relationships [332]. Understanding and analyzing these
connections is crucial for making sense of intricate structures and extracting valuable in-
sights. In this context, we have already discussed in the presented manuscript how GNNs
(Section 2.3) have recently gained prominence for their ability to successfully process and
model graph-structured data and how they have been effectively applied in various fields,
especially user modeling (as discussed in Section 4.1).

A core and fundamental operation in GNNs is the message-passing mechanism
(Section 2.3.4), where nodes exchange and aggregate information from their neighbors
in an iterative process [120], which enables GNNs to capture patterns and dependencies
within the graph, producing effective node representations for the related downstream
applications.

As already outlined in Chapters 4 and 5, despite the acknowledged success in clas-
sification tasks, GNNs are susceptible to acquiring biases from the historical data they
are trained on and subsequently exhibiting them in their predictions. Due to the par-
ticular graph topology, where nodes with similar characteristics and sensitive attributes
are likely to be linked to each other [282], multiple research has shown that the learning
process of the GNN tends to worsen the spread of bias, making message passing a critical
element in reinforcing the propagation of discrimination within these models.

Research studies on algorithmic fairness (Section 2.2) have recently become in-
creasingly important in developing techniques to identify and address biases in machine
learning (ML) models (see Section 2.2.6). In recent years, many academic contributions
have been made to the field of GNNs. These contributions can be broadly categorized as
either GNN-agnostic, meaning they are universally applicable to any GNN architecture,
or GNN-specific, indicating that they are tailored to a particular GNN model, such as
convolution-based or attention-based, requiring distinct versions to accommodate differ-
ent architecture types. Within the first category, Merchant and Castillo [232] introduced
two approaches, i.e., PFR-AX, which lessens the separability between nodes in protected
groups and those in unprotected groups, and POSTPROCESS, which uses a black-box pol-
icy to modify the model predictions in order to minimize differences in error rates across
various demographic groups. EDITS, proposed by Dong et al. [98], is a method to ad-
versarially alter graph data with a bias-penalization objective function that exploits the
Wasserstein distance [336]. Agarwal et al. [10] presented NIFTY, an algorithm to im-
prove the training objective of a GNN by employing layer-wise weight normalization to
concurrently reduce bias and improve robustness. Regarding GNN-specific approaches,
Dai et al. [82] developed FAIRGNN, a model that aims to produce fair predictions by
leveraging an adversarial debiasing method that addresses the lack of sensitive attribute.
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In the same category, Lin et al. [212] recently proposed BEMAP, a technique to balance
the neighborhood aggregation procedure to mitigate the impact of biased representations,
while Jiang et al. [167] presented FMP (Fair Message Passing), a model that explicitly
incorporates the use of sensitive attributes in forward propagation for classifying nodes,
employing cross-entropy loss without the need for data pre-processing.

The studies produced, such as those previously mentioned, emphasized that strategies
for mitigating bias in ML typically concentrate on pre-processing and post-processing
methods (see Section 2.2.6). The former involve modifying the input data to eliminate
biases before training, while the latter adjust a model’s predictions to achieve fairness.
Nevertheless, these approaches, while not tailored to specific models, are frequently less
impactful than in-processing methods (see Section 2.2.6) that deal with biases that arise
throughout the training phase.

Furthermore, differently from what happens for standard ML models [137, 384],
breaking the links between sensitive attributes and other attributes is not sufficient when
working with graph data and GNNs [232|. Being in close proximity to other nodes within
the same protected group might indirectly imply membership, and this influence can im-
pact node representations. Hence, reducing bias may involve training the system to
lessen the importance of connections in adjacency information. In this specific situation,
addressing unfairness during the model’s fundamental training operations by intervening
in the message-passing process offers a promising approach to diminishing bias propaga-
tion. This intervention has the potential to result in fairer outcomes. To our knowledge,
only a small number of contributions have suggested solutions in this area so far (i.e.,
BEMAP [212| and FMP [167]).

6.2 Methodology

In this section, we will begin by explaining the message-passing mechanism and the
GNN layers that form the foundation of our innovative techniques. Next, we will outline
the fairness metrics and scores used in the experimental setups, along with their mathe-
matical definitions. Lastly, we will present the datasets used in the evaluation phase.

6.2.1 Message-Passing Algorithm

Recalling Section 2.3.2, we commonly define a graph as G = (V,E), where V and
FE denote, respectively, the set of nodes and the set of edges that compose the graph;
there is a specific edge e = (u,v) € E only if a connection between two nodes u € V' and
v eV exists. The adjacency matriz is represents as A = [ayy] € {0, 1}V*IV] where each
element a,, indicates the presence or absence of an edge between nodes v and v. Node
features are defined as X € RIV*? where each row denotes a vector x, € R?, Vu € V, with
dimension d.

In the message-passing algorithm (see Section 2.3.4), every node u exchanges mes-
sages with its neighbors within a process made of several iterations, called layers. The
node’s features are subsequently updated by merging the aggregated messages with the
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node’s prior state to produce a hidden embedding h,. Let k be the current layer, we
describe the basic GNN message-passing function [139] with the following equation:

h® - g (W<k>m§ﬁ> 4 b(k)) (6.1)

where o denotes a non-linear activation function (e.g., ReLU [9]), W is the weight matriz,
b is the bias term vector', and m,, defines the result of the message aggregation associated
with node .

In the presented study, we focused on two kinds of GNN layer types (see Section 2.3.5),
which basically vary in how they combine the messages in the process described.

For the GCN layer, the aggregation is denoted as:

m(¥) - ! h{F-Y) (6.2)

w\/;{u} VINJIN] T

where N, and |NV,| = deg(u) represent the set of neighbors and the degree of node u,
respectively.

For the GAT layer, the aggregation is defined as:

m® = > o) nED (6.3)
veNyu{u}

where oy, represents the coefficients calculated by the attention mechanism, which de-
termine the impact of each neighbor’s characteristics.

6.2.2 Fairness metrics

The fairness metrics adopted in this study are based on the notation presented in
Table 2.1. As a common practice in several studies on algorithmic fairness in ML systems
(e.g., [82, 382]), in our evaluation, we compute statistical parity (Equation (2.2)) and
equal opportunity (Equation (2.4)) metrics scores. Similar to the procedure applied
in our previous studies (see Chapters 4 and 5), we operationalized Equation (2.2) and
Equation (2.4) by defining the notions of disparity (Asp, Equation (4.1)) and inequality
(Ago, Equation (4.2)), also according to existing contributions [82, 232, 261|. For the
sake of readiness, we report below the mentioned equations that are used in this chapter’s
evaluation:

Agp=|P(y=1]s=0)-P(y=1]s=1) |
Apo=|P(H=1]y=1,s=0)-P(g=1|y=1,5=1) |




6.3. FAIRNESS-AWARE MESSAGES

105

Table 6.1. Datasets characteristics

Dataset Nodes Edges Label Sens. Attr.

GERMAN 1K 21K good-customer gender
CREDIT 30K 1.42M no-default age

PokEC-z 67K 617K work-field region

6.2.3 Datasets

To conduct our evaluation, we considered three publicly accessible datasets from var-
ious fields, as indicated in Table 6.1. We converted the prediction labels and the sensitive
attributes into the necessary format to address the particular binary classification task.

GERMAN? [154] is composed of information about clients of a credit bank in Germany
that are connected by their account similarity. In the study presented within this chapter,
users are classified as good or bad clients depending on their gender for fairness evaluation.

CREDIT? [377] includes data about credit card users in Taiwan that are connected
by their purchasing patterns. We exploit the users’ default in the following month as the
target label of the classification task and their age as the sensitive attribute for fairness
assessment.

Pokgc-z? [322] contains data from the most popular social network in Slovakia and
has already been adopted in our research described in the previous chapter (see Sec-
tion 5.2.1). In this dataset, the users are related by friendship and classified by their
job’s work field. For the fairness analysis, we leverage the users’ region as the sensitive
attribute.

6.3 Fairness-Aware Messages

This section illustrates in detail the proposed in-processing bias mitigation meth-
ods specifically designed for GNN-based models, named FAME (Fairness-Aware Mes-
sages) and its variant A-FAME (Attention-based Fairness-Aware Messages, or simply
Attention-FAME).

!This “bias term” does not relate to fairness. In neural networks, it serves as an extra parameter,
enabling the model to independently adjust its output based on the input. This helps the network better
suit the data by shifting the activation function.

2http://archive.ics.uci.edu/dataset/144/statlog+german+credit+data.

Accessed March 30, 2025.
3https://archive.ics.uci.edu/dataset/350/default+of+credit+card+clients. Accessed March
30, 2025.

*Original dataset: https://snap.stanford.edu/data/soc-pokec.html.

Version adopted in our study: https://github.com/EnyanDai/FairGNN/tree/main/dataset/pokec.
Accessed March 30, 2025.
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6.3.1 FAME Layer

Implementing an in-processing technique, particularly by intervening in the message-
passing procedure, presents a favorable approach to reducing the spread of bias and
potentially promoting fairer results, as previously outlined in Section 6.1.

This chapter introduces FAME as a novel approach to mitigate biases during GNN
training. It achieves this by modifying the messages with a correction term, which reflects
the differences in sensitive attributes between connected nodes at each aggregation step
of the message-passing process. The goal of this approach is to decrease the impact of
nodes with the same sensitive attribute values.

The proposed method is GNN-specific, meaning that for each specific GNN layer,
a different variant is needed. The standard version of the FAME layer is designed for
compatibility with GCN-based models. Taking the basic GNN message-passing function
described in Equation (6.1), applying to it the aggregation depicted by Equation (6.2),
and a ReLU [9] activation function, we define the FAME layer function as:

R =W Y 1 (k) (k1) (6.4)

v 5uv v
veNyu{u} V |NuHNv|

where §,,, denotes the fairness correction term, which is described as:

6 =1+ B AR (6.5)

with b representing the bias term of Equation (6.1) that scales Ag, i.e., the difference
between the sensitive attribute values of the nodes.

6.3.2 A-FAME Layer

A-FAME is the FAME version specifically designed for compatibility with GAT-
based models. In particular, this variant applies the correction term within the attention
mechanism ay,, described in Equation (6.3), and adopts the softmax [47] activation func-
tion. A-FAME is defined by the following equation:

agf)) = softmax (egf)) + (5&’;)) (6.6)
where ey, calculates a pair-wise un-normalized attention score between two neighbors. It

leverages an additive attention, following the definition provided by Velickovic et al. [333].
This variant’s fairness correction term 4§, is defined as:

56 _ b A (6.7)

where b and Ag represent the same components described in Equation (6.5).
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6.4 Evaluation

The specific goal of the study presented in this chapter is to address the research
questions posed below:

RQ1 How can we enhance the fairness outcomes by directly modifying the message-
passing process?

RQ2 How does altering message passing affect fairness compared to state-of-the-art bias
mitigation approaches?

We investigate RQ1 and RQ2 by evaluating the performance of the two proposed
methods, FAME (Section 6.3.1) and A-FAME (Section 6.3.2), on the three datasets
introduced in Section 6.2.3 through conducting a user modeling task for each dataset
(which can be translated in a node classification task, as described in Section 2.4.3)
and calculating fairness measurements related to disparity (Agp, Equation (4.1)) and
inequality (Apo, Equation (4.2)).

For the purpose of evaluating the effectiveness of our mitigation techniques, the out-
comes for RQ1 are compared with those of the original GCN and GAT models, while
the fairness results obtained to address RQ2 are compared with six state-of-the-art base-
lines, including vanilla GNNs, GNN-agnostic methods, and GNN-specific bias mitigation
techniques.

6.4.1 Baselines

We evaluated our experimental results (discussed in the next section) by comparing
our innovative methods against three types of approaches:

e Standard, including VANILLA (i.e., the basic GCN and GAT models, see Sec-
tion 2.3.5, without interventions) and UNAWARE (i.e., removing the sensitive at-
tribute from the dataset, see Section 2.2.6);

e (GNN-agnostic, meaning techniques applicable to every GNN model, which include
EDITS [98] and the three variants of PFR [232];

o (GNN-specific, where each developed method should be tailored for a specific kind
of GNN model. For this category, we exploited BEMAP [212] and FAIRGNN [82].

6.4.2 Experimental setting

For the user modeling task (i.e., the node classification task), the hyperparameters
of the models are chosen as outlined below. Regarding the GNN-agnostic and GNN-
specific baselines, all these models’ hyperparameters are configured following their default
settings, as specified in the original papers. Concerning the Standard approaches and
our novel methods proposed in this chapter, the hyperparameters are configured through
a grid search, as described below. For both GCN and GAT models, the learning rate
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Figure 6.1. Visual experimental results. In all plots, the ideal position is located at the
bottom right.

is tuned taking values in {le-3, le-4}, the weight decay in {le-4, le-5}, and the hidden
dimensionality size in {32, 64, 128}. After the grid search, each experiment is executed
five times, and the average is considered. All the experiments are performed on an Nvidia
Quadro RTX 8000 48GB GPU, except for FAIRGNN, where we utilized a CPU due to
compatibility issues with code packages faced during the evaluation phase.

The source code developed during this study, including FAME and A-FAME imple-
mentation, as well as the experiments, is publicly available.

6.4.3 Experimental results

The results of the conducted experiments are illustrated in Figure 6.1 and in Table 6.2.
In the charts, we displayed two approaches for each category in order to provide a clear
visualization of the scores. On the other hand, the table presents the complete scores
acquired through the carried out experiments.

We start by presenting the performance scores for the classification task using AUC-
ROC (shown in decimal format) for every dataset and model combination, followed by the
two fairness metrics scores (displayed as percentages). Dashed lines in the table denote
out-of-memory, and the intuition behind these issues is the following: regarding the
experiments conducted with EDITS on POKEC-Z, we experienced a well-known problem

Shttps://link.erasmopurif .com/FAME
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in the literature about the execution of these experiments, already documented by other
researchers (e.g., Merchant and Castillo [232]); concerning FAIRGNN in the GAT version
on CREDIT, the problem could be attributed to the device adopted for these particular
experiments, i.e., the CPU, due to technical issues, as already mentioned in Section 6.4.1.
Even if node classification is not the main focus of the presented study, our methods
for reducing bias yield comparable results in all tests. The most significant decrease in
AUC-ROC is 9.3%, in the least favorable scenario, compared to the vanilla model.
When we examine the fairness outcomes of our approaches (RQ1) and compare them
with the standard models, we consistently achieve superior results, reducing bias by an
average of 69.8% in terms of disparity (Agp) and 73.9% in terms of inequality (Ago).

Observation 1 Modifying the message-passing procedure by incorporating a correc-
tion term that relies on the disparities in sensitive attributes between linked nodes during
each stage of the aggregation process effectively limits the influence of nodes with equal
sensitive attribute values and mitigates biases.

When comparing the fairness scores with the selected baselines (RQ2), we specifically
notice an overall better performance in relation to the other GNN-specific approaches
(with improvements of 47.7% Agp and 53.6% Apgo on average). Overall, the proposed
FAME variants showed the best score in 58% of experiments and the second best score
in 25% of cases.

Observation 2  In the experimental situation provided, our methods for mitigating in-
processing bias show strong results when compared to the state-of-the-art bias mitigation
strategies, particularly in comparison to GNN-specific approaches, thus establishing the
efficacy of this technique.

6.5 Summary

In this chapter, we presented a novel in-processing bias mitigation method called
FAME (short form for Fairness-Aware Messages) specifically tailored for GNNs. It con-
sists of two variants: the standard one, with the same name as the general approach, is
designed for GCN-based models, while the second one, called A-FAME (short form for
Attention-Based Fairness-Aware Messages or simply Attention-FAME), is designed to be
compatible with GAT-based models. These methods adjust the message-passing pro-
cess by incorporating a correction term based on the differences in sensitive attributes
between connected nodes during the aggregation phase. We conducted a comprehen-
sive evaluation by performing user modeling tasks (executed as node classification tasks)
on three real-world datasets in two different fairness conditions (i.e., assessing disparity
and inequality). Comparing the outcomes of our proposed approaches with six state-of-
the-art baselines, the obtained experimental results demonstrated that FAME (and its
variant A-FAME) can outperform several existing bias mitigation strategies, setting a
valid starting point for deepening research investigation in this promising direction.




Chapter

Frameworks for Standardized
Fairness Analysis

Vision without execution is just
hallucination.

Henry Ford

In this chapter, we will discuss the design and implementation of two novel tools
with the objective of standardizing fairness analysis of Graph Neural Networks (GNNs),
opening with the motivations leading to these specific research studies in Section 7.1.

The FAIRUP framework, whose components are described in Section 7.2, aims to
assess algorithmic fairness on GNN-based models for user modeling tasks and is founded
on our first-of-its-kind fairness analysis behavioral user profiling models presented in
Chapter 4. In particular, we developed an extensible and unified tool designed to train
advanced GNN-based user modeling algorithms on a variety of graph datasets. This
framework is equipped to identify biases during the pre-processing and post-processing
stages and to address potential unfairness in the original datasets. To allow users to inter-
act with and explore the framework’s capabilities, we created an intuitive and accessible
user interface (UI). Furthermore, we implemented a prototype version of the framework,
which functions using predefined real-world datasets.

The GNNFAIRVIZ is presented in Section 7.3. It introduces a visual analytics
framework that analyzes GNN fairness from a data-centric viewpoint, offering users in-
sights into bias in their models. This tool is GNN agnostic, meaning that it supports
various GNN architectures; it also offers interactive visualizations to inspect model bias,
enables flexible node selection, and supports fairness diagnostics from the data bias per-
spective. After describing the developed tool, which integrates a human-in-the-loop
approach for investigating fairness issues in GNNs, we illustrate a usage scenario to
demonstrate its usability and effectiveness.
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7.1 Motivation

GNNs (Section 2.3) have shown ample potential for various applications but face
significant challenges related to fairness, especially in human-related decision contexts.
As thoroughly discussed in the previous Chapters 4 and 5, these issues are particularly
complex due to the unique structure of graph data, which can amplify biases inherent in
the data used to train these models. Existing bias detection and mitigation approaches
vary widely, and frameworks for effectively assessing and addressing these biases only
exist for generic machine learning (ML) models [248]. Examples are Al Fairness 360 [34],
LiFT [330], Fairlearn 38|, and Fairkit-learn [170].

To address the critical need for fair and unbiased GNN models, it is essential to
develop specific standardized frameworks for computing performance and evaluate fair-
ness for these particular models. Currently, the absence of such methodologies makes it
difficult to compare results across different studies and applications. This inconsistency
not only hampers the development of universally accepted benchmarks for fairness in
GNNs but also impedes the identification of best practices for mitigating bias [197]. A
standardized approach would ensure that fairness metrics are applied uniformly across
different models and datasets, providing a reliable basis for estimating and improving
GNN fairness.

Furthermore, the inherent complexity of fairness issues in GNNs, as in any other ML
model, necessitates advanced visual analytics tools. The application of traditional static
visualization methods to fairness scores visualization, such as bar charts [196] and scatter
plots [158], although useful, fall short of providing the depth of analysis required to fully
understand and address biases in GNNs. Recent advancements in interactive visual anal-
ysis tools have shown promise in enhancing the thoroughness of fairness analysis |31, 213].
However, most of these tools are designed for general ML models and do not specifically
cater to the unique challenges posed by GNNs. The What-If Tool [356], for instance, al-
lows users to adjust classifier thresholds and view the impacts on fairness metrics across
different subgroups, providing a dynamic way to explore and understand model biases.
DiscriLens [351] and FairSight [12] facilitate a deep understanding of fairness in ML mod-
els but are tailored specifically for Euclidean data, whereas GNNs operate on graph data
structures, i.e., non-Fuclidean data. In graph-based model scenarios, existing tools like
FairRankVis [367] and BiaScope [290] introduce innovative methodologies for exploring
and diagnosing algorithmic fairness. Yet, these static tools are limited in their capacity
to investigate the intricate relationships between node attributes and graph structures,
which frequently underlie the fairness concerns within these models. Hence, it is im-
perative to establish a comprehensive visual analytics framework capable of formalizing
the calculation of fairness and performance metrics, providing interactive visualizations,
and enabling thorough examination of model biases. Such a framework would provide
GNN practitioners with a method to assess and visually represent the equity and effi-
cacy of their models using standardized procedures. Additionally, it would enable them
to comprehend the interaction between node characteristics and graph configuration in
influencing model discrimination, as well as obtain practical insights through interactive




7.2. FairUP 113

visualizations that support bias analysis. This tool would support the identification of
specific nodes or subgraphs that disproportionately affect fairness metrics, allowing for
targeted interventions. Finally, the ability to visualize fairness metrics in an interactive
manner would enhance the transparency and trustworthiness of GNN models. Stakehold-
ers, including developers, researchers, and end-users, can better understand how and why
certain biases arise, leading to more informed decision-making processes.

7.2 FAIRUP

In this section, we describe in detail the FAIRUP framework, including the different
components it is composed of, which allow end users to:

e evaluate the fairness of the input dataset using a specific metric, i.e., disparate
impact (Equation (2.3));

e reduce potential discrimination found in the dataset by adopting different pre-
processing bias mitigation approaches (Section 2.2.6), i.e., sampling [172], reweight-
ing |172] and disparate impact remover |111];

e standardize the input for each GNN model available within the tool by employing
a graph structure in Neo4j' or NetworkX? format;

e train multiple GNN models, i.e., CATGCN (Section 4.2.1), RHGN (Section 4.2.1),
and FAIRGNN |[82], with the possibility to manually set the hyperparameters for
each of them;

e assess post-hoc fairness by leveraging four standard metrics in binary scenarios,
i.e., statistical parity (Equation (2.2)), equal opportunity (Equation (2.4)), overall
accuracy equality (Equation (2.6)), and treatment equality (Equation (2.8)).

The logical architecture of the proposed FAIRUP framework is displayed in Figure 7.1.

7.2.1 Pre-processing component

The pre-processing component can be considered the most important part of the
framework due to its main goal to properly prepare the user input data for utilization
across all available GNN models. The pre-processing component consists of three mod-
ules: the optional pre-processing fairness evaluation and debiasing, followed by input
standardization.

"https://neo4j.com/. Accessed March 30, 2025.
*nttps://networkx.org/. Accessed March 30, 2025.
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Figure 7.1. Logical architecture of the FAIRUP framework.

Pre-processing fairness evaluation As already discussed, FAIRUP takes as input
any graph data from the users in either Neo4j or NetworkX format to help create a unified
process. After correctly decoding the input data, the user can assess the fairness of the
entire dataset by calculating the score of the disparate impact metric (Equation (2.3)).
This measure characterizes hidden, often unintentional bias when procedures or systems
seem to treat individuals equally based on one of their sensitive characteristics (e.g., age,
race, or gender). It also identifies cases where the model discriminates unfairly against
specific groups, even if it uses proxy attributes instead of the sensitive attribute directly
to make predictions.

Based on the literature and the legal definitions of algorithmic fairness metrics (see
Sections 2.2.4 and 2.2.5), a violation of disparate impact arises when the favorable out-
come for the disadvantaged group is less than 80% in comparison to the advantaged
group.

In the first version of the framework, we consider user modeling tasks in a binary
scenario. Thus, the pre-processing component is also responsible for the binarization, if
needed, of the selected target class and sensitive attribute for classification and fairness
assessment, respectively.

Debiasing After assessing the dataset fairness, if biases are found, the user has the
option to utilize a pre-processing debiasing method. The platform provides support for
three techniques:

e Sampling [172] is a method that aims to re-sample the dataset in order to mitigate
or eliminate discrimination. Once the dataset is divided into four groups (denom-
inated as deprived community with positive class labels, deprived community with
negative class labels, favoured community with positive class labels and favoured
community with negative class labels), it computes the expected sizes for each class
label and sensitive attribute if the dataset were non-discriminatory. Lastly, a sam-
pling algorithm is applied, either uniform or preferential.
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e The reweighting [172| approach aims to address bias in the dataset by assigning
varying weights to the dataset entries. Specifically, it assigns higher weights to those
entries with an unfavorable sensitive attribute compared to those with a favorable
attribute. This is achieved by computing the expected and observed probability
for a specific sensitive attribute label and class label. If the expected probability
exceeds the observed probability, bias towards the opposite class label is evident.
To counter this, lower weights are allocated to the favored entries.

e Disparate impact remover [111], as the name suggests, has been specifically devel-
oped to remove disparate impact bias from a dataset. To achieve this, it modifies
the sensitive attribute features in order to decrease the correlation between those
features and the prediction class and to maintain balance for all prediction classes
in the dataset. Disparate impact remover also ensures that the group ranking of
the different prediction classes is preserved while editing the sensitive attribute fea-
tures.

Input standardization Given that each GNN model necessitates a specific input
structure, this module is designed to transform the original dataset to conform to the
requirements of the selected GNN models. The framework’s extensibility ensures that as
a GNN model is introduced, the corresponding input standardization procedures can be
seamlessly implemented. This means that whenever a new GNN is integrated into the
system, an appropriate data preprocessing routine must be developed to meet the novel
model’s input specifications.

7.2.2 Core component

This component represents the central part of the proposed framework. In its initial
version, we incorporated three state-of-the-art GNN-based models that have proven to
be highly effective in user modeling tasks, i.e., CATGCN (Section 4.2.1), RHGN (Sec-
tion 4.2.1) and FAIRGNN [82]. These models were selected because of their excellent
ability to capture and analyze user data, which establishes a solid foundation for the
FAIRUP framework’s capabilities. A user can choose any combination and number of
the included GNN models for training and evaluation.

7.2.3 Post-processing fairness evaluation

Once the selected models are trained, the framework can evaluate the fairness of
their predictions using four standard metrics: statistical parity (Equation (2.2)), equal
opportunity (Equation (2.4)), overall accuracy equality (Equation (2.6)), and treatment
equality (Equation (2.8)). These metrics enable a comprehensive assessment of the mod-
els’ fairness in order to check whether the predictions are equitable and unbiased across
different user groups.

The post-processing fairness evaluation component is built upon the same settings
of the assessment presented in Chapter 4, and the employed metrics follow the notation
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described in Table 2.1. As in the aforementioned chapter, we operationalize the fairness
metrics to use as defined by Equations (4.1) to (4.4).

7.2.4 User interface

In this section, we will illustrate the functionalities of the FAIRUP user interface (UI),
developed to allow the users to interact with the framework. The UI is implemented
using Streamlit®, an open-source Python framework that enables data scientists and ML
practitioners to create dynamic data applications and user-friendly Uls with minimal
code.

All resources produced during the implementation of FAIRUP are publicly available,
including the source code?, a web application®, and a demonstration video®.

Which dataset do you want to evaluate?

Alibaba

Select prediction label

pvalue_level

Select sensitive attribute

age_level

Do you want to evaluate the dataset fairness?

® No

Yes

More information

Do you want to apply debias approaches?

® No

Yes
Select the models you want to train

RHGN x

Figure 7.2. FAIRUP UI Selection of the dataset, input parameters, and pre-processing
fairness functionalities.

The opening page of the FAIRUP UI shows the description of the framework compo-
nents, along with an image of its logical architecture. After clicking on the “ Framework”
button present in the navigation sidebar, the user will be directed to the main page (Fig-
ure 7.2), from which it is possible to choose the input dataset, the associated target class,
and the sensitive attribute for use in the fairness experiments from a dropdown menu
that appears after selecting a dataset. On the same page, we can also choose whether or

*nttps://streamlit.io/. Accessed March 30, 2025.
‘https://link.erasmopurif .com/FairUP-source-code/.
Shttps://link.erasmopurif.com/FairUP/.
Shttps://1link.erasmopurif.com/FairUP-demo-video/.
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not to implement the pre-processing fairness features. Users can opt for a preset configu-
ration for each dataset in FAIRUP to facilitate quick usage instead of having to manually
select every attribute.

We have made four pre-defined datasets available for the first prototype version of
the framework, which have also been utilized in other research studies presented in this
dissertation: ALIBABA and JD, adopted and illustrated in Chapters 4 and 5, NBA, used
in Chapter 5, and POKEC-Z, utilized in Chapters 5 and 6.

Enter the general paramaters
Enter the prefered seed number

11

Enter the RHGN parametrs

Enter the number of hidden layers

5

Enter the learning rate

0.10

Enter the number of epochs

100

Enter the clip value

2

Begin experiment

Figure 7.3. FAIRUP UI: Selection of the training parameters for the chosen GNN model(s).
In the displayed example, RHGN parameters are set.

As previously discussed, the users have the option to choose the number of models
to be trained. Once the decision is made, the framework requires the input of training
parameters for each model (Figure 7.3). After completing the process, the users can
initiate the experiment and review a chart that presents the classification and fairness
outcomes.

7.3 GNNFAIRVIZ

This section will describe GNNFAIRV1Z, a visual analytics framework for GNN fair-
ness, developed in collaboration with the Fudan University, based in Shanghai, China.
The tool provides the end-users with the following capabilities:

e supporting the customization and examination of fairness from different perspec-
tives, i.e., by exploiting different fairness concepts and adopting different fairness
metrics (see Section 2.2.5);

e offering hints and options for interaction to select nodes from the input graph and
examine their impact on model bias;
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e cnabling the interactive diagnosis of fairness issues in GNNs, as static explanations
using graph data subsets are often challenging for humans to comprehend.

Input Bias Calculation Interactive Analysis
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Figure 7.4. Logical architecture of the GNNFAIRVIZ framework.

The GNNFAIRV1zZ framework consists of three main components, and its logical ar-
chitecture is displayed in Figure 7.4. Initially, the process involves providing a pre-trained
GNN model and a dataset (either in graph or tabular data format) as the tool’s input.
In the bias calculation component, after receiving a defined set of nodes, the model bias
module evaluates various fairness metrics scores by utilizing the model and data. Ad-
ditionally, it estimates the impact of the graph structure and attributes on model bias
both separately and combined, which we refer to as bias contribution in this section. The
structural bias module analyzes the computational graph (i.e., detecting nodes’ neigh-
bors, connectivity between sensitive groups, and dense subgraphs) to uncover potential
discrimination in the data structure. The attribute bias module adopts a set of statistical
tests to assess fairness within attribute distributions. The interactive analysis compo-
nent takes the results from the bias calculation to enable users to concretely get insights
about the fairness assessment previously conducted and also to allow bias mitigation
procedures.

In the rest of this section, we will describe in detail the key components of the pro-
posed framework, their functionalities, and a use case derived from a real-world scenario.

7.3.1 Bias Calculation

This section describes the techniques used to calculate model bias and data bias,
including structural bias and attribute bias.

Model Bias As already explained in previous chapters, model bias occurs when the
predictions are discriminatory toward specific sensitive groups. GNNFAIRV1Z incorpo-
rates binary fairness metrics (Section 2.2.5), as well as their extension to multiclass and
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multigroup scenarios, as defined in Section 5.3, given that binary configurations often
fail to capture the complexities of the real world.

Bias Contribution We evaluate the impact of both the graph structure and attributes
of a certain group of nodes on model bias by utilizing counterfactual reasoning. This
allows us to consider how the result could have changed if the input had been altered in
a specific manner.

Bias Contribution

1
Individual 1

1
A

1
1
1 1
X 1 1
x 1 1
1 1
* + 1 1
. -m : Structure :
1 1
¢ > ; ;
1 Attribute & Structure 1
+ x 1 1
X X ) —— 1
)( . -X . Selected Node

Unselected Node

Figure 7.5. GNNFAIRVIZ: Bias contribution process

We evaluate the bias contribution of five different factors (i.e., individual characteris-
tics, a group of characteristics, all characteristics, network structure, and the combination
of all characteristics and network structure) for a specific set of nodes. The impact is
determined by the change in model bias output before and after eliminating specific in-
formation from the input data, as exemplified in Figure 7.5.

Data Bias Data bias happens when discrimination is present in the data structures,
regardless of the GNN model or the training algorithm.

Structural Bias This may inherently emphasize or de-emphasize specific nodes or
groups based on their topological properties. Three functionalities are implemented:

e Dense Subgraph Detection: as highlighted in Section 4.1, neighboring nodes
sharing the same sensitive attributes can amplify structural biases; thus, we employ
a community detection algorithm [66] to reveal dense subgraphs in the input graph.

e Number of Neighbors: Different nodes might have different impacts in intro-
ducing model bias. To depict the influence of each node in the message-passing
process (Section 2.3.4), we calculate the number of neighbors each node possesses
in its computational graph. This number directly represents the frequency with
which a node’s information is propagated.

e Connectivity between Sensitive Groups: Given a set of nodes, we measure
the impact of each sensitive group within the selected nodes on groups across the
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entire dataset by their connectivity. This is quantified by summing the number of
neighbors of nodes in their computational graphs for each sensitive group, directly
revealing the structural bias patterns.

Attribute Bias This module leverages a multifaceted statistical analysis to detect
bias in the attributes, identifying two cases: (1) for one-hot or binary encoded attributes
derived from categorical variables, we apply the chi-square test [252| to first analyze the
independence between sensitive groups and attribute values, and then to assess whether
the distributions of attribute values within each sensitive group shows a significant differ-
ence when compared to the rest of the nodes; (2) for non-binary attributes, the difference
in distributions of attribute values across the sensitive groups is tested with the Kruskal-
Wallis H-test [193|, followed by multiple Mann-Whitney U tests [227, 358] to detect
disparities in attribute distributions.

7.3.2 Interactive Analysis

This section illustrates the GNNFAIRVIZ’s modules, referred to as views, that allow
the users to interact with the framework. GNNFAIRVI1Z is mainly developed exploiting

the Python packages Bokeh” and HoloViz®.

Node Selection View This view allows users to select nodes effectively, analyze
their influence on model bias, and provides various settings for customization, such as
projection algorithms and sampling sizes. It includes: node embeddings, which displays
spatial relationships and clustering patterns of node embeddings, helping to see differen-
tial treatment across sensitive groups; number of neighbors, which shows the distribution
of neighbors within computational graphs for each node, illustrating their impact during
the message-passing process; dense subgraphs, which identifies and displays the densely
connected subgraphs to suggest potential structural bias.

Fairness Metrics View This view supports users in evaluating the fairness of GNN
models by offering detailed insights into the metrics and their implications on model
bias. It displays various fairness metrics scores to allow users to inspect model bias
comprehensively and provides in-depth details for each selected metric. Heat maps and
bar charts show the distribution of metrics across different labels and sensitive groups.

Diagnostic View This view provides tools for analyzing model bias from the perspec-
tive of data bias, including both structural and attribute biases. In particular, it displays
the contributions of attributes, structure, and their combination to model bias; offers an
overview of attribute bias and supports exploration through interactive tools; shows the
connectivity patterns among sensitive groups to reveal potential structural bias; visual-
izes how sensitive groups are distributed to understand specific forms of attribute bias;

"https://bokeh.org/. Accessed March 30, 2025.
®https://holoviz.org/. Accessed March 30, 2025.
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Figure 7.6. Overview of the plots generated by the execution of the GNNFAIRVIZ Use Case:
Age fairness in default prediction

and helps inspect interactions between graph structure and attributes, showing how edge
composition may amplify or mitigate bias.

7.3.3 Use Case: Age fairness in default prediction

This section explores how Sam, a GNN expert, uses GNNFAIRVIZ to analyze age
fairness in default prediction using the CREDIT dataset? [377], which has already been
used in our study described in the previous chapter (see Section 6.2.3). This dataset
comprises 30000 nodes, each representing a credit card user, with edges indicating con-
nections based on the similarity of their purchase and payment patterns. The sensitive
attribute examined is age, specifically distinguishing users older than 25 years from those
younger.

Figure 7.6 displays the overview of the plots generated by the execution of the use
case described in this section. Within the specific paragraphs, we will refer to each plot
by means of a typewriter-style notation (e.g., the plot labeled as “a” in the figure will be
indicated as [a]).

Model training and initial analysis Sam begins by training a Graph Attention
Network (GAT, see Section 2.3.5) model on the dataset to predict future credit card

“https://archive.ics.uci.edu/dataset/350/default+of+credit+card+clients.
Accessed March 30, 2025.
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payment defaults. After training, Sam uses the Fairness Metrics View ([c1]) to perform
an initial analysis, which reveals a bias against younger users (< 25 years) in the model’s
predictions. This bias is measured using different metrics, such as statistical parity ([ca]).

Node embeddings and dense subgraphs To dive deeper, Sam examines the Node
Embeddings View ([ba]), which shows the distribution of neighbors for each node. This
plot helps Sam identify nodes with many connections that might disproportionately in-
fluence the model’s fairness. He can filter nodes by the number of neighbors to focus on
highly connected ones, which could be contributing to bias.

Sam then moves to the Dense Subgraph View ([bsl), which identifies densely con-
nected subgraphs. He selects these subgraphs to examine the local structure of the graph
and determines clusters that could affect fairness due to their specific topology. This helps
Sam pinpoint specific areas in the graph where structural biases might be present.

Attribute and structural bias analysis Using the Diagnostic View ([d]), Sam
performs a detailed analysis of attribute and structural biases. He first looks at the Bias
Contributions plot ([d;]) and discovers that the attribute “ HistoryOfOverdue Payments”
significantly contributes to model bias. Sam drills down into this attribute in the Attribute
Overview plot ([d2]) and sees that younger users have a different distribution of overdue
payments compared to older users.

Sam then examines the Connectivity between Sensitive Groups plot ([dz]). He finds
that nodes in the group with age < 25 frequently connect with nodes in the group with
age > 25. This inter-group connectivity suggests that the graph structure might help in
reducing differences in node embeddings between age groups, thus promoting fairness.

To further investigate, Sam looks at the Attribute Distribution in FEach Sensitive
Group plot ([da]). This plot shows that the distribution of “ HistoryOfOverdue Payments”
is indeed different across age groups, confirming his previous findings. Sam also checks
the Relationship between Attributes and Number of Neighbors plot ([ds]), which shows no
significant interaction between this attribute and the number of neighbors, demonstrating
that the bias is mainly due to the attribute itself rather than its interaction with the
graph structure.

Fairness improvements Sam decides to compare different GNN architectures to find
a fairer model. He switches to a Graph Convolutional Network (GCN, see Section 2.3.5)
model and uses the Fairness Metrics View ([ci]) to evaluate its performance. The
results indicate that the GCN model provides fairer predictions compared to the GAT
model. Sam further explores the Detail of Selected Metric plot ([ca]) to see how these
metrics vary across different labels and sensitive groups, confirming the GCN model’s
superior fairness.
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7.4 Summary

In this chapter, we presented two innovative frameworks aimed at addressing fair-
ness in GNN-based user profiling models. The first framework, FAIRUP, is designed for
fairness analysis and bias mitigation. It enables users to analyze GNN model predic-
tion results and evaluate fairness metrics scores. FAIRUP also allows for the mitigation
of bias through various pre-processing debiasing approaches prior to training. A user-
friendly interface was developed to facilitate interaction with the complex framework,
offering end-users the ability to understand, compare, and explore different GNN mod-
els as well as various bias detection and mitigation strategies using a standardized tool.
The second framework introduced, a visual analytics framework for GNN fairness named
GNNFAIRV1Z, focuses on analyzing model bias from the perspectives of attribute bias
and structural bias. This general and flexible framework includes a visual analysis tool
that seamlessly integrates into the working environment and workflows of target users.
The evaluation demonstrates GNNFAIRV1Z’s ability to provide valuable insights for bias
mitigation in GNN models.







Chapter

Conclusion and Future Research
Directions

The only impossible journey is the one you
never begin.

Tony Robbins

At the beginning of this dissertation (Chapter 1), we introduced and motivated the
four research challenges addressed during the presented doctoral project:

1. Designing and developing automated decision-making systems that reflect Human-
Centered Artificial Intelligence (HCAI) and Responsible Al principles and respect
European regulations;

2. Assessing and mitigating fairness in behavioral user modeling applications employ-
ing Graph Neural Networks (GNNs);

3. Extending existing algorithmic fairness metrics from binary to multiclass and multi-
group scenarios to tackle the observed limitations of binary metrics, which often
distort real-world contexts;

4. Implementing unified frameworks for a standardized fairness evaluation and visu-
alization.

In this chapter, we will summarize the contributions provided for each of these chal-
lenges, including scientific outputs not specifically related to the core topic of the dis-
sertation, highlight potential limitations detected during the work, and discuss future
research directions.

8.1 Developing Responsible AI Systems

Ethical considerations and implications around the implementation and usage of Al
systems have become central in the last few years. Relatedly, we have witnessed the
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emergence of research fields that prioritize the rights of individuals and, more broadly,
of society rather than just the performance of the developed models. In particular,
as illustrated in Section 2.1, HCAI and Responsible Al aim to amplify, augment, and
enhance human performance to develop Al systems that are ethical, reliable, safe, and
transparent, thus trustworthy.

Our preliminary effort centered on creating a specific Responsible Al framework de-
signed for loan approval procedures (Chapter 3). This system adheres to the policies
established by European regulations (e.g., Ethics Guidelines for Trustworthy AI and Al
Act), highlighting the importance of interpretability and fairness. The goal of this study
was to demonstrate how transparency and equity could improve decision-making pro-
cesses by instilling trust in the end-users.

Continuing on this research line, before focusing on algorithmic fairness as our core
topic, the initial plan for this doctoral project was to address three different beyond-
accuracy perspectives related to HCAI, particularly privacy, fairness, and explainability.
The idea of building a general framework, whose components are displayed in Figure 8.1,
was presented at the UMAP ’22 Doctoral Consortium [260].

Along with the extensive work on fairness, several contributions have been produced
in order to (partially) cover the other perspectives. For instance, we developed a dy-
namic privacy-preserving approach for recommendations in an academic environment
using pseudonymisation techniques to protect personal data while retaining recommen-
dation performance [276]. Regarding explainability, we specifically focused on the im-
plementation of explainable user interfaces (XUls), which are defined as interfaces that
enhance the transparency of Al systems by making their decision-making processes more
understandable to users [45, 272|. In our Responsible Al framework (Chapter 3), the
XUI aims to explain to bank customers why a certain loan grant request is approved
or rejected, to meet the right of the end-users to receive clear motivations for decisions
made by an automated system, established by the European regulations. The objective
of the GNNFAIRV1z’s XUI (Section 7.3) is instead to provide researchers and practition-
ers with a visual analytics tool to better comprehend the rationale behind a particular
outcome in their experiments about fairness in GNN models. With the same goal but in
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a different domain, we proposed FACADE (274, 275|, a fake news detection system with
an innovative XUI designed to assist fact-checkers and content managers in understand-
ing the detailed motivation behind each prediction.

In this context, the most interesting research direction to follow is represented by
the adaptive XUIs that try to address a typical problem we encounter in terms of ex-
plainability, that is, finding Uls following the one-fits-all paradigm without considering
the different characteristics of individuals. As a preliminary analysis, within the same
academic environment as the aforementioned contribution to privacy, we conducted a

study to evaluate user perception of different XUIs based on the different researcher pro-
files [271].

8.2 Fairness Assessment of User Modeling Applications Em-
ploying Graph Neural Networks

The constant interaction of the users with automated decision-making systems pro-
duces an extensive quantity of data on a daily basis. As defined in our survey [267] and
also reported in Section 2.4, acquiring, extracting, and representing user features and
personal characteristics is the process of user modeling (or user profiling) used to con-
struct accurate user models (or user profiles). This process involves drawing inferences
about personality traits and behaviors from user-generated data.

It is precisely on user behaviors that our research focused on, as determining the pecu-
liarities of groups of individuals through the study of their actions has become one of the
main research areas in modern personalization systems, as underlined in Section 2.4.3,
where we described how user modeling topic shifted perspectives over the years. Specif-
ically, our emphasis has been on modeling such behaviors through graph structures,
taking into account their centrality in the current scientific landscape, in which, for each
domain, entities are considered interconnected [332] and, therefore, analyzable by means
of graphs.

The technological choice fell on GNNs (illustrated in detail in Section 2.3), which are
specialized architectures created to handle graph-structured data. GNNs are designed
to naturally incorporate the dependencies between nodes and edges in a graph. This
means they can preserve the graph’s inherent structure and topology, which is crucial for
many applications where the connections and interactions between entities matter, such
as indeed behavioral user modeling, where nodes and edges represent, respectively, users
(and items) and the relationships between them.

Although GNNs have shown effectiveness in classifying user models, it is crucial to
recognize that, similar to all machine learning (ML) systems trained on historical data,
they can be impacted by biases present in the input datasets and may subsequently mani-
fest these biases in their results. The presence of hidden unfair procedures in these models
leads to sensible hazards. Even in cases where the models do not intentionally create
discrimination (i.e., disparate impact, see Section 2.2.4) by exclusively concentrating on
behavioral data, ML models can still exhibit systematic biases for certain demographic
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groups. Therefore, detecting (Chapter 4) and mitigating (Chapter 6) unfairness in be-
havioral user modeling is paramount in this field.

Our research on algorithmic fairness (Section 2.2) started from these intuitions. Sev-
eral contributions have been published about fairness analysis in classical ML models over
the last years, as also reported in Section 4.1, while just a few addressed this challenge
considering GNN architectures, and in particular, at the beginning of our investigation,
none of them assessed fairness in behavioral user modeling applications leveraging GNNs.
In this scenario, we carried out two user modeling tasks by conducting binary classifica-
tion on two real-world datasets (i.e., ALIBABA and JD, see Section 4.2.2), using the most
efficient GNNs in this field (i.e., CATGCN and RHGN, see Section 4.2.1). After that,
we assessed disparate impact and disparate mistreatment (see Section 2.2.4) in GNNs de-
signed for behavioral user modeling, employing four binary algorithmic fairness metrics,
namely statistical parity (Equation (2.2)), equal opportunity (Equation (2.4)), overall ac-
curacy equality (Equation (2.6)), and treatment equality (Equation (2.8)). Through a
comprehensive set of experiments (see Section 4.3), we have recognized three important
insights into the models under investigation, connecting their distinctive user modeling
paradigms to the metric scores:

1. A multiple interaction modeling achieves better fairness scores compared to a model
relying on binary associations between nodes;

2. Despite the better results gained by specific models, every GNN designed for user
modeling tasks necessitates bias mitigation approaches to concretely produce fair
outcomes;

3. Disparate mistreatment assessment is needed to provide a complete fairness evalu-
ation, especially in contexts where there is a high cost for misclassification.

Concerning the previously mentioned biases generated by GNN-based models, sev-
eral studies (see Section 4.1) revealed that this phenomenon can be mainly attributed
to the topology of graph structures and the message-passing procedure, illustrated in
Section 2.3.4, typical of these neural architectures. This procedure is crucial for GNN
training, allowing nodes to exchange and aggregate information from their neighborhood.
However, it can worsen discriminatory impacts since nodes with the same sensitive char-
acteristics are more likely to be linked together than those with different characteristics.
As documented in Section 6.1, reducing bias in GNNs is more complex than standard
ML models. Breaking the connections between sensitive attributes and other attributes
in graph data is not enough. Proximity to other nodes in the same protected group
could indirectly suggest membership, impacting node representations. Thus, address-
ing unfairness during the model’s foundational training operations by intervening in the
message-passing process presents a promising approach to reducing bias propagation.

With this purpose in mind, our study introduces a new in-processing bias mitigation
method, FAME (Fairness-Aware MEssages), which aims to promote equitable outcomes
by directly altering the message-passing mechanism. Our approach differs from existing
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methods as it integrates a bias correction parameter directly into the standard message-
passing procedure rather than solely focusing on balancing neighborhood aggregation or
applying debiasing techniques post-aggregation. This parameter serves to modify the
impact of sensitive attributes on adjacent nodes, thus guaranteeing fair representations
of graph data. Being a GNN-specific technique, meaning that it is specifically designed
for a particular GNN type, we developed two variants: FAME (Section 6.3), tailored
for Graph Convolutional Networks (GCNs, see Section 2.3.5), and A-FAME (Attention-
based Fairness-Aware Messages, or simply Attention-FAME, Section 6.3.2), tailored for
Graph Attention Networks (GATS, see Section 2.3.5). Our proposed methods’ effective-
ness has been demonstrated through a comprehensive set of experiments (see Section 6.4)
conducted on three datasets (i.e., GERMAN, CREDIT, and POKEC-Z, see Section 6.2.3).
We evaluated the performance employing two algorithmic fairness metrics (i.e., statistical
parity and equal opportunity, respectively defined in Equations (2.2) and (2.4)) and com-
pared it to six state-of-the-art baselines (Section 6.4.1). These baselines include vanilla
GNNs, GNN-agnostic methods, and other GNN-specific bias mitigation techniques. The
following insights emerged from the evaluation:

1. Incorporating a correction term that addresses disparities in sensitive attributes
between linked nodes during aggregation effectively limits the influence of nodes
with equal sensitive attribute values and mitigates biases;

2. Mitigating in-processing bias by directly modifying the message-passing mechanism
proves superior performance compared to several state-of-the-art strategies, partic-
ularly GNN-specific approaches.

Given the promising results obtained, especially by the proposed bias mitigation
approach, future investigations should be extended to different GNN architectures and
evaluated in different domains or applications. In particular, preliminary developments
started to enhance the method in two aspects: on the one hand, we are implementing
a third variant for models based on Graph Isomorphism Networks (GINs) [368], which
will probably be named I-FAME; on the other hand, to improve the overall technique,
we are experimenting with the introduction of a fairness-loss function in order to further
optimize the GNN training for specific fairness metrics.

8.3 From Binary to Multiclass and Multigroup Fairness Met-
rics

According to our analysis depicted in Section 4.1, the majority of measures that
target classification parity typically seek to detect and mitigate unfairness in binary sce-
narios. There are two main reasons why this practice has become so widespread: many
tasks involving ML models are naturally binary (such as hiring processes, loan grant-
ing procedures, and spam detection), and it is more appropriate to measure fairness
mathematically on a binary outcome variable. While these two reasons are technically
valid, our research seeks to thoroughly examine and assess the potential consequences




130 CHAPTER 8. CoNCLUSION AND FUTURE RESEARCH DIRECTIONS

of using such binary measures in user modeling, particularly in real-life situations where
enforcing binarization can be questionable from an ethical perspective. Another chal-
lenge usually present in bias detection studies is the adoption of the absolute difference
between the values of the two sensitive groups being analyzed in the fairness score com-
putation. This methodology creates significant difficulties in identifying disadvantaged
demographic groups across various models, datasets, and fairness criteria combinations.

To overcome these limitations, after investigating the experimental results of the fair-
ness assessment of binary behavioral user modeling tasks described before and identifying
the need for a more nuanced understanding of algorithmic fairness metrics in real-world
applications (see the second part of Chapter 4), we expand the range of classification
fairness metrics to cover scenarios in which both the target classes and the sensitive at-
tributes are multi-valued, establishing our work as one of the first thorough initiatives
in this area (Chapter 5). In particular, we extended the definition of the four standard
fairness metrics belonging to the category of disparate impact and disparate mistreat-
ment (see Section 2.2.4) already adopted in the binary fairness assessment described in
Chapter 4, i.e., statistical parity (Equation (2.2)), equal opportunity (Equation (2.4)),
overall accuracy equality (Equation (2.6)), and treatment equality (Equation (2.8)). We
introduced two sets of metrics:

o Multigroup fairness metrics (Equations (5.1) to (5.4)), to assess potential discrim-
ination in contexts where the class to predict is binary, but the analyzed sensitive
attribute is multi-valued;

o Multiclass and multigroup fairness metrics (Equations (5.5) to (5.8)), to analyze
fairness in scenarios where both the target class and the sensitive attribute are
multi-valued.

For the first time in the field, we performed an extensive analysis to evaluate the
impact of using the proposed generalized metrics instead of their binary counterparts.
Specifically, we assessed these metrics on four real-world datasets (i.e., ALIBABA, JD,
PokEc, and NBA, see Section 5.2.1) to determine the presence of potential unfairness
in binary and multiclass/multigroup scenarios in behavioral user modeling tasks. Our
evaluation (see Section 5.4) led to the following insights:

1. Employing multigroup metrics for fairness analysis reveals discrimination against
sensitive groups that may be obscured by binary evaluation, crucial for identifying
hidden biases and correcting misconceptions about the status of underprivileged
groups;

2. In contexts where an explicit positive category is absent (e.g., in classifying a user’s
consumption grade), using multiclass and multigroup fairness metrics to assess both
binary and multi-valued scenarios reveals the full extent of model discrimination.
This approach provides a comprehensive understanding of group discrimination
and disparities, essential for developing effective bias mitigation strategies.
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Our research uncovers the risks and potential distortions that arise when reducing
attributes into binary categories, highlighting the potential for creating a false perception
of equity. The results of our study highlight the critical necessity of integrating more
comprehensive and context-sensitive approaches in order to effectively recognize and
address unfair practices in behavioral user modeling. This underscores the valuable
insights obtained through a rigorous analytical investigation. In future investigations, in
addition to examining general ML models with the same objectives, we will expand our
research to disentangle these interactions, particularly examining the influence of dataset
characteristics and the structure of binary groups/classes on fairness scores. This will
involve a rigorous analysis to comprehend potential correlations, further improving our
comprehension of fairness in automated decision-making systems. Moreover, as already
designed in a preliminary in-progress experiment, we will study the effect of applying our
in-processing bias mitigation approach FAME (Chapter 6) to multiclass and multigroup
fairness metrics.

8.4 Unified Frameworks for Fairness Evaluation

The critical need for fair and unbiased GNN models in behavioral user modeling
applications was extensively underlined in Chapters 4 and 5. Existing bias detection
and mitigation approaches vary widely (see Sections 2.2.4 to 2.2.6), and general bench-
marking frameworks for effectively assessing and addressing these biases, at the time of
beginning our research, only exist for generic ML models, as motivated in Section 7.1. To
address the imperative need for fair and unbiased GNN models applied in behavioral user
modeling tasks, which has been the core of the presented doctoral project, it is essential
to develop specific standardized frameworks for computing performance and evaluating
fairness for these particular models. Such unified frameworks are necessary not only to
mitigate biases but also to provide consistent, comparable tools for evaluating GNNs.
Consequently, the establishment of robust, standardized fairness assessment frameworks
is paramount to achieving methodological coherence and enhancing the rigor of evalua-
tions in the field of GNN-based behavioral user modeling.

In this light, we presented the development and usage of two innovative systems
in Chapter 7. The goal was to standardize the evaluation of fairness in applications
leveraging GNN-based models.

The first framework described is FAIRUP (Section 7.2). It was built to evaluate the
fairness of GNN-based models for user modeling tasks and is based on our first-of-its-
kind fairness analysis of binary behavioral user modeling (Chapter 4). Specifically, we
developed a flexible and comprehensive tool to train advanced GNN-based user modeling
architectures (i.e., CATGCN, RHGN, and FAIRGNN) on various graph datasets. This
framework can detect biases during pre-processing (through the disparate impact metric,
Equation (2.3)) and post-processing (employing four fairness metrics already adopted in
other studies of our research, i.e., statistical parity, Equation (2.2), equal opportunity,
Equation (2.4), overall accuracy equality, Equation (2.6), and treatment equality, Equa-
tion (2.8)), and mitigate potential unfairness in the original datasets (employing three
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different approaches, namely sampling, reweighting, and disparate impact remover). We
implemented an easy-to-use and accessible Ul to enable users to engage with and explore
the framework’s capabilities (Section 7.2.4).

GNNFAIRVIZ (Section 7.3) is the second framework presented in this dissertation,
and as already mentioned, it has been developed in collaboration with the Fudan Uni-
versity of Shanghai, China. It presents a visual analytics framework for examining GNN
fairness through a data-centric lens, providing users with insights into bias within their
models (see Section 7.3.1). This tool is GNN-agnostic, meaning it is compatible with
various GNN architectures. It also provides interactive visualizations (see Section 7.3.2)
for exploring model bias, allows flexible node selection, and supports fairness diagnostics
from a data bias perspective. Following the description of the developed tool, which in-
corporates a human-in-the-loop approach to probe fairness issues in GNNs, we presented
a detailed usage scenario to showcase its usability and effectiveness (i.e., the fairness
analysis in a default prediction context considering the customer age as the sensitive
attribute, see Section 7.3.3).

Beyond the positive features of the proposed frameworks, we identified the potential
limitations described below, which will be analyzed and addressed in future research:

o Scalability: training large graph datasets is a well-known computational problem.
We have tried to tackle this issue by using multiple GPUs to speed up calculations,
refining methods for handling sparse matrices in data processing, and incorporat-
ing sampling methods for visualization purposes. As a result, users can enjoy a
seamless experience when working with graphs containing up to 20 000 nodes using
the current system versions. Although this covers many widely used benchmark
datasets, dealing with larger graphs still poses a challenge. The main reason behind
these scalability issues is the quadratic growth in the time and space complexity
of graph data. Potential future enhancements may involve managing larger graphs
by integrating graph database technologies and making use of advanced hardware.

e (eneralization: both frameworks are designed to be model-agnostic, which means
they can be used with a variety of architectures and allow users to specify any
combination of sensitive attributes. Currently, they are mainly used for analyzing
node classification tasks and do not have support for other tasks like link prediction.
Furthermore, although the fairness metrics are based on our research on GNN
fairness, users may have specific requirements that call for further customization
of these metrics. Our future work will concentrate on expanding our approach to
meet, these needs.

e Learning curve: this drawback applies in particular to GNNFAIRVIZ. Even if it
lacks complex visualization charts, it can present a challenge for domain experts,
especially those with no prior visual analytics knowledge. The high level of coordi-
nation between the visualization charts might not be familiar to GNN experts, who
are more used to traditional static visualizations. Providing a tutorial document for
users can be beneficial. However, addressing the challenge from the source involves
making GNNFAIRV1Z more user-friendly for domain experts to get started while
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ensuring it remains powerful for in-depth analysis. This highlights the necessity for
continuous improvement and innovation in visual analysis tools.

8.5 Final Remarks

In conclusion, this dissertation has tackled critical challenges in fairness analysis in
behavioral user modeling, with a particular focus on ethical Al development. Initially, the
study involved designing an automated decision-making system that aligns with HCAI
and Responsible Al principles, adhering to European regulations.

The core technical contribution of this work is the innovative evaluation of fairness in
user modeling applications employing GNNs. This research introduced novel methods to
assess and mitigate biases within these models, demonstrating significant improvements
in ensuring equitable Al-driven outcomes.

Furthermore, this dissertation has made a substantial ethical contribution by extend-
ing traditional binary algorithmic fairness metrics to multiclass and multigroup scenarios.
This addresses the inadequacies of binary metrics, providing a more accurate and con-
textually relevant approach for fairness evaluation in real-world contexts.

A key advancement is the development of unified frameworks for standardized fair-
ness evaluation and visualization. These structures not only make it easier to conduct
consistent and transparent fairness assessments but also provide a more thorough under-
standing of the moral implications and effectiveness of Al models.

The presented contributions collectively highlight the importance of integrating fair-
ness into Al design and evaluation. By advancing both the technical and ethical aspects
of fairness in behavioral user modeling, this dissertation sets a solid foundation for re-
sponsible and human-centered Al technologies, paving the way for future research and
applications in this crucial field.







Appendix

Trust & Reliance Scale

The following evaluation scale for explainability system is contextualized in chapter 3

and published in the corresponding journal article [269].

1. T am confident in the tool. I feel it works well.

Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree
2. I trust the tool’s output.
Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree

3. The tool is reliable. I can count on it to be correct all the time.

Strongly disagree

Disagree

Neither agree nor disagree

Agree

Strongly agree

4. The tool can perform the task better than a novice human user.

Strongly disagree

Disagree

Neither agree nor disagree

Agree

Strongly agree
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5. If need be, I feel confident in considering changing my decision by taking the tool’s
output.

Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree

6. I feel safe that when I rely on the tool I will get the right answer.

Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree

7. I like using the tool for decision making.

Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree

8. The explanations let me judge when I should trust and not trust the tool.

Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree




Appendix

Usability Test Questionnaire

This questionnaire is adopted to evaluate the user interface of the Responsible Al
framework presented in chapter 3, and it is based on the usability test conducted in a
pre-doctoral work [273].

1. Overall, I am satisfied with how easy it is to use this system.

Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree

2. It was simple to use this system.

Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree

3. I was able to complete the tasks quickly using this system.

Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree

4. It was easy to learn to use this system.

Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree

5. It was easy to find the information I needed.

Strongly disagree | Disagree | Neither agree nor disagree | Agree | Strongly agree
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