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Abstract: This study is the first to establish a chronology of food crises in Ger-
many from the sixteenth century to their disappearance in the late 1860s based 
on a standard methodology to detect cycles in commodity prices. To this end, 
we develop an aggregate rye price series, deflate it by a consumer price index 
and decompose this real price in trend and cyclical components using the 
Butterworth filter. Years are classified as food price crisis when the cyclical 
component exceeds the trend component by 20 percent or more. Using this 
methodology, we identify 24 food crises between the 1540s and 1871. Additional 
information from other research is employed to assess the demographic conse-
quences of food price crises. Viewing the latter from an aggregate perspective 
suggests four distinct regimes of food crises driven by climate change and eco-
nomic forces. 
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1 Introduction 

This study explores the timing and magnitude of short-term spikes of grain prices 
in Germany from the sixteenth to the nineteenth centuries. The relevance of this 
topic stems from two stylized facts about historical economies prior to the onset of 
modern economic growth and globalization in the nineteenth century. First, be-
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cause the income of most households was low, expenditure on food dominated 
household budgets, and grain formed the principal ingredient for most foods, 
either directly for products such as bread, beer or mush, or indirectly in the form 
of animal feed.1 Second, poor harvests resulting from adverse weather condi-
tions could lead to negative shocks in the supply of grain at the regional level. 
Given a long-term trend of market integration, trade increasingly held the poten-
tial to compensate for these regional deficiencies but its contribution to stabilize 
consumption remained mostly limited to areas along navigable waterways.2 Fur-
thermore, some crop failures transcended the regional level. Thus, poor harvests 
that entailed high grain prices could lead to economic crises and famines that 
took a heavy toll on human lives, sometimes on a pan-European scale.3  

With respect to pre-industrial Germany, the short-term dynamics of grain 
prices and famines more generally remain little studied. To be sure, Hans-Hein-
rich Bass has developed a detailed chronology and geography of food crises in 
Prussia during the first half of the nineteenth century, and in an overview, 
Dominik Collet and Daniel Krämer have presented a chronology of famines from 
the fourteenth to the early nineteenth centuries.4 However, their list is based on 
qualitative accounts of the existing literature concerning individual crises rather 
than a comparative methodology. There are also a number of valuable mono-
graphs on individual food crises or specific regions.5 However, we still lack a 
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1 D. Saalfeld, Lebensverhältnisse der Unterschichten Deutschlands im neunzehnten Jahrhun-
dert, in: International Review of Social History 29, 1984, pp. 215-253, here p. 238; R. Allen, The 
Great Divergence in European Wages and Prices from the Middle Ages to the First World War, 
in: Explorations in Economic History 38, 2001, pp. 411-447, here p. 321. 
2 G. Federico/M.-S. Schulze/O. Volckart, European Goods Market Integration in the Very Long 
Run. From the Black Death to the First World War, in: Journal of Economic History 81, 2021,  
pp. 276-307; for Germany, see H. Albers/U. Pfister, Climate Change, Weather Shocks, and Price 
Convergence in Pre-industrial Germany, in: European Review of Economic History 25, 2021,  
pp. 467-489, here p. 485. 
3 G. Alfani/C. Ó Gráda (Eds.), Famine in European History, Cambridge 2017. 
4 H.-H. Bass, Hungerkrisen in Preußen während der ersten Hälfte des 19. Jahrhunderts,  
St. Katharinen 1991, especially pp. 42-46; D. Collet/D. Krämer, Germany, Switzerland and Aus-
tria, in: Alfani/Ó Gráda, Famine, pp. 101-118, here p. 117. 
5 Among others, see: W. Behringer, Die Krise von 1570, in: M. Jakubowski-Tiessen/H. Lehmann 
(Eds.), Um Himmels Willen. Religion in Katastrophenzeiten, Göttingen 2003, pp. 51-156; W. 
Behringer, Tambora und das Jahr ohne Sommer. Wie ein Vulkan die Welt in die Krise stürzte, 
München 2015; D. Collet, Die doppelte Katastrophe. Klima und Kultur in der europäischen 
Hungerkrise 1770–1772, Göttingen 2018; T. Lassen, Hungerkrisen. Genese und Bewältigung von 
Hunger in ausgewählten Territorien Nordwestdeutschlands 1690–1750, Göttingen 2016; J. Post, 
Food Shortage, Climatic Variability, and Epidemic Disease in Preindustrial Europe. The Morta-
lity Peak in the Early 1740s, Ithaca 1985; J. Schaier, Verwaltungshandeln in einer Hungerkrise. 
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chronology of food crises during the pre-unification era that is based on a unified 
methodology. Consequently, there is also no research addressing the question 
of how the pattern of food crises has changed over time. 

Based on a quantitative approach, we establish a new chronology of food 
crises from the sixteenth to the nineteenth centuries and identify a sequence of 
four crisis regimes over this period. Specifically, we construct aggregate series 
of real rye prices and apply the Butterworth filter to decompose the price series 
into trend and cyclical components. Years in which the cyclical component ex-
ceeds the trend value of the aggregate price by more than 20 percent are defined 
as food price crises (from the consumers’ perspective). Based on this method, 
we identify 24 dearth episodes between the 1540s and 1871, combine them with 
other data such as vital rates whenever possible, and contextualize these crises 
with the literature on individual famines or specific regions. This empirical 
analysis shows that the frequency and severity of food crises evolved in four 
distinct regimes until food crises disappeared in the late 1860s. To be sure, food 
crises occurred in the context of the two World Wars, particularly during the 
winter months of 1916/1917 and 1946/1947.6 Their characteristics and context 
differ radically from the historical food crises that form the object of the present 
enquiry; hence, they are outside the focus of our study. 

This article is organized as follows: Section 2 presents the concepts that 
serve to define and characterize food crises. Section 3 describes the construction 
of the grain price series that we use to identify food crises. Section 4 explains 
our empirical strategy to isolate crisis years based on price data. Section 5 dis-
cusses the trend of the real rye price and provides an account of the 24 food 
crises identified using the cyclical component of the rye price. Section 6 com-
bines this evidence with other information to characterize four regimes of food 
crises between the sixteenth century and the 1860s, and is then followed by  
a conclusion. 
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Die Hungersnot 1846/7 im badischen Odenwald, Wiesbaden 1991; A. Schanbacher, Kartoffel-
krankheit und Nahrungskrise in Nordwestdeutschland 1845–1848, Göttingen 2016. 
6 H.-U. Wehler, Deutsche Gesellschaftsgeschichte, vol. 4: Vom Beginn des Ersten Weltkrieges 
bis zur Gründung der beiden deutschen Staaten 1914–1949, Munich 2003, pp. 61-63, 951-952, 
969; for a general discussion of war-related famines in the twentieth century, see C. Ó Gráda, 
Making Famine History, in: Journal of Economic Literature 45, 2007, pp. 5-38, here pp. 10-11. 
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2 Conceptual Framework: Dearth, Famine,  
and Subsistence Crisis  

Existing scholarship has discussed food crises under three conceptual headings, 
namely, dearth or food price crisis, famine, and subsistence crisis. The term 
dearth relates to episodes of high food prices. It was used in older literature 
based on the wording of contemporaries (Teuerung) whereas research on more 
recent periods and from other disciplines uses the term food price crisis to refer 
to periods of high prices.7 With nominal income given and an assumed price 
elasticity of the demand for food of -0.6, high food prices indicate restricted 
access to food, and thus potential malnutrition among large segments of the 
population.8 Accordingly, dearth indicates a food crisis, and existing literature 
often uses spikes in grain prices, the most important staple food of the pre-
industrial period in Europe, as a means to identify food crises.9  

Dearth implies a decline of food intake to a level that has serious conse-
quences for physical wellbeing, but not necessarily death.10 A famine, by con-
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7 C. Zimmermann, Obrigkeitliche Krisenregulierung und kommunale Interessen: Das Beispiel 
Württemberg 1770/71, in: M. Gailus/H. Volkmann (Eds.), Der Kampf um das tägliche Brot. 
Nahrungsmangel, Versorgungspolitik und Protest 1770–1990, Opladen 1994, pp. 107-131, here 
p. 110; M. Verpoorten/A. Arora/N. Stoop/J. Swinnen, Self-reported Food Insecurity in Africa
during the Food Price Crisis, in: Food Policy 39, 2013, pp. 51-63. 
8 R. Allen, Economic Structure and Agricultural Productivity in Europe, 1300–1800, European 
Review of Economic History 4, 2000, pp. 1-26, here pp. 13-14. For a discussion of a range of 
values for the price elasticity of demand for grain in England, and results for other countries, 
see B. Campbell/C. Ó Gráda, Harvest Shortfalls, Grain Prices, and Famines in Preindustrial 
England, in: Journal of Economic History 71, 2011, pp. 859-886, here pp. 875-877. The value of  
-0.6 works as an approximation but estimates differ by country, period, grain type, data, and 
method. Early estimates tended to be too low. For a graphical illustration, see W. Bauern-
feind/U. Woitek, The influence of Climatic Change on Price Fluctuations in Germany During the 
16th Century Price Revolution, in: Climatic Change 43, 1999, pp. 303-321, here pp. 307-08. 
9 G. Alfani/C. Ó Gráda, Famines in Europe. An Overview, in: G. Alfani/C. Ó Gráda, Famine,  
pp. 1-24, here p. 6. See also the empirical studies by J. Baten/D. Crayen/H.-J. Voth, Numeracy 
and the Impact of High Food Prices in Industrializing Britain, 1780–1850, in: Review of Eco-
nomics and Statistics 96, 2014, pp. 418-430; M. Lindeboom/F. Portrait/G. van den Berg, Long-
run Effects on Longevity of a Nutritional Shock Early in Life. The Dutch Potato Famine of  
1846–1847, in: Journal of Health Economics 29, 2010, pp. 617-629. 
10 Alfani/Ó Gráda, Famines in Europe, p. 6. 
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trast, is characterised by a lack of food that causes increased mortality.11 Here, it 
is important to emphasize that the reduction in actual food intake matters inde-
pendent of its price. However, given the absence of systematic data on actual 
food consumption for pre-industrial societies, the price of grain in combination 
with the two assumptions mentioned above (unchanged nominal income, nega-
tive price elasticity of demand) remains a useful proxy variable for a reduction 
in food consumption and thus a food crisis. Nevertheless, it is essential to com-
bine information on food prices and mortality to distinguish a dearth from a 
famine, albeit this still remains an indirect and second-best approach given the 
definition of a famine. This is because other variables matter as well, when con-
sidering shortfalls of food consumption, such as the availability of income, 
wealth, food entitlements and the potential of temporary migration to alleviate 
nutritional distress.12 

French scholars in particular have emphasized that food shortages impact-
ed on population not only through higher mortality but also via lower fertility. 
As a result, the term subsistence crisis (crise de subsistence) entered the litera-
ture.13 The temporary decline of the birth rate distinguishes subsistence crises 
from other demographic crises, such as epidemics, which need not be related to 
food crises. Since the population loss resulting from an epidemic ceteris paribus 
increases the real wage in a Malthusian regime, we would not expect it to go 
together with a decline in fertility, unless there is an additional negative eco-
nomic shock such as a harvest failure.  

The difference between the concepts of famine and subsistence crisis re-
mains elusive. In both types of crisis, food prices, birth and death rates behave 
in the same way. While excess mortality is the prime characteristic of famines, 
Cormac Ó Gráda points out that present-day famines also come along with low 
birth rates based on the same mechanisms as subsistence crises.14 The differ-
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11 Ó Gráda, Making Famine History, p. 5; Alfani/Ó Gráda, Famines in Europe, p. 2; F. Ljungqvist/ 
A. Seim/D. Collet, Famines in Medieval and Early Modern Europe–Connecting Climate and 
Society, WIREs Climate Change 15, 2024, pp. 1-31, here p. 4. 
12 Ó Gráda, Making Famine History, pp. 6-7, 9-10, 14-17; Ljungqvist/Seim/Collet, Famines in 
Medieval and Early Modern Europe, pp. 11-14; A. Sen, Poverty and Famines. An Essay on Entitle-
ment and Deprivation, Oxford 1981.  
13 J. Meuvret, Les crises de subsistances et la démographie de la France d’Ancien Régime, in: 
Population (Paris: INED) 1, 1946, pp. 643-650; J. Dupâquier, Demographic Crises and Subsistence 
Crises in France, 1650–1725, in: J. Walter/R. Schofield (Eds.), Famine, Disease and the Social Order 
in Early Modern Society, Cambridge 1989, pp. 189-199; G. Béaur/J.-M. Chevet, France, in: Alfani/ 
Ó Gráda, Famine, pp. 73-100, here pp. 87-88. 
14 Ó Gráda, Making Famine History, p. 23. 
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ence mostly arises from historical context. Famines of the late nineteenth and 
twentieth centuries are typically not called subsistence crises. Rather, this term 
is reserved for crises of the pre-industrial era, that is, under the Malthusian 
growth regime. The reverse is not true, however: food price crises during the 
pre-industrial era are also often called famines if there is excess mortality.15  

In summary, we use four terms developed in the interdisciplinary literature 
on food crises: dearth, food price crisis, famine, and subsistence crisis. Dearth 
and food price crisis are defined through high food prices, and we use them 
synonymously. This type of food crisis is not necessarily lethal and evidence on 
vital rates is important to distinguish dearth from famine. For the time before 
the 1810s, when Germany was in a Malthusian growth regime, we use the terms 
famine and subsistence crisis as synonyms, because no difference exists between 
both terms except for the historical context: a subsistence crisis is a famine in 
a Malthusian setting.16 

We now review how food shortages can impact on fertility and mortality. 
Food shortages impacted on population via lower fertility through multiple 
channels. On the one hand, malnutrition led to amenorrhea; in addition, re-
duced libido and the temporal separation of spouses in search for employment 
and food may also have reduced the number of conceptions. On the other hand, 
the income decline affecting the majority of the population led to a deferral of 
marriages and births.17  

The main view in the literature is that death caused by starvation constitutes 
only a part of the excess mortality observed during famines and subsistence 
crises.18 Nutrition-related death may occur in the form of starvation/marasmus 
(due to protein and energy deficiency), famine edema/dropsy (due to protein 
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15 Alfani/Ó Gráda, Famines in Europe. 
16 U. Pfister/G. Fertig, From Malthusian Disequilibrium to the Post-Malthusian Era. The Evolu-
tion of the Preventive and Positive Checks in Germany, 1730–1870, in: Demography 57, 2020, 
pp. 1145-1170. 
17 Ó Gráda, Making Famine History, p. 23; M. Dribe/F. Scalone, Detecting Deliberate Fertility 
Control in Pre-transitional Populations. Evidence from Six German Villages, 1766–1863, in: 
European Journal of Population 26, 2010, pp. 411-434; F. Cinnirella/M. Klemp/J. Weisdorf, Malthus 
in the Bedroom. Birth Spacing as a Preventive Check Mechanism in Pre-modern England, in: 
Demography 54, 2017, pp. 413-436. 
18 Ljungqvist/Seim/Collet, Famines in Medieval and Early Modern Europe, p. 15. Long-term 
impacts are also possible: Lindeboom/Portrait/van den Berg, Long-run Effects, p. 623 find that 
the potato famine at the time of birth of the cohort born during the crisis of 1846–1847 in-
creased the mortality of male individuals later in life (at age 50 or older). 
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deficiency), and as a result of the consumption of poisoned food.19 In particular, 
mould in the form of ergot or fusarium tricinctum contaminated grain, the con-
sumption thereof being potentially lethal. Additionally, ergot poisoning also neg-
atively impacts on fertility.20 Ergot infections of rye were more likely during cool 
and wet conditions in spring, because these prolonged the flowering stage.21 

Nevertheless, it is important to acknowledge that excess mortality in famine 
years was also caused indirectly by infectious diseases rather than directly 
through poisoning or insufficient quantities of food, and only some of the epi-
demic diseases noted during food crises resulted from insufficient nutrition.22 
Other recorded diseases are by and large invariant to nutritional status, but 
their spread was enhanced by the social dislocation arising from the food deficit. 
A disease that was often connected with malnutrition is bacillary dysentery.  
By contrast, a typical disease that is considered as invariant to nutritional status 
but whose spread was amplified by the social circumstances surrounding sub-
sistence crises is louse-borne typhus. Specifically, both typhus and subsistence 
crises in Europe occurred together in winter and spring. The reason is that cold 
weather made people stay indoors, where the disease was easily transmitted  
via lice. The spread of the disease was further extended by famine conditions,  
because people would travel to other towns in search for food and work.  
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19 J. Post, Nutritional Status and Mortality in Eighteenth-century Europe, in: L. Newman (Ed.), 
Hunger in History. Food Shortage, Poverty, and Deprivation, Cambridge, 1995, pp. 241-280, 
here p. 255; Ó Gráda, Making Famine History, p. 21; Ljungqvist/Seim/Collet, Famines in Medie-
val and Early Modern Europe, p. 4. 

20 M. Matossian, Mold Poisoning and Population Growth in England and France, 1750–1850, 
in: Journal of Economic History 44, 1984, pp. 669-686, here pp. 672-674. 

21 Ibid., pp. 672-674; H. Mielke, Studien über den Pilz Claviceps purpurea (Fries) Tulasne unter 
Berücksichtigung der Anfälligkeit verschiedener Roggensorten und der Bekämpfungsmöglich-
keiten des Erregers, in: Mitteilungen aus der Biologischen Bundesanstalt für Land- und Forst-
wirtschaft Berlin-Dahlem 375, 2000, here pp. 11, 22; E. Xoplaki/J. Luterbacher/H. Paeth/D. Diet-
rich/N. Steiner/M. Grosjean/H. Wanner: European Spring and Autumn Temperature Variability 
and Change of Extremes over the Last Half Millennium, in: Geophysical Research Letters 32/15, 
2005, pp. 1-4. 
22 Post, Nutritional Status, pp. 244-245, 258-261; Ó Gráda, Making Famine History, pp. 20-21. 
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Fig. 1: Sample Overview. Note: Black solid circles: stable sample 1561–1860: not more than  
5 percent missing observations per individual series. White filled circles: additional cities of 
unbalanced sample. Abbreviations: Duderst. (Duderstadt), Hildesh. (Hildesheim), Nordh. 
(Nordhausen). Source: Own representation based on map of Europe from 
www.naturalearthdata.com. Borders of 1871 from https://hgl.harvard.edu/catalog/harvard-
ghgis1871germanempire (19.10.2024)  

3 Data 

To identify food price crises, we construct several variants of an aggregate real 
rye price extending from the early sixteenth century to 1871. We opt for rye prices 
because rye dominated arable farming during the period studied and because it 
constituted the most important type of vegetable food for most segments of the 
population. We draw on a novel dataset of nominal grain prices in grams of 
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silver per litre23 in 70 cities within the borders of the German Empire of 1871 for 
which we possess information on grain prices both before and after 1800 (see 
Figure 1).24 We compute the aggregate real rye price as the arithmetic mean of 
the values for individual towns. In the following, we first introduce three alter-
native sample definitions. Second, we explain how we deflate nominal prices. 

We construct three series based on varying sample definitions: The first 
sample contains all available data points (all 70 cities in Figure 1) with the only 
restriction that there must be at least five cross-sectional prices in the dataset. 
This condition is satisfied from 1512 onwards for all years until 1871. Particularly 
for the first half of the sixteenth century, data are scarce, but from the 1560s 
onwards, there are always more than ten cities in the dataset; from the 1640s 
onwards until 1871 coverage exceeds 20 cities.25 We refer to this sample as our 
unbalanced sample; it serves to contextualize the other two samples with regard 
to time and space. 

The second sample is what we call the geographically stable sample, in which 
the number of cities per geographical area is fixed to make the aggregate price 
comparable across time. In each year, the sample uses five Northern cities and 
four Southern cities. To allocate cities to Northern and Southern Germany, we 
split the sample at 50.5° latitude (see dotted line in Figure 1). The sample starts 
with the earliest available information fulfilling the restriction (in 1543). The in-
clusion of more than nine cities per year would be beneficial but would also lead 
to a shorter period covered due to data limitations. Whenever possible the same 
cities are used; in Table 1 we refer to these cities as main cities. Gaps in each 
series are filled using the price of the closest replacement city from the same 
geographical area that is not already part of the sample. For instance, missing 
years in the series for Hamburg are filled with data from Lüneburg. If a series 
ends, the same principle applies, that is, Lüneburg substitutes Hamburg. In 
total, we use information from 23 cities. All cities used in the geographically stable 
sample and their allocation to the sub-regions are documented in Table 1.26 Work-
ing with a geographically stable sample eliminates the possibility that time varia-
tion from additional cities would dominate the variance of the aggregate price. 
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23 Prior to the 1860s and 1870s, grain was measured by volume, rather than weight.
24 H. Albers/U. Pfister, Grain Prices in Pre-industrial Germany, Fifteenth to Nineteenth Centuries, 
in: Vierteljahrschrift für Sozial- und Wirtschaftsgeschichte 111, 2024, pp. 66-90. The data and 
documentation can be downloaded here: DOI 10.15456/vswg.2023264.1254496983. 
25 Ibid., pp. 78-80. 
26 Two single years for Altenburg (1557, 1559) were locally interpolated using the mean of 
neighbouring years to prevent a loss of information of 17 years in the aggregate rye price for the 
geographically stable sample. 
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Tab. 1: Cities in the geographically stable sample. 

Northern Germany Southern Germany 

Main cities Braunschweig, Cologne, 
Gdansk, Hamburg, Xanten

Augsburg, Munich, Nuremberg, 
Würzburg 

Replacement cities Altenburg, Leipzig, Hanover, 
Dresden, Lüneburg, Vreden, 
Hildesheim, Celle

Strasbourg, Frankfurt (Main), 
Speyer, Landshut, Heilbronn, 
Regensburg

Source: own representation. 

Third, we construct a shorter stable sample with a fixed composition of nine 
cities with not more than 5 percent missing observations per series (Figure 1, 
black filled circles). This sample serves as the basis for a consistent high-quality 
aggregate rye price series that we use as a robustness check on the geograph-
ically stable sample. 

To distinguish food crises from inflationary shocks and to be able to com-
pare price spikes across time we study the real price, rather than the nominal 
price of rye. The real price is defined as the price of a particular good divided by 
the consumer price index (CPI). Prior to 1850, we rely on a CPI based on the 
value of fixed quantities of eleven goods, which are supposed to reflect the an-
nual consumption of an adult city dweller. In the form of bread, rye also enters 
this CPI; in the 1760s, the presumed share of bread in total expenditure was 
34 percent. However, the price of bread includes a non-negligible labour com-
ponent (about 20 percent), so that the bread price is less volatile than the price 
of rye. An increase of the mean rye price by 1 percent was associated with 
an increase of the CPI by 0.3 percent to 0.4 percent.27 To obtain a CPI for the 
whole period under study, we splice this CPI with a CPI based on expenditure 
shares covering the period 1850–1889 and normalize the resulting index to the 
year 1701=1.28 Hence, the real price shown in Figure 2 shows how much ten litres 
of rye would cost in prices prevailing in 1701. Following Robert Allen’s bread 
equation and historical evidence, 10 litres of rye correspond to the input neces-
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27 U. Pfister, The Timing and Pattern of Real Wage Divergence in Pre-industrial Europe. Evi-
dence from Germany, c. 1500–1850, in: Economic History Review 70, 2017, pp. 701-729, here  
pp. 703-709 and Supporting information S2, pp. 1-6; Albers/Pfister, Climate Change, here Sup-
plementary appendix, pp. S43-S44. 
28 U. Pfister, Real Wages in Germany During the First Phase of Industrialization, 1850–1889, 
in: Jahrbuch für Wirtschaftsgeschichte 59, 2018, pp. 567-596, here pp. 577-584. 
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sary to produce 10 pieces of bread with a weight of 0.8 kg each.29 The year 1701 
is chosen to compare these data to the seminal work by Wilhelm Abel on agri-
cultural fluctuations.30 

Abel studied nominal grain prices and concluded that they increased dur-
ing most of the eighteenth century. He interpreted this as a result of monetary 
factors – a renewed influx of precious metals into western Europe – and in-
creased demand resulting from population growth.31 The nominal rye price in 
Figure 2 indeed shows a rising trend between about 1701 and 1800 (statistically 
significant, see note for Figure 2) whereas the real price remained largely stable 
(trend not significant). Thus, the trend in the nominal rye price was exclusively 
driven by inflation and was unrelated to real factors such as population growth.  

Fig. 2: Nominal and real aggregate rye price (real price in 1701 prices). Note: Based on the 
geographically stable sample. Trend estimated with linear regression for 1701–1800 including 
dummy variable for the Seven Years’ War (1756–1763). Coefficient for linear trend 1701–1800, 
real =0.0043, (Newey-West) se = 0.0032, p-value = 0.1898. Coefficient for linear trend  
1701–1800, nominal =0.0165, (Newey-West) se = 0.0081, p-value = 0.0447. Data sources:  
The aggregate nominal rye price is deflated with the consumer price indices from Pfister, The 
Timing and Pattern, and Pfister, Real Wages, which are spliced in 1850 and normalized to the 
base year 1701. Grain price data sources: Albers/Pfister, Grain Prices. 

Apart from the eighteenth century, the nominal price increased faster than the 
real price in the sixteenth and nineteenth centuries. In addition, deflation with 

|| 
29 Allen, Great Divergence, p. 419. For a discussion of Allen’s bread equation in the German 
context, see Pfister, The Timing and Pattern, Supporting information S2, pp. 4-6. 
30 W. Abel, Agrarkrisen und Agrarkonjunktur. Eine Geschichte der Land- und Ernährungs-
wirtschaft Mitteleuropas seit dem hohen Mittelalter, Hamburg 1978. 
31 Ibid., pp. 196-202. 
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the CPI reduces the amplitude of grain price spikes during the Napoleonic Wars 
(1803–1815) and their aftermath, to a lesser extent also during earlier inflation-
ary episodes related to war finance, such as the so-called Kipper und Wipper era 
around 1620 and during the Seven Years’ War (1756–1763).32 These examples show 
the relevance of the control for inflation for the discussion of grain prices 

4 Empirical Strategy 

Some authors in famine research and historical demography have used trend-
cycle decomposition to identify years with high food prices, an avenue we fol-
low here.33 The tacit assumption of this approach is that the trend is an estimate 
of what consumers expect about the price level and to which they can adapt. 
The cyclical component, by contrast, quantifies an unexpected shock.  

Econometricians have developed a large portfolio of time series filters. Re-
searchers developing accounts of famines based on prices have employed either 
a 25-year moving-average (MA) filter or the popular Hodrick-Prescott (HP) filter.34 
In his recent work on the long-term behaviour of commodity prices, David Jacks 
relies on the Christiano-Fitzgerald (CF) filter and alternatively the Butterworth 
(BW) filter.35 We opt for filtering the aggregate price with the BW filter, and run a 
robustness check with the CF filter (see section 5.3). Appendix A explains our 
choice of the filter and its specification, most importantly the cut-off frequency.  

In line with the existing literature and explorative data analysis, we opt 
for 20 years as cut-off. That is, cycles with a periodicity of longer than or equal 
to 20 years (and a frequency lower or equal to 1/20) are part of the trend compo-
nent; higher frequencies form the cyclical component. In our robustness checks 
we also vary the cut-off period.  

|| 
32 Albers/Pfister, Grain Prices, p. 75 and references cited therein. 
33 Alfani/Ó Gráda, Famines in Europe, p. 7; G. Broström, Event History Analysis with R, 2nd 
edition, New York 2021, pp. 95-97; Dribe/Scalone, Fertility Control, p. 423. 
34 G. Alfani/L. Mocarelli/D. Strangio, Italy, in: Alfani/Ó Gráda, Famine, pp. 25-47, here pp. 38-41; 
M. Dribe/M. Olsson/P. Svensson, Nordic Europe, in: Ibid., here pp. 191-192, 202-203. 
35 D. Jacks, From Boom to Bust. A Typology of Real Commodity Prices in the Long Run, in: 
Cliometrica 13, 2019, pp. 201-220, here pp. 206-207; L. Christiano/T. Fitzgerald, The Band Pass 
Filter, in: International Economic Review 44, 2003, pp. 435-465; D. Pollock, Trend Estimation 
and De-trending via Rational Square-wave Filters, in: Journal of Econometrics 99, 2000,  
pp. 317-334, here pp. 325-327. 
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Like Jacks and other literature on commodity prices, we filter the log of  
the real price. The use of logs is consistent with a log-linear demand function  
for food consumption in pre-industrial Europe.36 Thus, the natural logarithm  
of the real rye price R in year t is decomposed into its trend and cyclical compo-
nents: log(𝑅௧)  =  𝑇௧  +  𝐶௧, where T denotes the trend component and C the 
cyclical component. 

Given that C represents changes in a logarithmic variable, C multiplied by 100 
is an approximate percent change. To calculate the exact percentage change, 
which is relevant for larger deviations during crises, we exponentiate the filtered 
values: [exp(𝐶) − ͩ] ∙ ͩͨͨ.37 This value is used to compare and rank price crises 
across time. We classify years as food crises when the cyclical component exceeds 
the trend component by 20 percent or more. From a theoretical perspective, 
with the demand function mentioned above, which assumes a price elasticity of 
food demand of -0.6,38 a surge in the rye price by 20 percent implies a 12 percent 
reduction in rye consumption, which we consider as substantial. From a statis-
tical perspective, 20 percent is close to the standard deviation (0.198) of log(Rt), 
which corresponds to 21.9 percent. Assuming a normal distribution for log(Rt), 
and a trend value at the sample mean, 15.4 percent of the values can be expected 
to be above this threshold.39  

To assess the severity of a food crisis, we consider both the deviation from 
the trend and the duration of a crisis. The latter criterion is motivated by previous 
studies that observed harvest shortfalls over a number of years aggravating a 
food crisis.40 This phenomenon in turn can be related to consumption smoothing, 
which refers to the behaviour of households to postpone consumption into the 
future through savings or to bring consumption into the present by liquidating 
inventories to achieve stable consumption across time.41 The cost of shifting 
consumption of the same good (in this case grain) to the future typically depends 
on the interest rate in the economy, which may be regarded as constant. If house-
holds demand more than one good, relative prices matter as well. A higher rela-
tive price of grain in a given period makes it relatively more expensive to save 

|| 
36 Allen, Economic Structure, pp. 13-14. 
37 J. Wooldridge, Introductory Econometrics. A Modern Approach, Mason 2013, here pp. 191-192. 
38 Allen, Economic Structure, pp. 13-14. 
39 The Kolmogorov-Smirnov test does not reject the null hypothesis of a normal distribution. 
40 Alfani/Ó Gráda, Famines in Europe, pp. 1-2; Collet/Krämer, Germany, p. 102; Ó Gráda, 
Making Famine History, pp. 7-9. 
41 D. McCloskey/J. Nash, Corn at Interest. The Extent and Cost of Grain Storage in Medieval 
England, in: American Economic Review 74, 1984, pp. 174-87, here p. 175; K. Persson, Grain 
Markets in Europe, 1500–1900. Integration and Deregulation, Cambridge 1999, pp. 31-33. 
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grain for future consumption compared to other non-grain goods and thereby 
reduces savings of grain for follow-up years. Hence, the potential demographic 
impact of the second or third year of a crisis that extends over multiple years is 
likely to be more severe than the impact of the first year.  

Consumption smoothing implies that the pre-crisis year also needs to be 
considered to assess the severity of a crisis: A pre-crisis year with a bumper 
harvest (and a lower relative price of grain than expected) allows consumers to 
store grain for future crisis years. Furthermore, food consumption in the pre-
crisis year is relatively higher, so that consumers are in comparatively good 
health at the beginning of the crisis.  

Based on these premises, we construct a crisis index that is defined as the 
sum of price deviations from the trend during all crisis years and the pre-crisis 
year. A negative deviation from trend in the pre-crisis year reduces the severity 
of the crisis and vice versa.  

One limitation of the approach of detecting crisis years by means of trend-
cycle decomposition remains: This is a concept of crisis based on relative price 
changes, whereas the absolute caloric intake, and the related absolute costs 
matter during famines. Thus, the severity of a crisis that is generated by a com-
bination of high price levels, which go together with a low level of real house-
hold income and only comparably small price shocks, might be underestimated.  

Nevertheless, giving up the filtering procedure and instead fixing the point 
of reference simply to the long-term average would neglect the capacity of 
households to adapt to a changing economic environment: households adjust 
their consumption choices over time (consumption smoothing) and across goods 
(responding to relative price changes) as well as their fertility decisions to both 
food price shocks and trends.42 

5 The Long-Term Trend of the Real Rye Price and 
24 Food Crises 

This section presents and discusses the results of the trend-cycle decomposition of 
the aggregate real rye price from 1512 to 1871. The presentation comes in two parts. 
Because the identification of food crises depends crucially on the elimination of  

|| 
42 Dribe/Scalone, Fertility Control, pp. 414-15. H. Strulik/J. Weisdorf, Population, Food, and 
Knowledge: A Simple Unified Growth Theory, in: Journal of Economic Growth 13, 2008, pp. 195-216, 
here pp. 198, 207-08. 
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the trend, section 5.1 begins with an interpretation of the trend of the real rye 
price. Section 5.2 develops a chronology of food price crises at the aggregate 
level and examines to what extent these crises can be traced in demographic 
data, while section 5.3 describes robustness checks. 

5.1 The Trend of the Real Rye Price 

Panel (a) of Figure 3 presents the three versions of the aggregate real rye price 
for Germany from about 1500 to 1871. All values are in natural logarithms. Panel (b) 
shows the trend component of the real rye price identified using the BW filter 
for all three samples over the same period. Panel (a) establishes that the price 
based on the smaller but geographically stable sample closely follows the over-
all movement of the larger but heterogeneous unbalanced sample that includes 
all 70 cities. Similarly, the price based on the geographically stable sample is 
mostly well in line with the one based on the stable sample of cities with 5 per-
cent or less missing observations but shorter time coverage. This buttresses our 
confidence that the geographically stable sample represents a good compromise 
between data coverage and quality. Below, we therefore focus on the geograph-
ically stable sample.  

The trend component displayed in panel (b) indicates changes in the relative 
scarcity of grain. With a given level of technology, the mid-term movements of the 
trend component are driven by shifts in relative prices between land-intensive 
and labour-intensive products. This is because grain is a land-intensive product, 
whereas the CPI used for deflation also includes products with a considerable 
labour component, such as linen cloth and beer. Hence, in a Malthusian econ-
omy with little technological progress, the trend of the real rye price should 
parallel swings in population size: Population growth increases the scarcity of 
land relative to labour; hence, the price of land-intensive products should in-
crease relative to labour-intensive products. By contrast, demographic contrac-
tion should produce a decline of the real price.43 

In the sixteenth and the eighteenth centuries, German population increased 
by an annual rate of about 0.4 percent and declined by at least a third in the 
second quarter of the seventeenth century. In 1816–1870 the rate of demographic 

|| 
43 P. Hoffman/D. Jacks/P. Levin/P. Lindert, Real Inequality in Europe Since 1500, in: Journal of 
Economic History 62, 2002, pp. 322-355. 
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expansion doubled to 0.8 percent.44 Following the hypothesis stated above,  
the real and relative prices of grain should fall in the era of the Thirty Years’ War 
and should increase during the remainder of the period under study. According 
to panel (b) of Figure 3, the mid-term movements in the trend of the real price of 
rye conforms to the expected pattern until the late seventeenth century: the real 
price of rye rose during the sixteenth century, declined between about 1630 and 
1670 and recovered until the end of the seventeenth century. This pattern war-
rants characterizing Germany as a Malthusian economy during the first two cen-
turies of the modern era. 

The situation changed around 1700: Apart from two mid-term peaks in the 
1760s and the 1790s and the dip during the agricultural price depression of the 
1820s, the trend component of the real rye price remained essentially stable 
until the end of the period studied, which contradicts the Malthusian hypothe-
sis. If anything, the trend was slightly downward after 1800 despite the acceler-
ation of population growth mentioned above. A linear time trend fitted to the 
logarithm of the real price based on the geographically stable sample shows 
that it declined with an annual rate of 0.05 percent per year (p<0.05, Figure 3, 
panel (b), dot-dashed line). Also, after 1700 the mid-term peaks of the trend 
component do not reach the high levels prevailing during the sixteenth and 
seventeenth centuries.  

Two factors account for the increased stability of the level of the trend com-
ponent after 1700: the price of energy and increasing agricultural productivity. 
First, energy has a considerable weight in the consumer basket underlying  
the CPI – 11.0 percent in the 1760s, with firewood or charcoal alone making up 
for 5.5 percent45 – and the relative price of firewood to rye began to increase 
continuously from about 1700. This reflects a rising energy intensity of economic 
growth related to the expansion of proto-industrial iron manufacture and other 
non-agricultural activities.46  

Second, the textiles-rye price ratio remained more or less stable between 
about 1700 and the 1830s.47 The most obvious explanation is that agricultural 
supply broadly kept pace with the expanding population. Estimates of grain 
production in two proto-industrial regions reaching back to the 1730s suggest 

|| 
44 U. Pfister, Economic Growth in Germany, 1500–1850, in: Journal of Economic History 82, 
2022, pp. 1071-1107, here p. 1078. 
45 Pfister, The Timing and Pattern, Supporting information S2, p. 1. 
46 Pfister, Economic Growth, p. 1084; see also Hoffman et al., Real Inequality, p. 333. 
47 Pfister, Economic Growth, p. 1084. 
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that this was indeed the case.48 One potential reason for the expansion of grain 
output was the advance in grain market integration during the late seventeenth 
and early eighteenth centuries.49 The resulting reduction of trade costs must 
have improved the efficiency of the allocation of factors of production. The be-
haviour of the real rye price thus establishes that Malthusian forces began to 
lose sway over Germany from about 1700. This conclusion departs from earlier 
research by Wilhelm Abel who posited that Malthusian forces continued to pre-
vail until the middle of the nineteenth century.50  

5.2 A Chronology of Food Price Crises 

Panel (a) of Figure 4 again shows the logarithm of the real rye price for the geo-
graphically stable sample from 1543 to 1871. Panel (b) shows the cyclical com-
ponent of the real rye price both for the geographically stable sample and the 
sample with a fixed composition of cities (the stable sample). Our discussion 
again focuses on the results for the geographically stable sample and uses the 
information on the stable sample as a cross-check. The peaks of the cyclical 
component of the geographically stable sample (marked with vertical bars and 
corresponding years at the bottom of panel (a) in Figure 4) indicate food price 
crises (when the cyclical component of the real price exceeds the trend by at least 
20 percent). We regard contiguous years with high prices as one single crisis.  

We find 24 price crises within the period studied based on the geographical-
ly stable sample with a total of 44 crisis years; 15 of these crises are multiyear 
crises. Table 2 presents an overview of all food price crises in chronological order. 
Columns 2 and 3 show the years in which the individual crisis began and ended, 
column 4 shows the number of corresponding crisis years and column 5 the year 
within the crisis period in which the rye price reached a peak. Columns 6 to 8 
show the percentage deviation from the trend in the pre-crisis year, the first 
crisis year and in the peak year, respectively. In addition, column 9 presents the 
cumulative percentage deviation from the trend over the whole crisis period in-
cluding the pre-crisis year. In column 10 we rank all crises based on this criterion. 

|| 
48 U. Pfister/M. Kopsidis, Institutions vs. Demand. Determinants of Agricultural Development 
in Saxony, 1660–1850, in: European Review of Economic History 19, 2015, pp. 275-293; M. 
Kopsidis/U. Pfister/F. Scholten/J. Bracht, Agricultural Output Growth in a Proto- and Early 
Industrial Setting. Evidence from Sharecropping in Western Westphalia and the Lower Rhine-
land, c. 1740–1860, in: Rural History 28, 2017, pp. 21-46. 
49 Albers/Pfister, Climate Change. 
50 Abel, Agrarkrisen, pp. 287-289. 
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To classify the crises as dearth, famine or subsistence crises, we also include 
demographic data if available (columns 11 to 14).  

While large and long-lasting deviations from the trend are informative about 
the level of economic stress, we would like to know more about these crises: were 
they part of European-wide shocks? What do we know about their demographic 
impact? Hence, we contextualize all 24 crises using information from the cur-
rent historiography on local, regional, national, and European crises. To this 
end, we use the overview by Guido Alfani and Cormac Ó’ Gráda, who develop a 
European chronology of famines based on the criteria of high grain prices and 
high mortality in which at least two of nine macro-regions of the continent were 
affected.51 The chapter by Dominik Collet and Daniel Krämer on Germany, Swit-
zerland and Austria in the same volume serves as our benchmark at the country 
level.52 The quantitative approach of our study complements these overviews in 
two ways. First, we date and rank crises within a unified methodological frame-
work and discover hitherto unknown food price crises. Second, we draw on vital 
rates from recent historical demographic work to check whether food price crises 
also qualify as subsistence crises.53  

While Collet and Krämer also discuss evidence on famines dating back until 
the fourteenth century,54 our crisis chronology starts only in the middle of the 
sixteenth century due to data limitations. Visual evidence from the unbalanced 
sample in Figure 3 in Section 5.1 suggests that there certainly was a major food 
crisis in the first half of the 1530s.55 Figure 3 also suggests a likely strong earlier 
shock in 1517.56 We do not include these two crises in our chronology, because 
the geographically stable sample does not cover these years.  

Whenever possible, we complement our discussion of individual crises with 
information on local and regional events in Germany, which is mostly based on 
local prices as well as demographic data where available. In a few cases, output 
data (tithe or yields) are available as an additional indicator of yield quantity; low 
yield quality is traced with information on ergot poisoning, medical descriptions 

|| 
51 Alfani/Ó Gráda, Famines in Europe. 
52 Collet/Krämer, Germany. 
53 Pfister/Fertig, Population History; Pfister/Fertig, From Malthusian Disequilibrium. 
54 Collet/Krämer, Germany, pp. 103-104, 117. 
55 This crisis is well documented for Austria and Switzerland, see Collet/Krämer, Germany, 
p. 117. A major mortality shock is documented for Nuremberg by W. Bauernfeind/U. Woitek, Agrar-
ian Cycles in Germany 1339–1670. A Spectral Analysis of Grain Prices and Output in Nuremberg, 
in: Explorations in Economic History 33, 1996, pp. 459-478, here p. 476. 
56 See Collet/Krämer, Germany, p. 117. 
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of which surfaced in the late sixteenth century.57 Similarly, we list three crises that 
do not feature in our baseline result but are mentioned in the existing literature. 

The first two food crises we identify when using our methodology occurred 
in 1546 and 1551/1552. Neither of them has been documented in the existing 
literature, but the second price crisis coincides with a marked downturn of 
tithe returns, which proxy grain output, around Nuremberg.58 The first major 
famine in our chronology that is covered by the existing literature is the one of 
the early 1570s.59 The cyclical component of the real rye price in 1572 is relatively 
small, but note that the trend component experienced a massive rise around 
1570 (Figure 3). During several years of the 1570s, the trend component as such 
is more than 20 percent above the long-term mean shown in Figure 3, panel (b). 
There were only three such episodes in the entire period of observation.60 Thus, 
our analysis suggests that the severity of this crisis, which is attested by qualita-
tive accounts, resulted from the combination of forces operating in the medium 
term and short-term shocks. The price crisis of 1587 was a European crisis but 
has not been documented for Germany yet. There is regional evidence for an 
ergot epidemic in Silesia in 1587, and there was considerable excess mortality in 
Nuremberg, albeit slightly earlier in 1585/1586. Evidence from both regions is 
consistent with low food availability around this time.61 

The end of the sixteenth century most likely witnessed a low level of food 
security. The 1590s saw the second episode in which the trend component was 
20 percent above the long-term mean over several years. The real rye price rose 
almost continuously, culminating in a peak in 1599, which falls only slightly 
short of the criterion of 20 percent excess above trend (19.6 percent), and is thus 
not included in Table 2. In our alternative chronology based on the CF filter, the 
deviation is slightly larger than 20 percent, but when using the sample with a 
fixed composition of cities, 1599 is again just below the threshold (see below, 
section 5.3, and Figures 4 and B1). For 1595/1596 ergot epidemics are document-
ed in eight regions, which suggests a severe famine. Low food availability at 
the end of the sixteenth century is also rendered plausible by below average yields 

|| 
57 A. Hirsch, Handbuch der historisch-geographischen Pathologie 1, Erlangen 1860, p. 457. 
58 W. Bauernfeind, Materielle Grundstrukturen im Spätmittelalter und der Frühen Neuzeit. 
Preisentwicklung und Agrarkonjunktur am Nürnberger Getreidemarkt von 1339 bis 1670, Nürn-
berg 1993, pp. 487-492. 
59 Behringer, Die Krise von 1570; Collet/Krämer, Germany, pp. 105, 117. 
60 The three episodes were: 1571–1575, 1591–1597, 1626–1632. 
61 Alfani/Ó Gráda, Famines in Europe, p. 9; Hirsch, Handbuch, p. 459; Bauernfeind/Woitek, 
Agrarian Cycles, p. 476. 
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in Franconia, and moderate excess mortality recorded for Nuremberg in 
1599/1600.62  

The price spike of 1612 does not appear in existing chronologies of food cri-
ses. Nevertheless, narrative evidence for Ulm (northern Swabia) documents 
consecutive years with cold winters during the first half of the 1610s, notably in 
1611/1612, leading to a shortage in grain. In 1611 and 1614 public authorities 
distributed grain at a reduced price to the inhabitants of the town. The food 
crisis followed a plague epidemic peaking in 1611, which may have disrupted 
the production and distribution of food more severely than it reduced demand.63 
The crises of 1625/1626 and 1634/1635 have been described on the basis of local 
data on prices, tithes, and mortality for Nuremberg and central Franconia (spe-
cifically for 1625–1628, and 1632–1635). Both crises again coincided with massive 
plague epidemics, which may have adversely affected food supply. The food crisis 
in the 1620s has been noted at the European level, whereas the one in the 1630s 
may have been confined to Germany.64  

Existing chronologies also mention a food crisis in 1620–1623, which does 
not feature in our results.65 While European annual, summer, and winter tempera-
tures were far below average at this time (mean -1.5 standard deviations, SD), 
these years do not belong to the coldest recorded (mean -2 SD).66 This was, how-
ever, also a period of severe currency debasement related to inflationary war 
financing during the initial stage of the Thirty Years’ War, the so-called Kipper 
und Wipper era. Whereas nominal prices of all products quoted in debased cur-
rency soared during the half decade preceding 1623, the real price of rye was 
actually below trend around 1620 (see Figure 4, panel (b)). This may reflect an 

|| 
62 Hirsch, Handbuch, p. 459; R. Glaser, Klimarekonstruktion für Mainfranken, Bauland und 
Odenwald anhand direkter und indirekter Witterungsdaten seit 1500, Mainz 1991, pp. 30-31, 80, 
Figure 17; Bauernfeind/Woitek, Agrarian Cycles, p. 476; Collet/Krämer, Germany, pp. 105, 117.  
63 S. Armer, Friedenswahrung, Krisenmanagement und Konfessionalisierung. Religion und 
Politik im Spannungsfeld von Rat, Geistlichen und Gemeinde in der Reichsstadt Ulm 1554–1629, 
Ulm 2015, pp. 62, 65-66; E. Eckert, The Structure of Plagues and Pestilences in Early Modern 
Europe. Central Europe, 1560–1640, Basel 1996, pp. 117, 122-126. 
64 Bauernfeind/Woitek, Agrarian Cycles, pp. 463, 465, 476; Eckert, The Structure of Plagues, 
pp. 132-154; Alfani/Ó Gráda, Famines in Europe, p. 9; Collet/Krämer, Germany, pp. 105, 117. 
65 Alfani/Ó Gráda, Famines in Europe, p. 9; Collet/Krämer, Germany, p. 117. 
66 Own calculations based on data from J. Luterbacher/D. Dietrich/E. Xoplaki/M. Grosjean/ 
H. Wanner, European Seasonal and Annual Temperature Variability, Trends, and Extremes since 
1500, in: Science 303/5663, 2004, pp. 1499-1503 and Xoplaki et al., European Spring and Autumn 
Temperature Variability. Data retrieved from NOAA (2017): Paleoclimatology Data. Data Set ID: 
noaa-recon-6288, National Oceanic and Atmospheric Administration. https://www.ncdc.noaa.gov/ 
paleo-search/study/6288 (16.10.2024). 
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effect of the inflation tax that shifted purchasing power from workers, whose 
nominal wages remained sticky, to warring rulers and thereby reduced demand 
for food. Thus, the Kipper und Wipper era likely was a serious economic crisis, 
but it was not triggered by an adverse supply shock in agriculture that is charac-
teristic of a food crisis.67 

The crises of 1649-1652 and 1661-1663 have been noted by several studies 
and are ranked third and second in severity among all 24 crises (column 10 in 
Table 2).68 Both crises show cumulative sums of deviation from trend of more 
than 140 percent and stretch over three and four years, respectively. Regional 
evidence confirms the severity of these food crises. Specifically, widespread 
ergot poisoning was reported for the Vogtland (Saxony) in 1648/1649.69 In Bran-
denburg and its western possessions, a poor harvest led to a ban on grain exports 
in 1651, and similar measures were taken in 1660–1662.70  

The crisis of 1674–1676 was of similar magnitude according to our ranking 
criterion (see column 10 in Table 2). Its severity is confirmed by evidence from 
demographic data, which is available from 1675 onwards. We show a cumula-
tive deviation from trend established using the BW filter of the logarithm of the 
series (specification and calculation of percentage deviation as for the real rye 
price) during periods of crisis and the first post-crisis year (in columns 11 to 14 in 
Table 2). Research suggests that vital events reacted both immediately and with 
a time lag on fluctuations of material living conditions.71 Thus, we measure the 
demographic impact of a food crisis with the sum of the deviation from trend in 
crisis years and one year later. During the crisis of 1674–1676, a sample of parishes 
located in Southern Germany recorded exceptionally high numbers of deaths and 
a dip in the number of births. There was also renewed ergot poisoning in Vogt-
land and Westphalia in 1675.72 Thus, the grain price spike of 1674–76 clearly 
qualifies as a subsistence crisis. 
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67 H.-J. Gerhard, Vom Leipziger Fuß zur Goldwährung. Der lange Weg zur „deutschen Wäh-
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bis 1740, Berlin 1901, pp. 63-67. 
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From Malthusian Disequilibrium, p. 1159. 
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The crisis of 1685 features a comparably small deviation from trend (just 
above 20 percent) and lasted only one year. Evidence concerning vital events in 
Southern Germany is not consistent with a subsistence crisis. Consequently, 
1685 may be best characterized as a dearth episode. By contrast, the crisis of 
the early 1690s is known as one of the most severe famines in early modern 
Europe. It is clearly visible in a spike of the number of deaths and a low number 
of births in a sample of southern German parishes.73 The crisis of 1699/1700 has 
been described for Brandenburg-Prussia, North-Western Germany and Saxony. 
There is also testimony of widespread ergot poisoning in Thuringia in 1699. Given 
the massive spike in the aggregate rye price (rank 5 according to column 10 
of Table 2), this crisis may have been more severe than the crisis of 1693/94 
according to the cumulative deviation from trend. While it is not visible in the 
vital events series based on parishes in Southern Germany, a tentative estimate 
of vital rates at the aggregate level suggests a spike in the death rate and a 
trough in the birth rate in 1699, which clearly characterizes this episode as a 
subsistence crisis.74 

The food crisis of 1709 has been documented using qualitative evidence for 
Brandenburg-Prussia, and its demographic effects are reflected in a high number 
of deaths in 1709/1710 and a low number of births in 1710 in Southern Germany.  
It has also been characterized as a European-wide crisis but its impact on mor-
tality was weaker compared to the crisis of the early 1690s in most countries.75  

Dominik Collet and Daniel Krämer mention a food crisis in 1724/1725 in their 
chronology. We find spikes in the real rye price in these years, but the deviations 
from trend are less than 20 percent (8.9 percent and 12.7 percent, respectively). 
In a tentative estimate of aggregate vital rates for this period, there is also a minor 
spike of the death rate and a small dip in the birth rate in 1724, which combine 
into a negative rate of natural increase. Finally, contemporary reports mention 
widespread ergot poisoning in Silesia, parts of Pomerania and Brandenburg 
in 1722/1723. All this renders it plausible that at least a minor subsistence crisis 
occurred around 1724.76 
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73 Alfani/Ó Gráda, Famines in Europe, pp. 14-15; Collet/Krämer, Germany, pp. 106, 117. 
74 Collet/Krämer, Germany, p. 106; Hirsch, Handbuch, p. 460; Naudé, Getreidehandelspolitik, 
pp. 134-148; Lassen, Hungerkrisen, pp. 90-91, 370; Pfister/Fertig, Population History, p. 31. 
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events series developed by Pfister/Fertig, Population History, pp. 21-24. 
76 Collet/Krämer, Germany, p. 117; Hirsch, Handbuch, p. 460; Pfister/Fertig, Population History, 
p. 31. Note that this peak is not reflected in the series ‘no. of burials South’ that forms the basis 
of column 13 in Table 2.  
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The crises of 1740 and 1771/1772 are well-known pan-European food crises. 
However, the one of the early 1770s was apparently much more severe in Ger-
many than in other parts of the continent.77 The greater severity of the crisis  
in 1771/1772 relative to the one of the early 1740s is confirmed by our ranking 
according to the cumulative deviation from trend (rank 6 vs. 8). The crisis of the 
early 1770s was also characterized by the highest spike in the crude death rate 
in the aggregate series of life events starting in 1730, and a marked slump in  
the crude birth rate, rendering it one of the most serious subsistence crises in 
German demographic history. By contrast, the price peak in 1757 is less known. 
Nevertheless, this crisis can be clearly identified by an excess of deaths over 
births in the aggregate series of vital events.  

The price spike in 1795 is the last food supply shock that went together with 
a massive increase of mortality, which – combined with a slump in fertility – 
produced an excess of deaths over births at the aggregate level. The one of 1802, 
by contrast, seems to have been a minor crisis; to our knowledge it is mirrored 
neither in demographic evidence nor in contemporary reports. 

From the 1810s to the 1850s, four negative shocks in food supply occurred at 
short intervals: (i) The first was the crisis of 1816-1818 following the eruption of 
Mount Tambora in 1815, which resulted in crop failures over consecutive years.78 
This crisis was the most serious one in the period under study with regard to the 
sum of price deviations from trend (column 10 in Table 2). (ii) The substantial 
spike in the real price of rye in 1831/1832 does not appear in existing famine 
chronologies, but deviations of vital events from trend are consistent with a 
famine, which is corroborated by qualitative evidence for parts of Prussia.79 (iii) 
Serious food shortages in 1846/1847 originally arose from the European-wide 
potato blight spreading from 1845, the effects of which were aggravated by crop 
failures of cereals in 1846.80 (iv) The price spike of 1854 was less marked than 
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the one in 1846/1847, which makes this crisis less known, but the mid-term 
trend of the real rye price shows a massive bulge during the first half of the 
1850s (see Figure 3). The economic effects of the combination of a high trend 
level and a short-term shock were likely of similar severity as those of the shock 
of 1846/1847: In 1855, the birth and marriage rates showed their lowest values in 
the entire period between 1815 and 1913, and emigration to overseas destina-
tions reached a peak in 1854. There were also reports on widespread ergot poi-
soning in several regions. Net industrial capital formation was zero in 1855 and 
strongly negative in 1856, which suggests that the crisis also affected the non-
agricultural sectors.81 

The crisis of 1868 was the last economic crisis that originated from output 
shortfalls in the agrarian sector. While emigration to overseas destinations shows 
a local peak in 1868, the effect on vital rates was small at best. The only exception 
was in the extreme northeast of the country, the Province of East Prussia, which 
experienced an excess of deaths over births in 1868 and where there was a high 
number of deaths attributable to ergot poisoning.82 

The food crises from the late 1810s to the 1860s share the characteristic that 
their demographic effects were weaker compared to the crises of the eighteenth 
century. Notably, the cumulative deviation of the death rate from trend never 
exceeded 10.3 percent, whereas the deviation was always larger than 23 percent 
in the food crises that occurred between 1740 and 1795. As a result of the weak-
ening of the response of the death rate to food price shocks, there was no year 
with a negative rate of natural increase – that is, an excess of deaths over births 
– at the aggregate level after 1815. The last year that saw a negative rate of natu-
ral increase was 1814. It may have been related to a spike of grain prices in 1812 
(cyclical component 12.2 percent), which, however, does not qualify as a food 
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crisis according to our criterion.83 A weakening of the demographic impact of 
dearth is also documented at the European level, in particular with respect to 
the Tambora crisis.84 Nevertheless, high food prices were still accompanied by a 
decline in the birth rate (column 12 of Table 2) and, hence, the rate of natural 
increase, a decline in the marriage rate and, increasingly so, spikes in emigra-
tion. There were also substantial regional differences. Regions in north-eastern 
Germany, where the lower classes depended mostly on employment in agricul-
ture, continued to suffer negative rates of natural increase during the crises of 
1831/1832, 1846/1847, 1854, and 1868.85 

5.3 Robustness Checks 

We performed four robustness checks to explore the sensitivity of the chronolo-
gy of the 24 identified food crises and their relative ranking with regard to sam-
ple variation and econometric filter. We derived an alternative chronology using 
the same BW filter but based on the stable sample (as described in Section 3, see 
plot of cyclical component and corresponding crisis years on grey axis at the top 
of panel (b) of Figure 4 in Section 5.2). In this alternative version, only 19 crises 
are detected. Three crises cannot be detected simply because of the shorter pe-
riod of observation: 1546, 1551 and 1867. Thus, 21 of the 24 crises are left, which 
are detectable in the stable sample. Three crises do not pass the threshold value 
and an additional one is detected. The three crises that are missing when using 
this alternative sample are the ones of 1612, 1634/1635, and 1795. The crisis of 
1612 is ranked 17 of 24 in the baseline results; 1634/1635 is a multi-year crisis and 
has rank 14. In the stable sample the cyclical components for these years are 
below the threshold value (18.9 percent and 16.3 percent) but still considerably 
large. In the baseline specification, the deviation from trend in 1795 is just above 
the threshold of 20 percent and ranked 23; the value based on the stable sample 
fails to meet this criterion only slightly (19.9 percent). The additional crisis de-
tected with this sample is 1805, lasting one year with a peak of 23.8 percent; the 
deviation in the geographically stable sample is only 13.8 percent. 1805 was 
marked by a negative deviation of average temperature,86 but the demographic 

|| 
83 See Figure 4 and Fertig et al., Das postmalthusianische Zeitalter, p. 20; Pfister/Fertig, From 
Malthusian Disequilibrium, p. 1154. 
84 Alfani/Ó Gráda, Famines in Europe, pp. 15-16. 
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response to the crisis was weak and ambiguous. While fertility at the aggregate 
level deviated negatively from trend in 1805-1806 (-2.8 percent), the death rate 
also decreased (-4.7 percent). Thus, there was no excess mortality, which contra-
dicts the typical pattern during famines. 

The ranking of the top half of the 24 crises changes only slightly (see Table B1 
in the Appendix). The most notable change is that the crises of 1685 and 1854 
are ranked higher (12 vs. 21 in baseline and 11 vs. 18 in baseline, respectively); by 
contrast, the one of 1693 has a lower rank (14 vs. 9 in baseline). 

Our crisis chronology is also robust when altering the method of time series 
decomposition to the CF filter. Using this filter, only 23 crises are identified; we 
show them in the appendix (see Figure B1 and Table B1, Appendix B). The crises 
that are missing compared to the results based on the BW filter are those in 1546 
(at the beginning/end of the sample the CF filter might be unreliable),87 and 1795 
(which is just below the threshold of 20 percent). The year 1599 is an additional 
crisis year (just above the threshold, see Section 5.2 for a discussion of the his-
torical evidence). There are two minor changes regarding the dating of crises: 
1634/1635 is reduced to a single-year crisis (1635), and the crisis of 1674–1676 
starts one year later in 1675. The ranking of crises is very similar (see Table B1, 
Appendix B). Among the top three crises, 1816 and 1661 swap positions. Among 
the less severe crises, 1551 is now ranked 13 (vs. 12 in baseline) while 1709 is 
attributed rank 12 (vs. 16 in baseline). 

Next to varying the sample and the type of filter, we considered two alterna-
tive cut-off periods for the BW filter, P=30, and 60, respectively. Intuitively, a 
shorter cut-off period attributes more fluctuations to the trend component 
whereas a longer cut-off period generates a smoother trend (see also Figures B2 
and B3, Appendix B). When there are runs of years with high prices, a smoother 
trend would make it easier to identify a multi-year crisis, because the decompo-
sition attributes less variation to the trend and more to the cyclical component. 

The majority of crises is insensitive to these variations; nevertheless, the fol-
lowing modifications appear: The detection of crisis years at the sample end 
points is different (1540s, 1860s), but in a rather unsystematic way. With a higher 
cut-off period (P=30, P=60), 1685 (ranked 21 in the baseline) is not a crisis year 
anymore. More importantly, the crisis of the early 1570s grows in significance as 
specifications with longer cut-off periods show a higher number of crisis years. 
In the specification with P=60, 1571–1574 is ranked at 6. In addition, the year 1599 
is detected. These results are in line with the strongly rising trend component of 

|| 
87 Christiano/Fitzgerald, The Band Pass Filter, NBER working paper, No. 7257, 1999, p. 25, 
https://www.nber.org/system/files/working_papers/w7257/w7257.pdf (26.07.2023). 



  | 297 

the baseline results discussed in Section 5.2 above; with a higher cut-off period 
more of the variation is attributed to the cyclical component.  

These alternative results also make it clear that the importance of the absolute 
price level is downplayed by trend-cycle decomposition in general. A smoother 
trend at a longer cut-off period shows a lower level during the 1570s and 1590s, 
so that the shock (the cyclical component) grows in size, which partly remedies 
this issue. However, with P=30 the trend level is underestimated at the begin-
ning of the sample when compared to the long-run sample, giving an implausi-
bly high weight to the crisis of the 1540s (see Figures 3 and B2). Furthermore, at 
higher cut-off periods such as P=60, it also becomes more difficult to argue that 
the cyclical component represents unexpected shocks to which adaptation is 
more difficult than to the current trend. 

We conclude that our chronology of food crises is largely robust to both 
sample variation and the method applied to identify cycles in the aggregate real 
rye price. 

6 Four Regimes of Food Crises 

To some extent, food crises were the effect of short-term random weather shocks. 
Nevertheless, the characteristics of food crises were also influenced over longer 
periods by climate change: temperature and grain prices exhibit a negative corre-
lation in early modern Europe; therefore, the evolution of the Little Ice Age, which 
culminated between c. 1570 and 1710, should have impacted on grain price fluc-
tuations.88 Moreover, the German lands underwent profound societal and eco-
nomic changes in the period studied, involving processes such as state formation, 
market integration, and the transition to modern economic growth.89 These 
general considerations suggest that food crises and their demographic impact 
shared common characteristics over longer periods of time. In what follows, we 
present the systematic features of food crises as a sequence of four distinct food 
crisis regimes.  
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6.1 Population Growth and Climate Change (c. 1540–1645): 
Rising Demand Meets Increasingly Constrained Supply 

Food crises do not seem to have evolved in any systematic pattern during the 
sixteenth century with respect to frequency, duration and deviation from trend. 
However, the trend component of the real rye price experienced a massive rise 
over time (see Figure 3 and the previous discussion in Section 5): From about 
20 percent below the long-term average at the beginning of the century it rose 
to a level slightly below the mean during the 1540s and 1550s, and peaked 
at values more than 20 percent above the long-term average in the early 1570s 
and the 1590s. Thus, whereas the local peaks of the real rye price in 1572, 1587 
and 1599 deviated less from trend than the majority of other food crises, the 
absolute value of the real rye price in those years was at par with the value 
prevailing in 1642–1652 and 1661–1663, which were years with some of the most 
serious food price crises according to our ranking. In other words, the food cri-
ses of the last three decades of the sixteenth century represent particularly dire 
episodes in a context where access to food was severely restricted due to very 
high price levels. 

Explanations of the situation in the sixteenth century can be structured by 
considering the aggregate supply and demand for grain. The first explanation 
relates to an important supply side factor: climate change. From about 1560 
the weather in Central Europe became wetter and colder in all seasons. This 
increased the likelihood of harvest failures and, correspondingly, of dearth and 
subsistence crises. The negative relationship between grain prices and tempera-
ture implies a structural deterioration in food availability during this period.90 

The second explanation of the changing behaviour of the real rye price during 
the sixteenth century relates to the demand side. Between 1500 and 1600, Germa-
ny’s population grew by 78 percent from about 7.2 million to about 12.8 million. In 
line with the textbook model of a Malthusian economy with static technology 
and a fixed amount of land, the real wage of urban labourers fell by roughly 
one-half, because population growth reduced the endowment of labour with land. 
The mid-1590s recorded the lowest level of real wages during the early modern 
era. Thus, while the real price of rye rose to an extraordinarily high level, income 
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per capita declined; in combination, these two processes reduced the quantity of 
food that households could demand.91 Note that population growth may also 
impact on the supply side: While the amount of land is fixed, not all plots are of 
the same quality and increasing reliance on marginal land in the wake of the 
expansion of the cultivated area may have decreased the level of land produc-
tivity and increased the variability of harvest outcomes, given that marginal 
land is more susceptible to shocks.92 

6.2 The Maunder Minimum (c. 1645–1715): High Frequency 
and Intensity of Food Price Shocks  

The Maunder Minimum (MM) characterizes a climatic period with low solar irra-
diance, which contributed to low temperatures during the growing season and 
extremely cold winters.93 The volatility of the real rye price, measured by the 
standard deviation of the cyclical component, was 21.7 percent during this period, 
compared to only 13.6 percent during the preceding phase. The 70 neighbouring 
years (35 years before and after the MM) feature a volatility of only 12.6 percent. 
Thus, dearth episodes indicated by rye price spikes were both more frequent 
and more severe during the MM than before and after. According to Table 2, 
five of the twelve most severe price crises of the whole modern period occurred 
during the MM. In addition, the MM exhibits an excess in crisis years: With a 
total of seven dearth episodes (only 1685 and 1709/1710 do not figure among the 
twelve most severe crises), this 70-year period contains seventeen crisis years, 
while the 70 neighbouring years include four dearth episodes with only seven 
crisis years. Finally, the total cumulative percentage deviation above trend was 
638 percent during the MM period, but only 226 percent during the 70 neigh-
bouring years. The demographic evidence that increasingly becomes available 
from the second half of the seventeenth century qualifies the dearth episodes  
of this period as subsistence crises except for the crisis of 1685. For this latter 
case, reports concerning ergot poisoning and export bans provide qualitative 
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evidence of severe restrictions on access to food. The Maunder Minimum period 
implied that the preceding crises of the 1620s and 1630s, which were aggravated 
by plague epidemics, were followed by another eighty years of frequent and 
massive adverse shocks. The mid-seventeenth to early eighteenth century thus 
presents itself as a prime case of the economic effects of climate change in Ger-
man economic history. 

6.3 The Late Malthusian Disequilibrium (c. 1715 to early 1810s): 
High Vulnerability to Fewer Shocks  

The century preceding 1815 has been characterized as a demographic disequi-
librium because of a parallel decline of the death rate and the real wage; there 
was thus no long-term equilibrium relationship between the real wage and mor-
tality as implied by the Malthusian hypothesis of a positive check. The period 
also qualifies as late Malthusian because there was still a negative relationship 
between population and the real wage, whereas other elements of a Malthusian 
economy had vanished. Recall the early signs of an increase in total factor 
productivity in agriculture mentioned in Section 5.1.94 According to the evidence 
presented in Table 2, rye price crises were less frequent and less severe during 
this era than both before and after, and price volatility was relatively low 
(12.2 percent in 1716–1809). However, a salient feature of this period is that while 
the level of mortality fell, the death rate reacted much more strongly to fluctua-
tions of the real wage than in other European countries at the time.95 These fluc-
tuations were essentially driven by grain prices. The German population was 
thus highly vulnerable to adverse shocks in agricultural output. Whereas the 
frequency and severity of food shortages declined after the end of the Maunder 
Minimum, they continued to have dire economic consequences and caused 
immense human suffering; the food crisis of 1771/1772 is a prime example. 
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6.4 The Post-Malthusian Era (late 1810s to 1860s):  
High Food Price Volatility Combined with Decreasing 
Demographic Impact 

The period between the late 1810s and the 1860s qualifies as a post-Malthusian 
era for two reasons: First, the real wage remained stable and there was a pro-
gressive increase of the growth rate of real GDP per capita, despite a massive 
acceleration of population growth. The Malthusian effect of population growth 
that would dilute the resource endowment of labour was thus fully compen-
sated by forces that raised total factor productivity. Second, as already men-
tioned above, the death rate was largely insensitive to negative income shocks 
at the aggregate level; by the late 1810s, the Malthusian positive check had dis-
appeared in a short-term perspective as well.96 However, during the first part of 
the post-Malthusian era, rye price volatility surged to 21.2 percent for the years 
1810–1859 (19.7 percent for the years 1810-1871), that is, approximately the same 
level as during the Maunder Minimum period. In less than fifty years, there were 
four dearth episodes, three of which ranked among the top half of all food crises 
with respect to our severity indicator (see Tables 2 and B1). 

Two explanations stand out to account for the increase in the frequency and 
magnitude of food price spikes between the late 1810s and the 1860s. The first 
explanation pertains to climate. Apart from the early 1820s, when weather con-
ditions favoured grain farming (see the negative spike of real rye prices in 1824 
in Figure 4), most of the period was characterized by a high frequency of nega-
tive temperature anomalies. Conversely, the warming that took place in the 
1860s may have contributed to the decline of food price volatility in combina-
tion with globalization forces.97 

A second explanation points to the possibility that third market effects in-
creased grain price volatility between the late 1820s and the onset of the so-called 
European grain invasion in the 1860s.98 From the 1760s, the northern parts of 
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Germany had gradually emerged as an important supplier of grain to industrial-
izing Britain. The enactment of the Corn Laws in 1815 temporarily muted this 
trend, but their progressive dismantling between 1828 and 1846 led to a re-
newed increase of grain trade between Germany and Britain and to a narrowing 
of the price gap between English and Prussian grain markets. The rise of the 
trend component of the real rye price between the 1820s and the 1850s thus 
reflects an increase in both national and international demand. However, trade 
volumes were highly volatile: peaks were recorded in 1818, 1830, 1841 and in the 
late 1840s.99 Three of these peak years correspond with the food crisis years 
in our rye price series. This correspondence between food price crises and tem-
porary peaks of grain exports is consistent with views originally presented by 
George Grantham and Amartya Sen.  

Grantham, based on the work of Jean Meuvret, has argued that in a first stage 
of market integration, when trade costs were still high, long-distance trade of 
grain was intermittent and largely confined to periods of strong spatially asym-
metric shocks. Only when prices were very high in one place and low in another 
were price gaps large enough to cover trade costs.100 Sen highlighted the role of 
demand failure in food crises.101 In regions where agriculture was the prime 
source of employment, harvest failures also led to a decline of labour income 
among the lower class because fewer harvesters and threshers were needed. Be-
cause of the decline of local demand, more grain became available for being ex-
ported to regions where households depended less on agricultural output for their 
income. At least at a first glance, the views of Grantham and Sen are consistent 
with the pattern of food crises during the first part of the post-Malthusian era, 
that is, high volatilities of grain prices and grain exports as well as the concen-
tration of crisis-related mortality peaks in the north-eastern parts of the King-
dom of Prussia, which had specialized in export-oriented grain production.102 

However, the question remains: if Prussian export regions were suffering 
from serious food shortages, why did high food prices no longer lead to a mas-
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sive increase of mortality at the aggregate level between the late 1810s and 
1860s compared to the eighteenth century? Three factors were likely responsible 
for this phenomenon. First, in contrast to the international level, market inte-
gration within Germany may have reduced the occurrence of regional deficien-
cies in supply much better than before 1815. Market integration was promoted 
by territorial consolidation and trade reforms during the Napoleonic Wars, the 
formation of the customs union (Zollverein) in 1834, and infrastructure devel-
opment like paved roads construction (from the late 1810s) and railways (from 
the 1840s).103 Second, the spread of potato cultivation reduced food risk. Pota-
toes react differently to weather conditions than do cereals, so harvests of rye 
and potatoes are only moderately correlated. Consequently, the spread of potato 
cultivation complemented market integration with regard to diversifying sources 
of food supply.104 Finally, increasing state capacity and rising per capita income 
may have increased the volume and efficiency of food aid programmes imple-
mented by both public authorities and private associations.105 

In Germany, food crises ended in the late 1860s. This end of the historical 
pattern of food crises in the late 1860s is testified by the complete absence of a 
mortality response to the food price shock in 1867. Two reasons most likely 
account for the heightened resilience with respect to adverse shocks in agricul-
tural output around this time. First, the progress of industrialization decreased 
the dependence of household incomes on agricultural output, which stabilized 
domestic food demand. Household survey data for industrial workers from 
1888/1890 show how industrial incomes contributed to cover the costs of the 
required nutritional intake. However, German workers still had a low nutritional 
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intake and faced a nutritional gap compared to the USA; consequently, signifi-
cant welfare gains continued to make emigration attractive.106  

Second, and notwithstanding rising agricultural protectionism from the 
1880s, the globalization of grain markets allowed meeting the food demand of 
industrial workers through international markets. This is evidenced by the fact 
that Germany, after having been a net exporter of grain for many years (including 
the crisis years of the mid-1850s), showed a surplus of grain imports over grain 
exports in 1867 and 1868; over the following decade, Germany turned from an 
exporter to an importer of grain around 1870.107 

7 Conclusion 

This study is the first to establish a chronology of food crises in Germany from 
the sixteenth century to the 1860s based on a standard methodology to detect 
cycles in commodity prices. To this end, we developed several variants of an 
aggregate rye price series, deflated it by a consumer price index and decom-
posed it in trend and cyclical components using the Butterworth filter. The es-
timated trend stabilized from about 1700 onwards despite rapid population 
growth, which suggests that Malthusian forces lost their power much earlier 
than posited by earlier research.  

We identify 24 food crises between the 1550s and 1860s, in which the cycli-
cal component exceeds the trend component by 20 percent or more. 15 of these 
crises extended over multiple years and the three most serious crises (measured 
by the cumulative deviation from trend during the crises) were in the years 1816, 
1661, and 1649.  

Viewing all 24 food crises from an aggregate perspective suggests four dis-
tinct food crisis regimes driven by climate change and economic forces, which 
impacted on the extent of price volatility and the vulnerability of demographic 
variables to price shocks. In the first regime, which lasted from c. 1540 to 1645, 
population growth resulted in rising demand that faced a constrained supply 
because of adverse climate change. Whereas this period featured on average 
high price levels combined with low volatility, the reverse is true for the regime 
prevailing during the Maunder Minimum (c. 1645–1715). The latter was followed 
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by a late Malthusian disequilibrium that lasted until the early 1810s and fea-
tured fewer shocks than the period of the Maunder Minimum, but demographic 
vulnerability with respect to spikes in food prices was still high. Grain price 
volatility increased again during the Post-Malthusian era (late 1810s to 1860s) 
but the demographic impact of food crises at the aggregate level decreased. 
Among these regimes, the Maunder Minimum stands out with regard to both 
frequency and severity of food crises. While this is a new result, at least in part 
this might be related to the applied method, because trend-cycle decomposition 
focuses on the deviation from trend irrespective of price level, which may 
downplay the severity of crises during the first regime (characterized by high price 
levels, low income and comparably small shocks). Unfortunately, we mostly lack 
the demographic data for the first two regimes to classify the food crises as full-
fledged famines with excess mortality; more detailed mortality information could 
contribute to assess the relative weight of these two regimes.  

Future research will have to test econometrically whether the Maunder Min-
imum regime went hand-in-hand with structural breaks in the behaviour of 
grain price series. Furthermore, the contrast between the increased amplitude of 
grain price variations and the weak response of mortality to spikes in the grain 
prices in the four decades after 1815 calls for further enquiry. Specifically, an in-
depth analysis of this phenomenon will have to explore the relevance and rela-
tive weight of agricultural development, structural change resulting from indus-
trialization, international trade, and the increasing state capacity in accounting 
for the disappearance of famine-related mortality. 

8 Appendix A: Choice and Specification of Filter 

Choice of Filter
Earlier research using grain prices to detect food crises applied the MA and the 
HP filter (cf. section 4). However, both filters have serious disadvantages. The 
trend estimate from a symmetric MA filter is by construction shorter at both 
ends of the sample, because leads or lags of the underlying time series are not 
available. Use of the HP filter has been discouraged by Hamilton.108  

The CF filter used in the literature on commodity prices is a bandpass filter, 
that is, it targets a range of frequencies, which pass the filter while the other 
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ones do not. This filter can also be used as a high-pass filter if the minimum 
period is set to 2. In its baseline version, the CF filter assumes series that are 
integrated of order 1; nevertheless, it can also be applied to stationary time se-
ries.109 The price series we analyse turn out to be stationary or trend-stationary 
depending on the specification of the price series and the test chosen (Table A1). 

Tab. A1: Time series properties of aggregate real rye price. 

Phillips-Perron test KPSS test

Sample real log(real) real
(level)

real
(trend)

log(real)
(level)

log(real) 
(trend) 

Unbalanced  <0.01 <0.01 >0.1 0.0397 >0.1 0.0345 
Stable  <0.01 <0.01 0.0246 >0.1 0.023 >0.1 
Geographically 
stable  

<0.01 <0.01 <0.01 >0.1 <0.01 >0.1 

Note: p-values for corresponding tests on real price or logged real price. Type of null hypothe-
sis for Kwiatkowski-Phillips-Schmidt-Shin (KPSS)-test in brackets, e.g., ‘trend’ corresponds to 
‘trend stationarity’. 

The BW filter developed by Stephen Pollock can be implemented as a low-pass 
or as a high-pass filter (only low or high frequencies pass the filter); it is appli-
cable to both stationary series and series with a unit root.110 Thus, both filters 
can be used to achieve our aim of isolating the cyclical component as an indica-
tor of food crises. Compared to the CF filter, the additional advantage of the BW 
filter is that it does not alter the frequencies in the passband (the gain of the 
filter is unity) except around the cut-off frequency.111 

Specification of the BW Filter
The choice of a periodicity of 20 years is justified on two grounds: previous 
research and the periodogram of the detrended data. In view of potential long-
run cycles, the literature on commodity prices decomposes the latter in three 
components using the CF filter: a long-run trend with periodicities larger than 
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70 years, medium-run cycles with a duration of 20 to 70 years, and short-run 
cycles below 20 years.112 Medium-run cycles are often driven by demand and are 
followed by a supply response. In our context, demand for rye would increase 
with demographic expansion, and the supply response could result from in-
creased specialization (as a result of market integration or learning-by-doing) 
and/or land expansion. These arguments also answer the question of what 
drives the long-run trend; the difference between long-run trend and medium-
run cycle is mostly about how long it takes for these structural adjustment pro-
cesses to unfold. In view of food crises, our aim is to identify the short-run com-
ponent, not the medium-run cycles.  

Furthermore, much lower cut-offs, for example, in the range of three to five 
years such as used for the analysis of modern business cycles, are at odds with 
empirical results on pre-industrial grain prices. Spectral analysis of historical 
rye price series for Germany found cycles with a length of up to 13 and 10 years, 
respectively. An investigation into European grain prices has established perio-
dicities of 5 and 16 years.113 The associated price fluctuations should be part of 
the cyclical component and justify the choice of a longer cut-off periodicity.  

In addition, as advised by Pollock, we inspected the periodogram to find 
frequencies that occur seldom in the data.114 These frequencies form a natural 
criterion for the choice of the cut-off frequency of the filter. The periodogram of 
the linearly detrended natural logarithm of the real price for our preferred sample, 
the geographically stable sample, exhibits low spectral density between approxi-
mately 8 and 21 degrees, see Appendix Figure A1. These values correspond to a 
period of P=360°/8°=45 years (frequency f=1/45) and P=360°/21°=17.14 years (fre-
quency f=1/17.14). Our cut-off frequency of f=1/20 corresponds to 360°/20=18°.115 

In our robustness checks, we consider two alternative cut-offs. The cut-offs 
can be justified with another lower bound of the medium-run cycle of commodi-
ty prices, which is used less often in the literature (P=30). In addition, P=60 can 
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be regarded as the upper bound of the medium-run cycle that falls in between 
the values of 50 and 70 years, which are mentioned in the literature.116 

Next to the cut-off frequency, the filter requires the choice of the order, 
which we set to 4 in our baseline specification. A higher order potentially im-
proves the transition from the passband to the stopband of the filter (cleaner 
separation of frequencies); however, it increases the complexity of the filter and 
comes at the cost of potential numerical instability. If the cut-off frequency is 
lower than the mid-point of 1/2 π (as in our case: the angular frequency corre-
sponding to f =1/20 is 𝜔 =2 π f =2 π 1/20 = 1/10 π), higher values of the filter’s 
order become less important and lower orders suffice to separate the frequen-
cies.117 In our robustness checks, we also keep the order of the filter at 4 for the 
cut-off frequency of 1/30 but reduce it to 2 for f=1/60.  

Fig. A1: Periodogram of linearly detrended logarithm of aggregate real rye price, 1543–1871. 
Note: real rye price based on geographically stable sample.  
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Specification of CF Filter in Robustness Check 
To implement the CF filter, we linearly detrend log(Rt) and use the residual, 
because the filter cannot be applied to trending series (cf. the trend shown in 
panel (b) Figure 3). To use the CF filter as a high-pass filter, we specify the min-
imum period as 2 and the maximum period as 20.118 
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