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A B S T R A C T

The ongoing digital transformation is fundamentally reshaping the
landscape of medical education. Mixed Reality (MR) technologies
contribute significantly to these advancements by introducing immer-
sive simulations that enhance user engagement and learning outco-
mes. However, designing such systems for educational purposes in-
volves addressing interdisciplinary challenges. A crucial aspect of this
process is understanding students’ needs and the pedagogical frame-
work while integrating technological considerations. Therefore, the
overarching question in this thesis is: How can immersive experiences
be designed to enrich medical education?

The first part of this work addresses the design of virtual environ-
ments by exploring the impact of visual and interactive fidelity in
medical task simulations. This investigation provides a practical fra-
mework for balancing realism, development effort, and user needs.
The findings indicate that higher fidelity enhances the user experi-
ence, while no significant differences in task performance were obser-
ved across the selected interaction modalities.

The second part focuses on the field of anatomical education and
introduces a fully immersive virtual environment designed to foster
individual knowledge construction. Through interdisciplinary colla-
boration, a system was developed that leverages natural hand inter-
action to enhance understanding of embryonic heart development.
The results indicate that effective visualizations in MR must strike a
balance between simplicity and sufficient contextual detail, while in-
teractions should cater to varying levels of user expertise and spatial
reasoning. Furthermore, when this application was used as a supple-
mentary learning tool during exam preparation by medical students,
it demonstrated a measurable knowledge gain.

Building on these insights, the third part focuses on the develop-
ment of collaborative approaches across different MR systems and
compares them to individual learning applications. The study conclu-
ded that there were no significant differences in educational outcomes
between individual learning environments and collaborative setups,
as both effectively supported knowledge acquisition for embryonic
heart development. While individual environments facilitated lear-
ning with greater user control, collaborative approaches enhanced
social presence and teamwork dynamics.

The final part extends the focus to advanced practical training in
the context of liver surgery. A cross-modality MR-based platform was
developed to explore different modalities and learning approaches
using curated clinical use cases. A study involving teachers and stu-
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dents demonstrated the potential of this cross-modality system to ef-
fectively support both collaborative and explorative learning in liver
surgery education.

This thesis explores how user-centered principles can guide the de-
sign of MR systems for medical education, addressing technical and
pedagogical challenges through varied technologies, learning approa-
ches, and interaction principles. It further advances understanding by
examining human-computer interaction methods and interaction de-
sign decisions to improve MR-based educational tools.
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Z U S A M M E N FA S S U N G

Die fortschreitende digitale Transformation verändert die Land-
schaft der medizinischen Ausbildung grundlegend. Mixed-Reality-
Technologien (MR) tragen wesentlich zu diesen Fortschritten bei, in-
dem sie immersive Simulationen ermöglichen, die sowohl die Mo-
tivation der Lernenden erhöhen als auch das Lernen verbessern.
Die Entwicklung solcher Systeme erfordert jedoch die Bewältigung
interdisziplinärer Herausforderungen. Ein zentraler Aspekt dabei
ist das Verständnis der Bedürfnisse von Lernenden und der päd-
agogischen Rahmenbedingungen, während gleichzeitig technologis-
che Überlegungen einbezogen werden müssen. Die zentrale Fragestel-
lung dieser Arbeit lautet daher: Wie können immersive Erlebnisse
gestaltet werden, um die medizinische Ausbildung zu bereichern?

Der erste Teil dieser Arbeit beschäftigt sich mit der Gestaltung
virtueller Umgebungen, indem der Einfluss visueller und interaktiver
Qualitäten in medizinischen Aufgabensimulationen untersucht wird.
Diese Untersuchung liefert einen praxisorientierten Rahmen, um Re-
alismus, Entwicklungsaufwand und Benutzerbedürfnisse in Einklang
zu bringen. Die Ergebnisse zeigen, dass eine höhere visuelle Qualität
die Nutzererfahrung verbessert, während bei den gewählten Interak-
tionsmodalitäten keine signifikanten Unterschiede in der Aufgaben-
leistung festgestellt wurden.

Der zweite Teil konzentriert sich auf den Bereich der anatomischen
Ausbildung und stellt eine vollständig immersive virtuelle Umge-
bung vor, die darauf ausgelegt ist, individuelle Wissensbildung zu
fördern. In einer interdisziplinären Zusammenarbeit wurde ein Sys-
tem entwickelt, das natürliche Interaktionen nutzt, um das Verständ-
nis der embryonalen Herzentwicklung zu verbessern. Die Ergeb-
nisse zeigen, dass effektive Visualisierungen in MR ein Gleichgewicht
zwischen Einfachheit und ausreichendem kontextuellem Detail
finden müssen, während die Interaktionen auf unterschiedliche
Kompetenzstufen und räumliches Vorstellungsvermögen der Nutzer
abgestimmt sein sollten. Darüber hinaus wurde bei der Verwen-
dung dieses Systems als unterstützendes Lernwerkzeug während
der Prüfungsphase von Medizinstudierenden ein messbarer Wis-
senszuwachs festgestellt.

Aufbauend auf diesen Erkenntnissen befasst sich der dritte Teil
mit der Entwicklung kollaborativer Ansätze auf verschiedenen MR-
Systemen und vergleicht diese mit individuellen Lernanwendun-
gen. Die Studie ergab keine signifikanten Unterschiede in den Lern-
ergebnissen zwischen individuellen Lernumgebungen und kollabo-
rativen Ansätzen, jedoch unterstützten beide effektiv die Wissensver-
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mittlung zur embryonalen Herzentwicklung. Während individuelle
Umgebungen das Lernen durch mehr Benutzerkontrolle erleichterten,
verbesserten kollaborative Ansätze die soziale Interaktion und die
Teamdynamik.

Der abschließende Teil erweitert den Fokus auf einen fortgeschrit-
tenen Ausbildungszweig im Kontext der Leberchirurgie. Eine plat-
tformübergreifende MR-basierte Anwendung wurde entwickelt, um
verschiedene Modalitäten und Lernansätze mithilfe kuratierter klinis-
cher Anwendungsfälle zu erforschen. Eine Studie mit Lehrenden und
Studierenden zeigte das Potenzial dieses plattformübergreifenden
Systems, um sowohl kollaboratives als auch exploratives Lernen in
der Leberchirurgie-Ausbildung effektiv zu unterstützen.

Diese Arbeit untersucht, wie nutzerzentrierte Prinzipien die Gestal-
tung von MR-Systemen für die medizinische Ausbildung leiten kön-
nen, indem technische und pädagogische Herausforderungen durch
unterschiedliche Technologien, Lernansätze und Interaktionsprinzip-
ien adressiert werden. Sie erweitert das Verständnis, indem Metho-
den und Interaktionsdesign-Entscheidungen analysiert werden, um
MR-basierte Systeme für die medizinische Ausbildung zu verbessern.
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1
I N T R O D U C T I O N

introduction

synopsis This introduction outlines the motivation behind this thesis,
formulates the guiding research questions, and provides a comprehensive
overview of its structure.
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1.1 motivation

How can immersive experiences be designed to enrich medical education?
This is the guiding question of this thesis. To begin, I would like to
share a personal motivation that has driven me throughout this work.
From the start of my doctoral studies, I have been inspired by the
prospect of creating systems that support those who dedicate their
lives to helping others: healthcare professionals.

To truly support them, improving their education might be a vi-
tal step. This thesis focuses on addressing the challenges involved in
integrating Mixed Reality (MR) into medical education. While MR can-
not replace traditional methods, this work seeks to demonstrate how
these technologies can be utilized as complementary tools to enhance
the learning process. Therefore, equally compelling is the scientific
motivation underpinning this work: to explore and advance systems
that bridge technology and pedagogy, ultimately enriching learning
experiences and improving educational outcomes.

The ongoing digital transformation is already reshaping the land-
scape of medical education [64]. The growing field of “Digital
Health” encompasses a broad spectrum of technologies, including
MR, Artificial Intelligence (AI), robotics in surgery, and various digital
health applications. These innovations are expanding the possibilities
of medical education, from enhanced anatomical understanding to
improved medical skill training, while minimizing patient risks [213,
214, 231]. MR technologies add a new dimension to these advance-
ments, offering immersive simulations that enable repeated practice
without ethical dilemmas, significantly improving the comprehension
of complex spatial relationships and boosting learner engagement
and performance outcomes [91, 102, 296].

However, designing MR systems for education also entails interdis-
ciplinary challenges. As Drey [74] highlights, “The obstacles such re-
search has to overcome are further interdisciplinary, as interaction the-
ory driven by Human-Computer Interaction (HCI) strongly influences
the MR learning environment’s design and, consequently, learning
outcomes.” Moreover, a crucial aspect of creating impactful systems
is a deep understanding of user needs. As an interaction designer,
this one aspect has always been paramount to me: engaging directly
with people—in this case, the potential users of these systems—to un-
cover their genuine needs. This commitment to understanding user
needs is at the core of the Human-Centered Design (HCD) approach
employed in this thesis. It serves as the foundational methodology
for addressing the guiding question and for developing meaningful,
learner- and teacher-centered solutions that bridge the gap between
technology and pedagogy.

Ultimately, this thesis is shaped by the motivation to create MR-
based systems that enhance the education of healthcare professionals
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while addressing the scientific challenge of advancing medical educa-
tion through user-centered approaches.

1.2 research questions

To address the challenges of integrating MR systems into medical edu-
cation, this thesis is guided by a series of research questions, explored
through seven distinct experiments. The initial step involved identi-
fying components that play a crucial role in the design of Virtual
Environments (VEs). For this purpose, a medical task simulation was
developed to investigate the effects of visual and interaction fidelity
in MR. This effort led to the following research question:

RQ1 | What are the critical visual and interaction fidelity factors
that contribute to creating engaging and effective medical task simu-
lations in MR?

Subsequently, the focus shifted to identifying a specific application
for medical education. This thesis emphasizes anatomical education,
with a particular problem space defined around embryonic heart de-
velopment. An Individual Learning Environment (ILE) tailored for
this purpose was developed, resulting in the following research ques-
tion:

RQ2 | How can suitable visualizations and interactions in MR be
designed to effectively represent embryonic heart development?

Following this, an investigation was conducted to determine
whether the use of this ILE, tailored for understanding embryonic
heart development, has a measurable effect on learning outcomes and
influential factors. This inquiry led to the next research question:

RQ3 | Are there measurable learning effects when using MR to un-
derstand embryonic heart development, and which factors influence
these outcomes?

Given the motivation to explore various technical and pedagogical
approaches, the development of a Collaborative Learning Environ-
ment (CLE) became a priority. This effort required examining how
collaborative approaches could be technically implemented and ped-
agogically integrated from the perspective of educators. This gave rise
to the following research question:

RQ4 | What are the technical and pedagogical requirements for a
collaborative MR-based system to effectively support the learning of
embryonic heart development?

Building on these insights into feasibility, the next step was to de-
termine how the CLE could be practically integrated into medical
training. This was explored through a simulated anatomy seminar,
resulting in the following research question:
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RQ5 | How can a collaborative MR-based learning environment
for understanding embryonic heart development be effectively inte-
grated into an anatomy seminar setting?

To address a gap in the literature, which lacks direct comparisons
of ILEs and CLEs for anatomy education within MR-based learning en-
vironments, two distinct Virtual Learning Environments (VLEs) were
developed. This effort aimed to answer the following research ques-
tion:

RQ6 | How do individual and collaborative MR-based learning en-
vironments differ in supporting educational outcomes for embryonic
heart development?

Finally, while this thesis predominantly focuses on foundational
anatomy education (e.g., embryonic heart development), it extends to
advanced practical training in the context of liver surgery. To explore
this, a cross-modality MR-based platform was developed to investi-
gate different modalities and address the following research question:

RQ7 | What design principles can enhance collaborative MR envi-
ronments for advanced medical training, specifically in liver anatomy
education, by integrating real clinical cases and accommodating vary-
ing levels of immersion?

1.3 research contribution

This thesis contributes to the understanding of how HCD principles
can be effectively applied in the design of MR systems for medical edu-
cation. It provides insights into technical challenges by exploring vari-
ous technologies, visualization techniques, and interaction principles,
while also addressing pedagogical challenges through the examina-
tion of different learning approaches. Additionally, the thesis delves
into the use of HCI research methods, accompanied by comprehen-
sive system descriptions. By discussing interaction design decisions,
it aims to advance the understanding and development of MR-based
medical educational applications.

This dissertation describes and discusses the findings of seven
peer-reviewed publications, referenced as Core contributions [Core1]
- [Core7], which are incorporated into this thesis through seven dis-
tinct experiments. These works have been published in conference
proceedings and journals and were presented at international confer-
ences, including ACM VRST, IEEE VR, IEEE ISMAR, and EG VCBM.
Among these, one article [Core6] was published in the journal TVCG,
and another [Core3] was under review at a journal at the time of
submission. Two additional papers [Core2, Core4], while represent-
ing smaller contributions as a poster and a short paper respectively,
served as foundational research leading to the outcomes presented in
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[Core1]. These smaller works are integral links in the iterative overall
process of this dissertation.

Research is inherently collaborative, and I would like to empha-
size that the Core publications included in this thesis are the result of
teamwork among all contributing authors. To ensure better readabil-
ity and seamless integration into the overall flow of this dissertation,
the content is primarily presented in a passive voice.

Beyond the contributions central to this thesis, my PhD journey
encompassed additional scientific projects that significantly shaped
my research direction. While not all of these works align directly
with the focus of this dissertation, they have been influential and are
documented as Further contributions [Further1] - [Further14]. These
include both first-authored and co-authored publications in confer-
ence proceedings and journals, as well as presentations at interna-
tional and national conferences, such as ACM NordiCHI, Computers
& Graphics, and Current Directions in Biomedical Engineering.

1.4 thesis structure

This dissertation is structured as follows:

• Chapter 2 discusses the conceptual and technological founda-
tions of MR systems and VE, focusing on their specific require-
ments and challenges. Building on this, it delves into the peda-
gogical background, translating relevant learning theories into
practical requirements. Additionally, the chapter highlights the
core aspect of this thesis: the application of MR in medical ed-
ucation, particularly in anatomical training. Finally, it outlines
fundamental approaches and methods to effectively address the
identified challenges.

• Chapter 3 provides an overview of related work in medical edu-
cation and medical simulations, focusing on the impact of ma-
nipulating visual and interaction fidelity in VEs, exploring dif-
ferent didactic approaches such as collaborative settings, and
examining the use of MR technologies in anatomy education. It
also highlights two distinct focal areas examined in this thesis:
the development of the embryonic heart and the training for
liver surgery.

• Chapter 4 investigates the effects of various levels of fidelity
in MR, focusing on user performance, User Experience (UX),
and Presence in medical task simulations. It examines how dif-
ferent degrees of Visual Fidelity (VF) and Interaction Modali-
tys (IMs) replicate real-world interactions. The presented exper-
iment evaluates these aspects to establish design guidelines for
future MR-based medical training tools, emphasizing the nu-
anced impact of realism on user engagement and performance.
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The chapter concludes with an outlook, outlining plans for fur-
ther development of these methods.

• Chapter 5 introduces a VLE aimed at supporting early stage med-
ical education, helping students better understand the dynamic
morphological changes that occur during embryonic heart de-
velopment. The VLE seeks to make these complex processes
more accessible. The chapter begins with an overview of the
medical background, current teaching methods, and the transi-
tion to Four-dimensional (4D) heart models, followed by a user
study. A subsequent experiment further develops the applica-
tion and methods, assessing its effectiveness and investigating
questions related to its impact on learning outcomes and influ-
ential factors in MRs system characteristics.

• Chapter 6 presents the iterative development of a collaborative
MRs-based learning system, shaped by the requirements of both
experts and students. Through three interlinked experiments,
the potential integration of a VLEs into concrete anatomical train-
ing scenarios is explored. This culminates in a comparison of
different didactic approaches within a shared VLEs, aimed at ex-
amining their effectiveness in enhancing teaching and learning
outcomes.

• Chapter 7 presents the development of a collaborative and
cross-modal learning MRs platform designed as a tool for liver
anatomy education. With support from surgeons, curated clin-
ical use cases were implemented into diverse MRs approaches,
and various teaching and learning scenarios were explored.

• Finally, Chapter 8 summarizes the findings of this thesis by ad-
dressing the research questions posed at the beginning and
throughout the individual experiments. Furthermore, it dis-
cusses limitations and highlights directions for future research.

A video demonstration of the applications described in this thesis
is provided in the Appendix (see Section 9.1).
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B A C K G R O U N D

background

synopsis How can MR be integrated within the medical context, and
what requirements and challenges does this entail? To shed light on these
questions, this chapter will first discuss the conceptual and technological
foundations of mixed reality systems and virtual environemnts. Building on
this, it will address the educational background and translate relevant learn-
ing theories into practical requirements. Furthermore, the focus will shift to
the core aspect of this work: the use of MR in medical education and train-
ing, particularly with regard to anatomical education. Finally, foundational
approaches and methods will be explored to address the aforementioned chal-
lenges effectively.
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about this chapter Selected passages in this section draw
on previously published peer-reviewed work by the author included
in the Core publications ([Core1] - [Core7]). These passages have
been adapted and incorporated to provide a coherent and comprehen-
sive background for the related work discussed in this chapter. Reuse
of content complies with the respective publishers’ policies: articles
published by IEEE are reused with permission in accordance with
IEEE’s thesis reuse policy; open access publications under Creative
Commons licenses are reused in compliance with CC BY 4.0; the Else-
vier article is reused in accordance with Elsevier’s thesis reuse policy;
and the ACM article is reused in accordance with ACM’s open access
guidelines.

2.1 introduction to mixed reality

This section aims to clarify definitions, introduce relevant theories,
and outline key technologies within the MR landscape.

2.1.1 A kind of taxonomy

As philosophers might say, "The beginning of wisdom is the defini-
tion of terms." But defining a term or concept that lacks clear con-
sensus within the HCI research community, or is often open to varied
interpretations, can be confusing and challenging. Nevertheless, in
this thesis, I will primarily use the term MR for the theories and tech-
nologies discussed. My rationale for this choice is outlined below.

the classic definition When searching recent literature for a
definition of MR, a wide range of interpretations emerges [165, 179,
190, 221, 287]. Looking back several years, one of the most widely
cited and recognized taxonomies in the research community is the
understanding of MR as part of a continuum—the Reality-Virtuality
Continuum (RVC) introduced by Milgram and Kishino in 1994 [177].
In their paper, this continuum is defined by two extremes: at one end,
the real environment, which “consists solely of real objects,” and at
the other, the VE, which “consists solely of virtual objects.” Every-
thing in between—blending real and virtual elements, though not
including these endpoints—is considered MR [274]. Figure 1 shows a
schematic representation of this concept, which contains an extension
that will be explained in the course of this section.

Milgram and Kishino elaborate that “within this [reality-virtuality]
framework it is straightforward to define a generic MR environment
as one in which real world and virtual world objects are presented
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Mixed Reality

Real
Environment

Augmented
Reality

Augmented
Virtuality

External
Virtual

Environment

„Matrix-like“
Virtual

Environment
Reality-Virtuality Continuum

Figure 1: Adapted illustration of Milgram and Kishino’s reality-virtuality
continuum [177] (■) with an extension based on the revised ver-
sion by Skarbez et al. [274] (■). Skarbez adds the term "external" to
the VE as used by Milgram, and labels the final stage as Matrix-like
VR, which is also indicated in italics. Licensed under CC BY 4.0.

together within a single display” [177]. Skarbez et al. expand on this,
interpreting MR as “any display (interpreted broadly) that presents a
combination of real and virtual objects that are perceived at the same
time” [274]. They suggest that this combination of real and virtual
can be achieved in various ways, such as overlaying virtual objects on
the real world with optical- or Video-See-Through (VST) displays, or
incorporating real-world content into a virtual world via embedded
live video or tracked haptic objects.

Between the extremes of the RVC, there are two main gradations of
MR, which vary depending on the amount of virtual content that is
added or removed. When a predominantly real environment is sup-
plemented by some virtual elements, such systems are typically re-
ferred to as Augmented Reality (AR), as the quantity of real content
exceeds that of virtual objects. If the opposite is the case—“either
completely immersive, partially immersive, or otherwise, to which
some amount of (video or texture mapped) “reality“ has been added”
[178]—the term Augmented Virtuality (AV) is used. According to this
definition, Virtual Reality (VR) is not part of MR but is represented as
the “Virtual Environment“ anchor at the end of the continuum, de-
scribing an interface that contains no real content. AR, on the other
hand, is considered a subtype of MR.

the gradations Beyond this understanding, researchers have
sought to define the individual terms AR and VR more specifically.
The most widely recognized definition of AR, also used in textbooks
[70, 247], comes from Azuma, who describes AR as “systems that have
the following three characteristics: combines real and virtual; interac-
tive in real time; registered in 3D“ [16]. The goal of AR, therefore, is
not only to merge reality with virtual components but also to create
content that can be precisely aligned with the real world through
geometric registration. Additionally, the virtual overlay should be
capable of adapting to changes in the environment. Definitions of
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VR, on the other hand, are often less precise. Example definitions,
referenced by Doerner et al. [70], include: “VR refers to the use of
three-dimensional displays and interaction devices to explore real-
time computer-generated environments“ (Steve Bryson, Call for Par-
ticipation, 1993 IEEE Symposium on Research Frontiers in Virtual
Reality) and “Virtual Reality refers to immersive, interactive, multi-
sensory, viewer-centered, three-dimensional computer-generated en-
vironments and the combination of technologies required to build
these environments“ (Carolina Cruz-Neira, SIGGRAPH ’93 Course
Notes, Virtual Reality Overview). In these definitions, the concepts of
interaction and real-time are central. The use of Three-dimensional
(3D) displays and interaction devices further distinguishes VR from
other computer-generated environments, such as simulations and
games.

Although these definitions and taxonomies are over two decades
old, they remain valid to this day. Skarbez et al. support the "clas-
sic" definition of MR and advocate for the continued use of this term,
adding, “Instead of requiring that real and virtual objects be com-
bined within a single display, we propose that real and virtual objects
and stimuli could be combined within a single percept“ [274]. They
argue that MR should encompass everything traditionally referred to
as VR [274] and that the RVC is, in fact, discontinuous, as the end-
point of “virtual reality“ is practically unattainable. In their opinion
paper, It Is Time to Let Go of “Virtual Reality”, they further support
this view by stating, “Every so-called “virtual reality” experience is
actually a mixture of virtual (most commonly computer-generated
visual and auditory stimuli, but other sensory modalities are also
employed) and real (for example, the sensation of the floor under
one’s feet, the feeling that gravity is down), and hence, mixed real-
ity.“[275]. Despite advancing technology and the fact that most prior
definitions focused primarily on visual cues and simulations—while
modern MR technologies engage more than just visual perception—a
truly fully immersive environment remains unattainable with current
technology, as our senses would need to be entirely overwritten. Con-
sequently, Skarbez et al. [274] proposed viewing the virtuality anchor
of the continuum as a universal “matrix-like“ VE—one that cannot yet
be achieved with today’s technology. They consider traditional VR to
be “external virtual environments“ and part of MR, as this technol-
ogy cannot manipulate interoceptive senses, such as proprioception.
Figure 1 shows the revised version of the RVC, illustrating that clas-
sic VR remains part of MR. Similarly, Wienrich et al. [323] proposed a
modification to the RVC, suggesting that the distinction between AR

and AV should not rely solely on which content occupies more screen
space. Instead, they argue that whether reality or virtuality is aug-
mented depends on the referential influence of the relevant real and
virtual elements.
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meta definitions The term eXtended Reality (XR) is often used
as an umbrella term for both VR and MR, thus encompassing all pre-
viously described concepts as well [70]. Further definitions frame this
within the realm of Mediated Reality: an overarching concept that in-
fluences real-world perception by adding or removing information in
real time [164]. This manipulation is typically achieved through elec-
tronic devices such as smartphones or headsets, which act as visual
filters or overlays on the real world. When information is intention-
ally removed to manipulate perception of reality, it is referred to as
Diminished Reality [165].

Another emerging term in the research community is Cross Reality,
which refers to systems that enable seamless integration and smooth
transitions across gradients on the RVC [14, 169, 260, 269, 312]. In
this context, Transitional Interfaces are also discussed—systems that
can be seamlessly integrated as usable, consistent, and coherent user
interfaces from various locations within a shared physical space [123].

Additional terms that have gained traction in recent years, par-
ticularly in the consumer sector through commercial manufacturers
like Apple’s Vision Pro1 and Meta’s Quest HMDs2, include Metaverse
and Spatial Computing. Simon Greenwold first defined Spatial Com-
puting in 2003 as “human interaction with a machine in which the
machine retains and manipulates referents to real objects and spaces”
[97]. Expanding on this, Spatial Computing facilitates the digitization
of real-world objects, enables interactions between sensors, and en-
hances the digital representation of the physical world. This process
integrates spatial mapping to validate tracking and enables seam-
less interaction between users and objects across physical and dig-
ital realms, ultimately creating an interconnected experience where
digital and physical elements interact cohesively [19]. The Metaverse
is a post-real universe—a persistent, continuous multi-user environ-
ment where physical reality and digital virtuality merge. It relies on
technologies that facilitate multisensory interactions with VEs, digital
objects, and other people, emphasizing connected social experiences
within a shared digital space [188].

2.1.2 Perceptual Constructs in MR Systems

To evaluate a user’s experience in VEs, a variety of subjective con-
structs have been proposed in the literature [272, 274]. One of the
most prevalent—and perhaps most significant is Presence, which de-
scribes the sense of "being there" within VEs [25]. Presence is often
defined as the sensation of being in a computer-generated world or
a mediated environment [73, 281, 289, 329]. It refers to the subjective
experience of being in another space or location, even though one is

1 Apple Inc.: https://www.apple.com/apple-vision-pro/
2 Meta Inc.: https://www.meta.com/quest/

https://www.apple.com/apple-vision-pro/
https://www.meta.com/quest/
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physically elsewhere [317]. Presence can be divided into two main di-
mensions: Being There, which describes the sensation of actually being
at a specific location, and Perceived Realism, the perception of coher-
ence and reality within the VE. The latter dimension is increasingly
seen as crucial for enhancing the overall Sense of Presence [316]. Pres-
ence also includes three primary subcategories, as originally proposed
by Lee (2004) and later summarized by Oh, Bailenson, and Welch in
their systematic review (2018) [150, 194]:

• Telepresence (spatial presence) is defined by Steuer as “the extent
to which one feels present in the mediated environment rather
than in the immediate physical environment” [289] and refers
to the vividness with which a user perceives the spatial qual-
ities of the VE. When telepresence is strongly felt, individuals
may lose awareness that their experiences are being mediated
by technology [157].

• Self-presence is described by Aymerich-Franch et al. as “the ex-
tent to which the “virtual self is experienced as the actual self”
[15]. Unlike telepresence, self-presence does not focus on the
vividness of the environment but rather on the connection the
user feels to their virtual body, emotions, or identity [220].

• Social Presence, or Co-presence (CP), is described by Biocca et
al. as “the sense of being with another” [27] and is influenced
by the ease with which a user perceives the intentions and sen-
sory cues of others [26]. Unlike the first two subcategories, Social
Presence requires a co-present entity that feels sentient, allowing
users to experience others as social beings rather than artificial
entities [151].

Immersion refers to the objective level of sensory fidelity provided
by an MR system [276], while Presence is the user’s subjective psycho-
logical reaction to engaging with that system [24]. Wilkinson summa-
rizes this distinction as: “Presence is an experiential quality within
VEs, whereas immersion pertains to the technical attributes of a vir-
tual system that facilitate the user’s Sense of Presence” [328]. Thus,
presence relies on the system’s immersion capabilities (such as inter-
action options, tracking accuracy, graphical resolution, etc.) [316], and
the degree to which users "steps inside" a VE can vary based on the
application. This experience is also influenced by the extent to which
the physical environment remains perceptible [202, 222].

According to Slater, immersive experiences primarily engage the
perceptual system rather than the cognitive one. While the senses re-
act directly and automatically to virtual stimuli and environmental
dynamics, it is only upon reflection that the cognitive system recog-
nizes the artificial nature of the experience [278]. Slater et al. also dis-
tinguish between the “Place Illusion“, the user’s feeling of being in
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the location shown, and the “Plausibility Illusion“, the feeling that ac-
tions are taking place [277]. When the “Place Illusion“ and the “Plau-
sibility Illusion“ are created in the best possible way, a parallel reality
to the real world can be created [279], resulting in high subjectively-
perceived “realism“ for the user of a VR application [128].

2.1.3 Terminology Clarifications for this thesis

This section does not cover all relevant terms, as the vast array of
theories and taxonomies reflects the ongoing scientific debate and
underscores the inherent complexity of defining terminology in this
field. In summary, establishing a universally accepted definition of all
these terms will become increasingly challenging as new technologi-
cal advancements emerge. Eventually, technology may progress to a
point where distinctions are no longer made, and what constitutes
MR will largely depend on the context [287]. Since these technologies
were not available at the time of this thesis’s submission, I will use
the term MR in reference to the approaches developed throughout
this work or when discussing VEs enriched with virtual content of
any kind. I view this approach as aligned with the “classic definition”
mentioned earlier and with Skarbez et al.’s interpretation [177, 274],
even though a broader understanding might encompass AR, VR, or
something in between or beyond.

In this thesis, the term Presence is frequently mentioned in connec-
tion with evaluation methods and results. A more detailed explana-
tion of the instruments used to measure Presence will be provided
later in this chapter. Here, Presence refers to the subjective feeling of
being in a VE. This concept can be further divided into dimensions as
defined by Regenbrecht and Schubert [224]: Spatial Presence (the feel-
ing of “being there”), Involvement, and Experienced Realism, which
together reflect users’ perceptions of coherence, realism, and their de-
gree of immersion in a VE. This framework aligns well with the two
main dimensions of presence highlighted here: Being There and Per-
ceived Realism [316].

Last but not least, I prefer to differentiate between the term VE,
which I use to refer to software-based immersive environments where
users (single or multiple) interact within a synthetic world [30, 75,
147], and the term MR, which will be used to describe (hardware)
systems, technologies or devices that process and render these en-
vironments. The term VLE will be primarily used when discussing
VEs specifically designed to enhance the educational experience by
providing interactive and accessible learning spaces for students and
educators [65].
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2.1.4 Technical Overview

This section provides a technical overview of the fundamental com-
ponents and tracking methods used in MR systems, specifically focus-
ing on Head-Mounted Displays (HMDs), tracking techniques, input
devices, fidelity considerations, and user interaction components.

2.1.4.1 Display Systems

HMDs are widely used in MR applications and play a central role in
the experiments of this thesis. As summarized by Dörner et al. [69],
HMDs are positioned directly in front of the user’s eyes and often fea-
ture integrated tracking systems that adjust camera angles and posi-
tions based on orientation and location, enabling precise spatial posi-
tioning. HMDs can be categorized into two types: closed HMDs, which
isolate the user from the surrounding environment to create fully im-
mersive experiences—typically using LCD or OLED displays—and
see-through HMDs that allow the user to view the real environment
with overlaid digital content. See-through HMDs are further divided
into Optical See-Through HMDs, which overlay digital information
transparently in the field of view, and VST HMDs, which capture the
real world via cameras, integrate digital elements, and display the
combined view to the user.

The immersive experience in VEs can be categorized into three
types of MR systems [163]:

non-immersive systems Users experience a VE on a screen, us-
ing conventional monitors or displays. These systems do not fully
engage the user’s senses and do not create the feeling of physically
being in the virtual space. Classic examples include video games or
MR applications on smartphones and tablets.

semi-immersive systems In semi-immersive systems, users
wear headsets or engage with environments augmented by projection-
based technologies, creating a more captivating experience. While
users remain cognitively connected to the physical world, they in-
teract with virtual objects that coexist alongside real ones. Classic
examples include multi-sided displays such as CAVE (Cave Auto-
matic Virtual Environment), which, however, have certain limitations
regarding depth perception and full sensory engagement.

fully-immersive systems Users are fully immersed in a VE, ex-
periencing a high level of sensory interaction, often through a com-
bination of various stimuli (visual, auditory, and haptic). Typically,
closed HMDs are used to completely block out the real world, com-
bined with interaction capabilities facilitated by tracking systems that
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monitor user movements and gestures, enabling natural interaction
with virtual objects.

A common issue that arises with immersive MR systems is known
as cybersickness. This phenomenon, extensively researched, occurs
when the sensory signals received by the brain do not align [69]. This
creates a conflict between visual input (perceived movement) and
vestibular (inner ear) sensations, which can lead to eye strain, nau-
sea, and dizziness. Beyond visual challenges such as cybersickness,
MR systems also explore other sensory outputs to enrich the user ex-
perience. As indicated in previous sections, MR systems are by no
means limited to visual displays targeting the human visual system.
Output devices in the MR context can also engage haptic, auditory,
and olfactory senses [147]. Multisensory MR systems can positively
impact the overall experience [174], though they have less effect on
Presence [84].

2.1.4.2 Tracking

Tracking in an MR system is crucial for detecting a user’s movements
and position. This process typically involves pinpointing an object’s
location within a coordinate system and defining how it relates spa-
tially to the user or a camera [69]. Various approaches can be used
to achieve tracking, including acoustic tracking, which measures dif-
ferences in sound waves; magnetic field-based tracking, which gener-
ates artificial magnetic fields to determine location; inertial tracking,
which uses accelerometers; laser-based tracking, which measures dis-
tances using lasers; satellite-based tracking, such as GPS; and camera-
based or optical tracking, which relies on visual information captured
by cameras [69]. Each method offers specific advantages, depending
on the requirements of the application. Especially in HMDs, two pri-
mary types of position tracking are distinguished [69]:

inside-out tracking In this approach, the sensors or cameras
are located on the device itself, facing outward to determine the po-
sition of the HMD in relation to the physical environment. This can
be achieved either by using the natural features of the physical envi-
ronment or by placing specific markers in the physical environment
to track (marker-based tracking). These systems continuously send
data to the environment, making their accuracy dependent on visual
information quality and the available processing power. Often, these
technologies function as standalone devices, such as the Meta Quest3,
with the main advantage being that they require no complex setup,
allowing for greater freedom of movement for the user.

3 Meta Platforms, Inc.: https://www.meta.com/quest/

https://www.meta.com/quest/
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outside-in tracking To monitor the position of the HMD and
its input devices, external sensors and cameras can also be used.
These track markers on the devices (e.g., infrared LEDs on the HMD

and controllers) to determine their position in space. This setup re-
quires a more complex installation, as multiple cameras (Lighthouses)
need to be distributed throughout the physical space to achieve
higher accuracy. Outside-in tracking generally provides greater ac-
curacy and lower latency than inside-out tracking, especially when
multiple cameras are used, making it well-suited for applications re-
quiring precise motion capture.

2.1.4.3 Input Devices

Commercial MR systems, primarily used in the experiments of this
thesis, are typically supplied with controllers, which remain the stan-
dard for interaction within VEs [88]. These controllers enable users
to interact with virtual interfaces through buttons and triggers while
providing haptic feedback (such as vibrations) to enhance tactile ex-
perience. A more natural form of interaction can be achieved through
optical hand and finger tracking. Using cameras or sensors—often
mounted directly on an HMD [313]—the system captures hand posi-
tions and gestures in real time, allowing direct interaction with vir-
tual objects. This natural interaction can positively impact UX and
Presence, though the absence of haptic feedback may negatively af-
fect performance [5]. Hand tracking is increasingly preferred over
controllers and has been found to provide a greater sense of value,
although the level of Presence depends on the task type [308]. For ex-
ample, grasping tasks elicit more Presence and realism than typing
tasks. Another option for interaction is wearable data gloves, which
can also capture detailed hand and finger movements and provide
tactile feedback. However, data gloves require additional setup, can
be bulky, and may limit user mobility and natural hand movements,
making them less comfortable for extended use. Additionally, phys-
ical objects can be equipped with markers or sensors, allowing the
system (mostly using the same tracking technology as controllers and
HMDs) to track their position and orientation in virtual space. Taylor
et al. further suggest using attachable trackers for real objects and
introduce approaches for tracking deformable objects, including the
use of neural networks to enhance object tracking in MR [295].

2.1.4.4 Interaction and Interface

Interaction in MR systems is defined as the extent of a user’s ability to
modify the form and content of the MR experience [289]. This culmi-
nates in the design of a User Interface (UI) that allows users to operate
the system effectively. In MR systems, users generally have three main
ways to interact with the system [69]:
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• Selection: The identification of a specific point, area, or volume
in the environment (e.g., to place an object) or the selection of a
meaningful subset within the environment (e.g., a virtual object
or sub-object for manipulation).

• Manipulation: The interactive adjustment of parameters that
characterize a virtual object, such as its position, orientation,
size, shape, weight, velocity, or appearance (including attributes
like color, texture, or shading).

• Navigation: In the real world, this involves orienting oneself by
determining one’s position, planning a route to a target loca-
tion, and performing the necessary actions to reach it. In MR

systems, depending on the level of virtuality, navigation can be
achieved through locomotion techniques like traveling, walking,
or teleportation.

Providing intuitive tools for selection, manipulation, and naviga-
tion enables MR interfaces to support natural interaction with virtual
elements. UI design in MR systems plays a crucial role in shaping the
UX and supporting effective interaction within immersive environ-
ments. As traditional Two-dimensional (2D) interface elements like
windows and menus may not translate well to 3D environments, MR

systems require innovative UI components and interaction methods
[147]. Designing effective UIs for VEs thus presents unique challenges,
including the need for intuitive interaction techniques, efficient use
of spatial 3D input devices, and the integration of tracking systems.

2.1.4.5 Fidelity

In the context of this thesis, I would like to emphasize the importance
of fidelity in VEs. The concept of fidelity in MR refers to how accu-
rately and effectively a VE replicates the real world [8, 128]. Realism
is achieved through the integration of multi-sensory stimuli, encom-
passing visual, auditory, tactile, and agency cues [128]. Fidelity can
encompass various dimensions, including visual fidelity, interaction
fidelity, and overall realism. Research has demonstrated that these as-
pects of the realism of MR can influence UX [95], perception [326], and
the Sense of Presence [128].

Bonfert et al. recently introduced the IntFi model, which identifies
eight distinct aspects of interaction fidelity in MR [33]. This model
expands the traditional definition of fidelity beyond simply simulat-
ing reality (realism) and thus distinguishes fidelity from realism. It
aims to cover the entire user interaction process with the VE—from
user input, through system processing, to the user-perceived output.
The level of fidelity is described on a spectrum, ranging from low to
medium, high, and maximum fidelity. To illustrate this concept, Fig-
ure 2 has been created, placing findings from experiments in this
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thesis within this spectrum. Fidelity has a positive effect on user
performance, UX, and Presence [36, 234], which is why this effect is
specifically examined in Chapter 4 within the context of medical sim-
ulations. Gonçalves et al. [95] most recently presented a review arti-
cle on studies investigating the impact of fidelity in MR. They deter-
mined, that in general, the fidelity positively influences UX. For this
thesis, I will differentiate between VF and “interaction fidelity”—or
“IMs”—while using “fidelity” as a generic term encompassing both
input and output media. This definition covers interactions in virtual
environments, including the rendering of user interactions and sys-
tem responses.

Low Medium High Maximum fidelity

In
pu
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t

VE
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D E F G

Figure 2: Fidelity spectrum of MR systems as proposed by Bonfert [33], cov-
ering low, medium, high, and maximum fidelity levels. Licensed
under CC BY 4.0. The structure of this illustration is adapted from
Bonfert’s model and enhanced with example images from experi-
ments in this thesis. The spectrum is divided into Input/Output
and corresponding VE categories. Examples include images from:
mouse/keyboard input (A) from Chapter 7, controller input (B)
from Chapter 6, and hand tracking combined with tactile tracked
objects (C) from Chapter 4. The lower images (D–G) showcase var-
ious fidelity levels of an intervention room as presented in Chap-
ter 4, including an image of a real intervention room to illustrate
maximum fidelity.

2.2 educational background

Learning can be broadly defined as the process through which in-
dividuals acquire a relatively lasting change in behavior or knowl-
edge through experience or practice [140]. This section provides an
overview of foundational learning theories and concepts, emphasiz-
ing their relevance for MR systems. By bridging theoretical under-
standing with practical educational strategies, it also explores how
VLEs uniquely contribute to the educational experience.
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2.2.1 Learning Theories & Concepts

A variety of learning theories address essential aspects of pedagogy,
such as instructional methods, knowledge transfer, and motivation.
These theories are often combined in practice to create enriched learn-
ing environments.

• Instructional theory posits that learning is supported not only
through individual discovery but also through targeted guid-
ance and structured teaching methods [263]. This approach im-
plies the facilitation of learning by a teacher who structures the
learning process, enabling learners to progressively build an
understanding of the content. The theory still emphasizes the
essential role of active participation and interaction, as these
elements foster comprehension. A learner-centered approach is
also highlighted, which includes regular feedback and the adap-
tation of teaching methods to meet learners’ needs, as well as
individualized pacing to support optimal learning [225].

• Cognitivism, on the other hand, is a learning theory that focuses
on internal mental processes rather than solely on observable
behaviors [77]. Within this framework, the Cognitive Load The-
ory complements Cognitivism by combining principles such as
activating prior knowledge, embedding learning in a relevant
context, and using visualizations to form analogies. In contrast,
Behaviorism is a learning theory centered on observable behav-
iors, positing that all behaviors are learned through interaction
with the environment [263].

• Constructivist theory, which emphasizes that learners build
knowledge through hands-on experience and reflection, plays
a crucial role in promoting active engagement and individual-
ized exploration [263]. This approach highlights the value of
problem-based learning to foster curiosity, customized support
during early learning stages, and collaborative learning to en-
rich the educational journey in MR [63, 109, 114].

As discussed by de Freitas et al., the constructivist approach in VLE

illustrates a shift from traditional teaching methods to immersive, ex-
ploratory, and learner-centered experiences. This shift reinforces con-
structivist principles by focusing on the need for tailored guidance
and the advantages of collaborative learning [63, 114]. A study by
Aiello et al. supports the constructivist approach to learning with MR

systems, emphasizing that learning is an active, situational process in
which learners build knowledge through personal experiences and in-
teractions within their environment. VEs facilitate immersion, which
in turn fosters cognitive development and knowledge construction
through direct engagement and sensorimotor interaction [6].
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2.2.2 From Theory to Practice

As we move from learning theories to practical applications, it is im-
portant to recognize the role of pedagogy and didactics. Pedagogy
is the broader field that encompasses theories, principles and prac-
tices of education and focuses on how best to support learning and
development [9, 315]. Didactics is a branch of pedagogy that deals
with the methods and principles of teaching. It deals with the plan-
ning, implementation and evaluation of educational processes [321].
Didactics involves deciding which teaching methods, activities and
resources best support the learning objectives in a particular context
[110].

Blended Learning—also known as hybrid learning—combines tra-
ditional in-person instruction with online learning components [96].
This approach integrates various modalities of face-to-face and online
materials to create a more flexible and personalized learning environ-
ment, which can enhance the overall learning experience. Students
can participate in both synchronous (real-time) and asynchronous
(self-paced) learning activities, allowing for greater adaptability.

According to Kaminska [132], MR in education offers numerous ad-
vantages, including enhanced visualization, inclusivity, and virtually
unlimited access to information. By fostering engagement, coopera-
tion, and self-directed learning, MR supports an approach that en-
courages both collaboration and individual knowledge-building. MR

systems can further enhance learning by immersing learners in inter-
active, cognitively engaging VE that support experiential and collab-
orative learning. They provide immediate feedback to reinforce un-
derstanding, facilitating not only a deeper grasp of complex concepts
but also enriching the overall learning experience [242].

By reviewing research spanning over two decades, Dalgarno and
Lee investigate the learning affordances of VLEs, focusing on unique
characteristics such as representational fidelity and learner interactiv-
ity (see Figure 3) and how these aspects enhance learning compared
to traditional approaches [60]. They identify five key advantages:

• Enhanced Spatial Knowledge Representation: 3D VLEs enable learn-
ers to develop a better spatial understanding of the domain un-
der study.

• Experiential Learning: 3D VLEs facilitate realistic, immersive expe-
riences that are difficult or impossible to replicate in the real
world.

• Increased Motivation and Engagement: The interactivity and im-
mersive qualities of 3D VLEs lead to higher intrinsic motivation.
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• Improved Knowledge Transfer: Learning within a realistic 3D con-
text aids in transferring knowledge and skills to real-world ap-
plications.

• Richer Collaborative Learning: Multi-user 3D VLEs support more
effective collaboration, as learners can interact in shared spaces
and work together on tasks.

Representational fidelity

Realitstic display of environment

Smooth display of view changes and object motion

Consistency of object behaviour

User representation

Spatial audio

Kinaesthetic and tactle force feedback

Learner interaction

Embodied actions

Embodied verbal and non-verbal communication

Control of environment attributes and behaviour

Construction/scripting of objects and behaviours

Construction of identity Sence of presence Co-presence

Afforded learning task

3D VIRTUAL LEARNING ENVIRONMENTS

Spatial knowledge
representation

Experiential
learning

Engagement Contextual
learning

Collaborative
learning

LEARNING BENEFITS

Figure 3: Adapted model based on Dalgarno and Lee [60], illustrating the
potential and anticipated learning outcomes achievable in VLEs.
Copyright Wiley. Used for non-commercial academic purposes.

2.3 medical education

The previous section has discussed learning theories and the advan-
tages VLEs offer as a supplementary educational medium. The fol-
lowing section will focus on the primary application area of the ap-
proaches developed in this thesis: the use of MR medical education
and training.

2.3.1 General Advantages

Medical education has significantly evolved beyond the traditional
“see one, do one, teach one” approach [325]. Today, it incorporates a
range of teaching formats, including lectures, seminars, workshops,
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hands-on exercises, and internships. This blend, enhanced by digi-
tal media, promotes solution-oriented learning methods and fosters
deeper engagement [135].

With the rise of new educational tools, traditional resources are
now being augmented to enrich learning experiences [203]. Since the
COVID-19 pandemic, students have gained access to online videos,
virtual workshops, and various learning apps, further expanding ed-
ucational possibilities [197]. The increasing availability of MR tech-
nologies has sparked widespread interest in their educational appli-
cations, extending well beyond medicine to a variety of fields [236].
This trend has led to greater integration of MR within medical edu-
cation, highlighting its potential to transform learning [47, 132, 211,
294].

The advantages of MR in medical education are compelling: proce-
dures can be simulated realistically and repeated as often as needed,
without risk to actual patients. Compared to traditional resources, MR

technologies also improve accessibility and can achieve this with rel-
atively lower financial investment [23].

MR systems provide intuitive interaction, a tangible sense of spatial
understanding, and a strong feeling of presence and immersion, all
of which contribute to increased motivation and enhanced learning
outcomes [109, 213].

2.3.2 Anatomy Education

While this work aims to cover a broad range of applications of MR

in medical education and training, with emphasis on both individ-
ual and collaborative learning approaches, a specific focus is placed
on applications for anatomy education. As such, the following sec-
tion delves into the use of MR in supporting anatomical education,
examining both the fidelity of these environments and their unique
educational benefits.

MR-based training not only offers the opportunity to train practi-
cal procedures but can also be used to teach theoretical principles in
the early stages of medical education, such as basic anatomy knowl-
edge. Anatomy education aims to equip medical students with a
comprehensive understanding of the morphology, function, location,
and spatial relationships of anatomical structures, serving as a criti-
cal foundation for understanding diseases and their treatment [214].
In the field of anatomy education, this relates to regional anatomy that
focuses on parts of the body and surgical anatomy, the application and
study of anatomy to avoid complications and guide surgeons during
interventions [213].

Traditionally, this education involves lectures, textbooks and at-
lases, and the dissection of human bodies provided by donors [213].
The dissection course, in particular, is invaluable as an active learn-
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ing approach, reinforcing topographical knowledge and manual skills
while helping students comprehend the connections between anatom-
ical structures [38]. To effectively convey this complex information,
new teaching methods are required that integrate these various edu-
cational aspects cohesively [125].

Due to numerous advantages, such as the capacity for realistic
simulation, the ability to repeat procedures, and fewer ethical con-
cerns, MR technologies are especially promising for anatomy educa-
tion [294]. Where traditional teaching methods may be limited, im-
mersive technologies provide an effective means for grasping com-
plex spatial structures. Interactive 3D visualizations help students de-
velop mental models of intricate anatomical regions, enhancing their
spatial understanding. The high levels of immersion and interactivity
offered by VE contribute to this deeper comprehension, supporting a
new and improved approach to learning in anatomy education [213].

2.3.3 Application-Specific Use Cases in this Thesis

This thesis focuses on two key areas of anatomical education at dif-
ferent stages of medical training, with tailored MR applications de-
veloped for each. The first area, relevant in the early stages of med-
ical studies, is embryology—particularly the study of human devel-
opment in the womb, which is fundamental for understanding both
normal anatomical structures and congenital diseases. Embryology
poses unique challenges due to complex processes like embryogen-
esis and organogenesis, as well as the rapid morphological changes
in structures such as the embryonic heart, involving simultaneous
growth and dynamic 3D shape changes over a brief period.

The second area, liver anatomy, becomes crucial in advanced
anatomy education for specializations in fields like liver surgery.
Liver surgery is a highly specialized and complex discipline typi-
cally performed at dedicated clinical centers. Training in this area
is demanding, not only because of the intricacies of the surgical pro-
cedures but also due to the complexity of the associated disease pat-
terns.

An introduction to specific applications within these distinct medi-
cal fields covered in this thesis, as well as an overview of related work
and educational methods in anatomy, is provided in Chapter 3.

2.3.4 Requirements for implementation

As demonstrated in the previous section, there is a growing trend in
the use of MR within medical education, leading to substantial im-
provements in learner engagement and performance [296]. However,
effectively implementing these systems—while addressing the needs
of both learners and educators—presents significant challenges [291].
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Given the broad range of applications and the diversity of MR tech-
nologies, this thesis specifically focuses on HMD-based MR environ-
ments.

Recently, Pedram et al. presented requirements for the efficient inte-
gration of HMD-based MR systems, aimed at enhancing learning out-
comes and supporting skill acquisition among medical students [204,
205]. These requirements are broadly categorized into three main ar-
eas:

• Design Considerations: The layout and functionality of the MR

simulation environment should create an immersive and realis-
tic experience that aligns with specific learning goals, particu-
larly for medical scenarios.

• Learning Mechanisms: These include interactive components,
feedback loops, and assessment tools embedded as fundamen-
tal educational elements within the VE to ensure effective learn-
ing outcomes.

• Implementation Considerations: This includes the practical aspects
of integrating MR, focusing on technical requirements, hardware
compatibility, accessibility, and ensuring a seamless fit with ex-
isting educational programs.

Figure 4 provides an overview of these categories. These require-
ments underscore the importance of a user needs-driven validation
framework to ensure long-term effectiveness and user acceptance.

2.4 methodology background

This section provides an overview of the methodological approach
used throughout this thesis, highlighting the foundational principles
and processes that guided this thesis.

2.4.1 Human-Centered Design

This work is rooted in the field of HCI—the study and exploration of
how people interact with computer technology [67]. MR technologies
form a part of this field, representing some of the more advanced
technologies that are not (yet) widely integrated into everyday life.
Familiar technological examples include interactions via mouse and
keyboard, smartphones, and household appliances.

A key component of the approach in this thesis is the discipline
firmly embedded in HCI: HCD. According to ISO 9241-210:2019 [116],
the HCD process is described as an “approach to systems design and
development that aims to make interactive systems more usable by
focusing on the use of the system and applying human factors/er-
gonomics and Usability knowledge and techniques.”
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Figure 4: Framework adapted from Pedram et al. [204], illustrating require-
ment statements grouped into three categories: ■ Design Consid-
erations—focused on the MR simulation and synthetic environ-
ment design, ■ Learning Mechanisms—centering on the design
of learning experiences within VE, and ■ Implementation Consid-
erations—factors influencing the practical implementation of the
design. Licensed under CC BY 4.0.

2.4.1.1 Usability

Usability is a core aspect of the HCD process and is standardized un-
der ISO 9241-11:2018 as the degree to which a specific product can be
used by designated users in a particular context to achieve defined
goals effectively, efficiently, and satisfactorily [115]. The latter com-
ponents are intended to assess a system’s quality during use. Effec-
tiveness refers to the extent to which users achieve specific tasks and
goals. This is further divided into components: accuracy, which indi-
cates how closely the actual results align with the intended outcomes,
and completeness, which reflects the extent to which users attain all
intended results. Efficiency is defined as the resources utilized relative
to the results achieved, depending on the Usability objectives. Satis-
faction is defined as the degree to which the physical, cognitive, and
emotional responses of the user, resulting from the use of a system,
product, or service, align with the user’s needs and expectations.

2.4.1.2 User Experience

A fundamental aspect of Usability is the UX—the way people perceive
the system before, during, and after use. To clarify the distinction be-
tween Usability and UX: a goal can be achieved effectively, efficiently,
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and satisfactorily, yet the experience along the way may evoke pos-
itive or negative reactions, ultimately impacting overall perception.
Thus, a highly usable solution does not automatically ensure a posi-
tive UX, as the quality of the journey throughout the process is essen-
tial.

Achieving a high level of Presence is associated with an overall “bet-
ter” experience in VEs [244]. Studies suggest that Usability and UX

correlate with Presence, and that UX can be significantly shaped by
the degree of Presence felt, as the design and immersive qualities of
the MR systems contribute substantially to both Presence and UX in
VE [37, 44]. Strengthening these factors in context of VLEs is essential
for enriching the learning experience and supports long-term bene-
fits, including improved learning effectiveness, motivation, and the
accessibility of MR applications [35, 60].

2.4.1.3 Approach in this Thesis

According to ISO 9241-210:2019 [116], the HCD process is inherently
iterative, involving repeated cycles of design and testing for refine-
ment, with user feedback integrated at each stage. By aligning user
needs with Usability goals, this approach enables continuous adap-
tation and improvement, ultimately enhancing the UX. This iterative
approach is foundational in this thesis and is particularly applied in
Chapter 5 and Chapter 6, where design thinking principles [42, 58]
guide the development of systems tailored to user needs—primarily,
the students engaging with these tools.

Through the integration of learner-centered design principles, this
work aims to ensure that learners are not only the primary users but
also active participants in shaping their learning environments. This
involvement fosters engagement and better aligns the tools with the
needs and learning behaviors of students [146, 216].

Furthermore, participatory methods are employed, directly involv-
ing users in the development process [31, 117]. This thesis adopts an
interdisciplinary approach by collaborating closely with medical ex-
perts, who provide valuable insights to ensure the systems created are
optimally designed for their intended users. From a teacher-centered
perspective, educators are empowered as co-designers, enabling them
to shape teaching tools in alignment with their pedagogical goals [90].

2.4.2 Measurement Tools

According to Rogers et al., “Data can be numbers, words, measure-
ments, descriptions, comments, photos, sketches, films, videos, or
almost anything that is useful for understanding a particular de-
sign, stakeholders’ goals, and people’s behavior. Data can be quan-
titative or qualitative” [235]. To evaluate users’ perceptions, interac-
tions, and responses within MR systems, a variety of measurement
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tools were employed in this thesis. In this thesis, a mixed-methods
approach—i.e., the integration of qualitative and quantitative data
collection—is used. As a form of triangulation, this approach inves-
tigates a phenomenon from multiple perspectives to enhance the ro-
bustness and validity of the research findings [235]. The combination
of methods aims to provide a deeper and more precise analysis of
the research object by ensuring both statistical generalizability and
content depth [288].

2.4.2.1 Qualitative Measures

Qualitative methods are employed to capture users’ subjective im-
pressions and to gain insights into how they perceive and interact
with MR systems, contributing to a more holistic understanding of
the effectiveness of the developed MR system and identifying areas
for improvement.

interviews Interviews are an effective method for gathering feed-
back on an application. The four primary types of interviews are un-
structured (or open-ended), structured, semi-structured, and group
interviews [235]. In this thesis, semi-structured interviews and group
interviews (focus groups) are primarily used. In semi-structured in-
terviews, the interviewer follows a script that serves as a guide and
includes a mix of open- and closed-ended questions. A focus group is
a small group of individuals who come together to answer questions
and discuss a specific topic in a moderated setting. This method was
used in this thesis when experts (instructors) were involved in the
evaluation. Focus groups are particularly useful for exploring shared
issues, as the mix of different participants encourages individuals to
contribute their unique perspectives [235].

self-reporting A variety of methods can be used to understand
users’ perceptions of their experience with a technology, where this
understanding depends on users’ conscious impressions [71]. Self-
reporting methods, such as the Think Aloud protocol (TAP) [285], al-
low users to continuously verbalize their thoughts while interacting
with a system. This approach provides insight into users’ cognitive
processes, helping to understand their experiences, challenges, and
thought patterns in real-time. Following the evaluation, open-ended
feedback is collected as part of a qualitative self-assessment method,
allowing users to reflect on their experiences and offer further in-
sights and suggestions for improvement.

2.4.2.2 Quantitative Measures

The following sections provide a detailed description of each mea-
surement instrument, explaining the rationale for its selection, the
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constructs it measures, and its relevance to the research context in
this thesis. Quantitative instruments include standardized question-
naires and assessments that offer objective insights, capturing specific
aspects of the overall experience with the proposed MR systems in
this thesis. Each test was chosen based on its relevance to the context
and objectives of each experiment. Custom rating scales tailored to in-
dividual experiments (e.g., individual preferences), custom question-
naires (for knowledge assessment), and demographic data collected
are detailed in the respective chapters or included in Chapter 9. Var-
ious statistical tests, individually selected for each experiment, were
also conducted and are presented in the respective chapters. Where
an official (validated) German version of a questionnaire was avail-
able, it was used; otherwise, the English version was employed.

sense of presence In recent years, an increasing number of
tools have been developed to measure the Sense of Presence [300],
encompassing both objective and subjective assessments of its var-
ious dimensions [24]. In this thesis, the Igroup Presence Question-
naire (IPQ) was used to estimate presence-related qualia, selected for
its high reliability and suitability for user studies within a reason-
able time frame [265]. The IPQ, developed by Schubert et al. [262],
is a validated tool designed to quantify the Sense of Presence in VEs.
The questionnaire consists of 14 items rated on a 7-point Likert scale
and includes three primary subscales—Spatial Presence (the sense of
physically “being there” within the VE), Involvement (the degree of
engagement and focus within the VE), and Experienced Realism (the
extent to which the environment feels authentic)—as well as an over-
arching item called General Presence, with each subscale considered
an independent factor.

co-presence & social interaction Social Presence supports
group learning, promotes group cohesion, and enhances interper-
sonal communication, making the learning experience more engag-
ing, motivating, and supportive, which are crucial elements for an ef-
fective learning environment [136]. Studies also suggest a strong cor-
relation between Social Presence, CP, and satisfaction in VLEs, which
can positively impact students’ satisfaction with their experiences
[43].

In this thesis, MR systems are evaluated to compare interactions be-
tween multiple users (student-student, lecturer-student) and between
users and a virtual guide. To examine the effects on additional factors
(e.g. UX, Usabilty, ...), surveys on CP and Social Interaction (SI) within
the applications were conducted. CP and SI were assessed through a
custom questionnaire inspired by Poeschl et al. [207], who adapted
items from Biocca et al. [28]. Responses were recorded on a 7-point
Likert scale (1 = Strongly Disagree, 4 = Neutral, 7 = Strongly Agree).
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The questionnaire included two main areas: (a) SI, with four items
such as “I had the feeling of interacting with other human beings,” “I
felt connected to the other people,” “I felt able to interact with peo-
ple in the virtual room,” and “I had the impression that the audience
noticed me in the virtual room”; and (b) (co-)presence of others, with
three items: “I was aware that other people were with me in the vir-
tual room,” “I felt that I perceived other people in the virtual room,”
and “I felt alone in the virtual environment.”

immersive tendencies To account for UX differences at-
tributable to individual tendencies toward immersion, the Immersive
Tendencies Questionnaire (ITQ) [329] was utilized in this thesis. This
psychometric tool assesses individual differences in both the capacity
for and inclination towards immersion—essentially, how readily and
deeply a person can engage with a media experience while detaching
from the real world. Studies indicate that users with stronger immer-
sive tendencies report a greater sense of co-presence, highlighting the
importance of capturing these tendencies to foster immersive and so-
cially interactive environments [43]. In the experiments conducted in
this thesis, responses were recorded on a 7-point Likert scale (1 =
extremely disagree; 4 = neither; 7 = extremely agree) across the sub-
scales of Focus, Game, and Involvement.

technology acceptance In this thesis, the use of novel
technologies in new (medical) contexts is explored, making the
Technology Acceptance Model (TAM) a fitting choice for evaluating
user acceptance. The TAM, developed in 1989 by Fred D. Davis [61],
was originally intended to predict and explain technology acceptance
in the workplace. Today, it is regarded as one of the leading models
for predicting and explaining user acceptance [62]. To gain insights
into user behavior and attitudes toward the systems developed in
this thesis, the TAM was assessed using a 7-point Likert scale (1 = ex-
tremely disagree; 4 = neither; 7 = extremely agree). A 12-question vari-
ant was used, consisting of 6 questions for Perceived Usefulness (PU)
and six questions for Perceived Ease of Use (PEU). These two key fac-
tors, PU and PEU, are regarded as additional indicators for assessing
the effectiveness of MR systems in an educational context.

ar immersion The Augmented Reality Immersion Questionnaire
(ARIQ) is based on the gaming immersion model by Brown and Cairns
[39], which includes levels of engagement, engrossment, and total
immersion. It was specifically developed to measure immersion in
location-based AR settings and is used to assess and compare user
immersion experiences in VEs. It has also been applied to measure
immersion in MR various systems [299, 333], including educational
contexts [241]. This instrument evaluates immersion using a 7-point
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Likert scale (1 = completely disagree; 4 = neutral; 7 = completely
agree) across 21 items, with the overall immersion score calculated by
averaging responses. In this thesis, the questionnaire was primarily
used to assess the quality of different concepts and user comfort.

user experience The User Experience Questionnaire (UEQ) is a
comprehensive tool designed to assess user satisfaction and accep-
tance by capturing users’ subjective impressions of a product or sys-
tem. It provides insights into both Usability (pragmatic qualities) and
enjoyment and aesthetic appeal (hedonic qualities). In this thesis, the
classic (long) and short versions of the UEQ were applied as needed,
depending on the context, to cover a broad spectrum of UX quali-
ties and allow for straightforward comparisons across different con-
ditions [145, 259]. The classic UEQ includes six scales—Attractiveness,
Perspicuity, Efficiency, Reliability, Stimulation, and Originality—and
consists of 26 items rated on a 7-point scale from -3 (negative) to +3

(positive). The short version of the UEQ was also used in contexts re-
quiring a more condensed assessment to form an overall UX score.
This version uses a 7-point Likert scale to rate 8 contrasting adjec-
tive pairs across dimensions like attractiveness, comprehensibility, ef-
ficiency, stimulation, and originality.

gaming experience To further evaluate user experience and so-
cial components, elements of the Game Experience Questionnaire
(GEQ) were used in this thesis. The GEQ is widely utilized by game
researchers across a broad range of game genres to capture various
facets of the gaming experience. Due to its modular structure and
coverage of different aspects of player experience, the GEQ is adapt-
able to various game types and research scenarios and contributes
to the validation of real-time indicators for player experiences. This
adaptability has also led to its application in the study of MR systems
[122, 286, 324]. In this thesis, the Core, Social Presence, and Post-game
components of the GEQ were used to evaluate the overall experience
of the application [113].

usability score The System Usability Scale (SUS) is a standard-
ized tool introduced by John Brooke in 1996 to asses perceived Usabil-
ity of a system, product, or service, prized for its flexibility and broad
applicability. Known for being straightforward, quick to administer,
and reliable in delivering a clear Usability overview, the SUS has be-
come one of the most widely used post-study questionnaires in in-
dustrial Usability research [154] and is increasingly applied in educa-
tional technology design [307]. The SUS comprises a 10-item question-
naire completed by users after system use, with each item rated on
a 5-point Likert scale from “Strongly Disagree” to “Strongly Agree.”
This tool offers a single, overall Usability score, where an average of 68
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or above indicates good Usability [155]. Specific score ranges provide
further insight, with 85+ often regarded as excellent and scores below
50 signaling critical Usability issues. The SUS is especially valuable in
user-centered design processes, providing a practical benchmark for
Usability and helping to identify areas for improvement, which is why
it was extensively used in this thesis.

task load The NASA Task Load Index (N-TLX) is a questionnaire
used to assess the subjective mental load or stress associated with per-
forming a specific task. First detailed by Hart and Staveland in 1988

[105], it has become one of the most widely used tools for measuring
Subjective Workload in human factors research. The N-TLX assesses as-
pects such as mental demand, physical demand, temporal demand,
performance, effort, and frustration, each rated on a scale from 0 to
20. In this thesis, the N-TLX was employed to gauge the subjective per-
ception of task load, particularly in relation to interaction concepts.
Analyses focused on general task load indicators, specifically concern-
ing these interaction concepts, which is why the unweighted N-TLX

score (Raw TLX) was chosen. This approach offers a straightforward
summation of ratings without additional weighting, providing an ini-
tial, comprehensive assessment of perceived task load, well-aligned
with the focus on overall task load perception rather than specific,
weighted insights [104].

mental rotation ability Spatial understanding and mental
rotation ability are considered predictors of intelligence and are there-
fore frequently applied as measures in the medical school applica-
tion process. The Mental Rotation Test (MRT), originally developed by
Steven G. Vandenberg and Allan R. Kuse in 1978 [304], is a standard-
ized psychological instrument used to assess mental rotation skills.
Since parts of the experiments in this thesis involve understanding
spatial relationships (such as organ positioning within the body), this
test was selected as a relevant measure. To assess rotational ability, the
MRT was used in the variant by Ganis and Kievit [89], which incorpo-
rates 3D views and improves the representation of spatial orientation
through enhanced shading and depth perception. The test comprises
96 pairs of cube figures, with each pair requiring a decision within
7 seconds on whether the figures are identical or different. An in-
structional text and 10 sample items are provided at the beginning,
and the test takes approximately 10 minutes. Excerpts from this test
application are included in Section 9.4.

2.5 chapter summary

This chapter established the use of the term MR for the experiments
presented throughout this thesis and emphasized the primary tech-
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nologies involved—namely, HMD-based systems—as well as input
and output devices, interaction methods within VE, and design fea-
tures central to this work, framing the fidelity characteristics of MR

systems. Based on theoretical foundations, it was demonstrated that
integrating MR into medical education holds significant potential for
enhancing learning outcomes and practical skills. MR supports im-
proved visualization, engagement, and virtually unlimited access to
information while facilitating blended-learning approaches that pro-
mote both collaboration and individual knowledge construction. Ad-
ditionally, the chapter examined the HCD process, highlighting key
evaluation methods for MR-based VE and emphasizing the relation-
ship between Presence and UX, a theme that will continue throughout
this thesis. These foundations set the stage for the next chapter, which
focuses on related work on MR for educational purposes.



3
R E L AT E D W O R K

related work

synopsis This chapter provides an overview of related work in medical
education and medical simulations, focusing on the impact of manipulating
visual and interaction fidelity in immersive environments, exploring differ-
ent didactic approaches such as collaborative settings, and examining the
use of MR technologies in anatomy education. It also highlights two distinct
focal areas examined in this thesis: the development of the embryonic heart
and training for liver surgery.



34 related work

about this chapter Selected passages in this section draw
on previously published peer-reviewed work by the author included
in the Core publications ([Core1] - [Core7]). These passages have
been adapted and incorporated to provide a coherent and comprehen-
sive background for the related work discussed in this chapter. Reuse
of content complies with the respective publishers’ policies: articles
published by IEEE are reused with permission in accordance with
IEEE’s thesis reuse policy; open access publications under Creative
Commons licenses are reused in compliance with CC BY 4.0; the Else-
vier article is reused in accordance with Elsevier’s thesis reuse policy;
and the ACM article is reused in accordance with ACM’s open access
guidelines.

3.1 effects of manipulating realism

As highlighted in Chapter 2, realism describes the degree to which a
simulation resembles the reality we perceive daily [128]. The manipu-
lation of visual, auditory, haptic, and olfactory characteristics aims to
achieve the highest possible fidelity in a VE, striving for maximum re-
alism. Various studies have demonstrated that fidelity aspects of MR

can influence UX [95], perception [326], and Presence [128]. Therefore,
thi section provides an overview of methods primarily describing vi-
sual environmental characteristics, followed by a discussion on the
effects of manipulating input modalities.

3.1.1 The Role of Realism in Virtual Environments

The design of VEs depends on numerous individual components to
achieve a ‘realistic’-appearing setting. For example, realistic lighting,
along with dynamic shadows and reflections of moving objects, en-
hances these effects and has a positive impact on VF and, conse-
quently, Presence [167, 187, 331].

The effects of geometric realism, i.e., polygon count and texture res-
olution, were investigated by Hvass et al. [112] in the field of MR video
games. Higher degrees of realism evoked higher subjective Presence
ratings as well as stronger physiological responses.

Newman et al. [191] conducted two experiments to examine the ef-
fects of environmental representation on perception. The first study
found that MR experiences elicited more positive responses than
watching videos, but were less immersive than real-life observations.
In their second experiment, they examined the impact of VE realism
on stress recovery and found that higher realism enhanced the pro-
cess and increased the Sense of Presence.
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In a study on the effects of visual realism in virtual acrophobia ther-
apy, Schmied-Kowarziki and Paelke [248] observed that individuals
without acrophobia reported increased Presence in more realistically
rendered environments. However, the influence of environmental re-
alism on individuals with acrophobia was less pronounced, leading
to the conclusion that less expensive prototypes might be adequate
for therapeutic purposes.

A different approach was taken by Ragan et al. [218], who explored
the impact of visual complexity on performance during a scanning
task. Their findings indicated that task performance deteriorated as
visual realism increased. Despite this, they advocate for higher lev-
els of visual complexity, arguing that it is necessary for the effective
transfer of learned strategies to real-world scenarios.

A comparative study by Mizuho et al. [181] investigated the effects
of switching between virtual and real environments on memory. It
was found that the visual quality of VEs had no impact on context-
dependent forgetting and source-monitoring errors. Additionally, the
study found that a high-fidelity VE significantly enhanced the feeling
of presence.

Gonçalves et al. [95] most recently presented a review article on
studies investigating the impact of realism in MR. They determined,
that in general, realism positively influences UX. They also catego-
rized other research results in several independent variables that have
been manipulated to achieve different fidelity levels. The resulting
categories were avatar visual, environment visual, audio, haptic, and
olfactory content variables, as well as audio, haptic, interaction, cam-
era, lights, and physics system variables.

3.1.2 Advanced Input and Feedback

MR experiences are also influenced by the realistic nature and avail-
ability of input modalities. For instance, controllers are commonly
used for interaction but lack flexibility and tactile feedback, making
their use less realistic. Another potential way to improve the realism
of simulations is to represent interactive virtual objects with tangible
physical mock-ups, e.g., by 3D-printing them and using trackers to de-
termine their position and rotation in MR space [295]. Hand tracking
can also lead to a more positive perception of the experience [308].
The combination of MR visualization and tangible physical objects
was shown to be more advantageous with respect to realism and
enjoyment compared to either method alone [180]. Different senses
can also be addressed by multiple modalities in MR [231]. McMahan
et al. [171] compared a natural interaction technique using tracked
hand-held devices to traditional mouse and keyboard input in a MR

game and additionally varied between a stereoscopic 360
◦ Cave Au-

tomatic Virtual Environment (CAVE) display and a monoscopic single-
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wall display of that CAVE. They showed that the combination of low
visual and low interaction fidelity performed comparably to the com-
bination of high visual and high interaction fidelity, and that both
outperformed the other two factor level combinations. Natural and
more realistic interaction paradigms were also shown to be beneficial
for learning technical skills in virtual training compared to gamepad
input in MR and mouse and keyboard input on a monitor [127]. How-
ever, the study showed that the latter was better for procedural knowl-
edge transfer.

In the field of prototype Usability testing, Zhou and Rau [337] com-
pared a tangible physical mock-up of the prototype to a condition
without haptic feedback. Visual output was created using either im-
mersive MR or a monitor. The physical mock-up could improve per-
formance, and MR generally evoked more positive subjective feed-
back. However, in the MR condition, using the tangible object did not
improve Involvement.

In the medical field, Plümer et al. explored the potential of MR

for prototyping applications aimed at enhancing visual representa-
tions for controlling a mobile medical imaging robot [106]. The study
examined two visual techniques—visualizing hidden processes and
controlling a virtual surrogate—to mitigate the perceived latency be-
tween user input and robot activation. They demonstrated that MR

prototyping could achieve relative validity and provided insights into
how different visualization techniques can impact interaction effi-
ciency.

In interventional use cases, Van Nguyen et al. [303] present a train-
ing system for performing biopsies in MR. Snarby et al. [284] pre-
sented a system that enables training of medical procedures by in-
corporating real-time image data. The use of immersive MR in train-
ing environments can also improve the preparation of assisting per-
sonnel during surgeries [98]. Efforts also extend to enhancing pa-
tient comfort by using MR to reduce anxiety and claustrophobia dur-
ing Magnetic Resonance Imaging (MRI) scans, simulating the experi-
ence and educating patients to decrease cancellations due to discom-
fort [41]. The results of a study by Nakarada-Kordic et al. [189] sug-
gest that a VE has the potential to improve patients’ experience and
prepare them for examinations compared with a simulated MRI scan.
They also emphasize the benefits of MR in MRI examinations, as it can
be a cost-effective and low-risk tool for knowledge transfer to both
patients and physicians. However, this study does not use a mock-up
or tangible objects in their VE. The Sense of Presence could be improved
by including tactile feedback from furniture and interactive elements.
In addition, the study does not compare the effects of different level
of VF and does not provide a fully immersive simulation.
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3.2 immersive learning experiences in general

Immersive learning experiences and the application of Mixed Reality
(MR) in education are instrumental in increasing student engagement
and retention. De Freitas et al. [63] propose an evaluation methodol-
ogy to support the development of learning activities within VLEs.
They argue that increasing interactivity in virtual and hybrid spaces
not only fosters new experiential learning opportunities but also cul-
tivates complex social interactions, thereby enhancing learner owner-
ship. The framework for assessing these environments is built around
four main components: learner preferences, pedagogy, presentation,
and context. These lead to key factors such as learner characteristics,
pedagogical approach, environmental interactivity, immersion, and
contextual elements, with a central focus on the role of presence in
immersion.

Lee et al. delve into the qualitative aspects of VLEs, identifying
both key and confounding factors that affect learning outcomes [148].
Their findings emphasize the critical role of the learning experi-
ence—shaped by presence, motivation, cognitive benefits, and reflec-
tive thinking—in influencing outcomes within an MR-based desktop
environment. The study also explores how student characteristics like
spatial ability and learning styles moderate these effects. As VLE tech-
nology continues to evolve, allowing for fully immersive applications,
the challenge remains on how to effectively design and benchmark
these environments.

Moreover, the implementation of MR in higher education faces sig-
nificant challenges due to the need to accommodate the diverse view-
points and requirements of various stakeholders [124, 232]. This ne-
cessitates a careful consideration of design strategies that can meet
these varied needs and ensure the effective integration of MR tech-
nologies into educational settings.

3.3 advantages of mr in anatomy education

The use of MR in medical contexts significantly facilitates the acquisi-
tion of anatomical knowledge and the training of medical skills, effec-
tively minimizing risks to patients [195, 213, 214, 231]. Digital tools
such as online videos, workshops, and learning apps are already en-
hancing medical education [203], but MR applications bring a new
dimension of immersive simulations that allow for repeated practice
and introduce fewer ethical dilemmas than traditional methods [91,
294]. These technologies notably improve the understanding of com-
plex spatial relationships and show positive trends in learner engage-
ment and performance outcomes [102, 296], though their implementa-
tion requires careful consideration of both learner and educator needs
[291].
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In anatomy education specifically, MR supports detailed studies in
both regional anatomy, which focuses on specific body parts, and sur-
gical anatomy, which applies anatomical knowledge to guide surgical
interventions and prevent complications [213]. This dual application
underscores the versatility of MR in handling diverse educational re-
quirements. A comprehensive overview by Rashidian et al. [219] fur-
ther identifies these branches as crucial for training that integrates
cognitive knowledge with psychomotor skills, traditionally acquired
through supervised practical sessions in operating rooms or through
simulation-based training [48, 196, 198, 306].

Johnson et al. [125] advocate for a shift in medical education from
passive, didactic approaches to more interactive and clinically rele-
vant curriculum over the past decade. VLEs are increasingly viewed
as favorable tools for anatomy education, serving as viable alterna-
tives to cadaver-based learning and potentially enhancing test scores
through more dynamic and engaging instructional techniques [138,
271].

The results of a study by Kadri et al. suggest that the immersive
and interactive nature of MR systems can significantly enhance learn-
ing experiences and efficiency compared to traditional methods [131].
The VLEs developed in these studies enable interactive 3D exploration
of anatomical structures using hand gestures and gaze control, incor-
porating game-like elements to make learning both effective and en-
gaging. Students using these VLEs not only improved their anatomical
vocabulary but also required less time to complete tasks, showcasing
the profound impact of MR on modern medical education.

Building on these advancements, simulating medical education
through MR holds the potential to further accelerate clinical train-
ing [245]. Beyond advanced MR simulators [17], immersive MR has
already been evaluated as a powerful tool for learning human
anatomy [78]. For instance, Weyhe et al. [322] introduced a virtual
3D anatomy atlas, demonstrating in a user study that their MR appli-
cation not only enables rapid learning but also achieves higher user
satisfaction compared to conventional methods.

In addition to academic research, a number of commercially avail-
able solutions for exploring human anatomy are offered by compa-
nies specializing in immersive medical technologies. For instance,
Meta Quest1 features applications such as Sharecare2, which offers
real-time simulations of the human body, its organs, and their natu-
ral functions, and Anatomy Explorer3, which provides an interactive
anatomical learning experience. Similarly, the Pico platform4 features

1 Meta Inc.: https://www.meta.com/quest/
2 Sharecare, Inc., https://www.meta.com/en-gb/experiences/pcvr/
sharecare-vr-2017/1656800021020362/

3 Virtual Medicine, s.r.o., https://www.meta.com/en-gb/experiences/pcvr/
anatomy-explorer-2020/3878356485536748/

4 PICO Immersive Pte. Ltd., https://www.picoxr.com

https://www.meta.com/quest/
https://www.meta.com/en-gb/experiences/pcvr/sharecare-vr-2017/1656800021020362/
https://www.meta.com/en-gb/experiences/pcvr/sharecare-vr-2017/1656800021020362/
https://www.meta.com/en-gb/experiences/pcvr/anatomy-explorer-2020/3878356485536748/
https://www.meta.com/en-gb/experiences/pcvr/anatomy-explorer-2020/3878356485536748/
https://www.picoxr.com
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Human Anatomy VR5, enabling detailed anatomical exploration. All
of these applications are designed as single-user experiences, allow-
ing individual exploration and interaction with controllers.

3.4 collaborative learning

Collaborative learning in medical education is supported by various
MR systems that allow students and professionals to interact with
virtual anatomy in shared environments, either in co-located or re-
mote settings [76, 210, 266]. This section reviews the technological
approaches and benefits of integrating collaboration and MR in med-
ical education.

Richardson et al.’s [230] presented a system, which enables mul-
tiple students to study gross anatomy together in a shared Second
Life environment. While limited to virtual avatars and simple inter-
actions, this approach shows the potential for collaborative anatomy
exploration.

Collaborative environments can be co-located or remote, which
significantly influences accessibility and communication possibilities.
Research shows that when small groups of students explore complex
anatomical structures together, learning outcomes improve—whether
they interact in the same room or remotely [40, 118, 119, 182]. Typ-
ically, one student leads the exploration while others observe, but
technical setups for such environments remain costly and are often
unavailable in many medical faculties.

For individualized learning, one-on-one virtual teaching has also
shown promise. Moorman [184] presented a video-conferencing solu-
tion where instructors guide students remotely. In contrast, Saalfeld
et al. [240] created a one-on-one tutoring system focused on the hu-
man skull base, using a stereoscopic display for the tutor and an
HMD for the student within a scaled-up skull model, enhancing spa-
tial learning through immersive MR.

Advanced systems leverage MR to improve hands-on skills. Pedram
et al. [205] studied a MR system for medical training, finding signif-
icant improvements in clinical skills and safety practices among 44

students, though knowledge retention was comparable to traditional
methods. Similarly, Bork et al. [34] demonstrated that MR systems
improve students’ 3D understanding in anatomy and radiology. In
another application, Mehta et al. [173] presented a mobile MR plat-
form allowing multiple users to manipulate patient-specific 3D heart
models, though practical surgical planning applications remain un-
derexplored.

Recent innovations also highlight the value of real-time interactive
environments. Zhang et al. [334] demonstrated a multi-user setup

5 Virtual Medicine, https://store-global.picoxr.com/de/detail/1/
7179344687503785989

https://store-global.picoxr.com/de/detail/1/7179344687503785989
https://store-global.picoxr.com/de/detail/1/7179344687503785989
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that combines 3D autostereoscopic visualizations and gesture inter-
action, allowing students to compare morphological differences be-
tween healthy and diseased states. This system provides a dynamic
learning space based on interactive medical images.

To support vascular surgery planning, Wang et al. [311] developed
an MR platform enabling surgeons to collaborate synchronously from
different locations. This system allows real-time interaction with vir-
tual models and near-instant blood flow simulation feedback, facili-
tating precise planning for vascular interventions.

Chheang et al. [49–51, 54] have made multiple contributions to col-
laborative MR systems for medical training. Their work includes a
system for liver surgery planning that supports collaborative virtual
resections on 3D organ models alongside 2D image slices [51]. An-
other project addresses laparoscopic procedure planning, integrating
laparoscopic input devices and various user roles, further extended
with an anesthesia simulation to create an interprofessional training
environment [49, 50]. More recently, Chheang et al. [54] explored the
use of a generative AI virtual assistant within a VLE for anatomy ed-
ucation. This assistant, available in avatar- and screen-based modes,
enabled interactive responses to questions of varying complexity. The
study found differences in student performance based on question
type and assistant configuration, providing insights into how gener-
ative AI can support adaptive, interactive learning in medical educa-
tion.

In addition to academic research, a number of commercially avail-
able solutions for medical training and imaging are offered by compa-
nies specializing in immersive and AI-enhanced medical technologies.
For example, VRAIn Medical6 provides an advanced 3D bioimaging
platform that enhances the visualization and analysis of medical im-
ages, enabling more detailed insights for clinicians. ORamaVR7 offers
tools for educators to create, record, and publish medical XR training
simulations, complete with objective metrics and performance analyt-
ics, supported by an AI-based co-tutor. Luxsonic8 delivers solutions
such as a virtual reading room for radiologists and a DICOM viewer
optimized for the latest HMDs, including Apple’s Vision Pro9.

3.5 learning embryology

Since Chapter 5 and Chapter 6 focus on MR applications for anatom-
ical education with a specific emphasis on embryonic heart develop-
ment, this section provides an overview of related work and method-
ologies in this field.

6 VRAIn Medical, https://vrain-medical.com
7 ORamaVR, https://oramavr.com
8 Luxsonic Technologies Inc., https://luxsonic.ca
9 Apple Inc.: https://www.apple.com/apple-vision-pro/

https://vrain-medical.com
https://oramavr.com
https://luxsonic.ca
https://www.apple.com/apple-vision-pro/
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Falah et al. [79] introduced an interactive VE and 3D visualization
system which provides self-directed learning and assessment of adult
human cardiac anatomy using semi-immersive stereoscopic displays
and projections. A comparative study between the MR heart anatomy
system and traditional medical teaching modalities (physical heart
model) showed that MR-based learning improved student under-
standing of heart anatomy by offering an enhanced experience [10]. It
also demonstrated the usefulness of the system by showing a higher
satisfaction rate regarding structure and visualization. Maresky et al.
[166] visualized Computer Tomography (CT) and MRI data of normal
and near-normal adult hearts in “The Body VR: Anatomy Viewer”
in combination with anatomical models in “Sharecare VR” to cre-
ate a unique cardiac virtual environment. A pilot study with under-
graduate medical students for evaluation demonstrated the viability
and the effectiveness of MR in teaching cardiac anatomy. Anderson et
al. [13] commented on the pedagogical strengths of Maresky et al.’s
study but raised concerns about the anatomical accuracy of the mod-
els, highlighting the difficulties in developing virtual learning mate-
rials that meet medical standards. The creation and rearrangement
of cardiovascular structures in virtual spaces supports spatial under-
standing of complex anatomy through various interaction methods,
such as 3D sketching, deformation, and puzzles [229, 238, 239].

Understanding anatomical relationships in the early stages of for-
mation of the organ system is both challenging and crucial, as it
forms the foundation for explaining subsequent pathological condi-
tions. Conventionally, embryonic development is taught with two-
dimensional illustrations and physical models. However, embryonic
development involves a rapid and simultaneous growth process, char-
acterized by complex changes in both shape and position, within a
brief period of time [45]. The formation of organ systems during em-
bryonic development is particularly challenging due to the absence
of fixation points for 3D orientation [201]. Especially, understand-
ing the formation of the human heart is difficult to both learn and
teach. These deformations are precisely the causes of many patholo-
gies, making it crucial for students and future cardiologists to un-
derstand these processes to diagnose and treat congenital heart de-
fects accurately. Conventional digital and analog media cannot fully
reflect these processes. For this reason, researchers have been work-
ing for years on innovative teaching methods to establish immersive
technologies as a supplementary medium in medical education. Vari-
ous types of technical approaches, ranging from 3D autostereoscopic
visualizations with gesture interaction in multi-user settings to mo-
bile applications, attempt to address these challenges. These methods
demonstrate that students can benefit from multidimensional repre-
sentations, thereby improving learning outcomes [99, 334].
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There are currently few examples in the literature of how these dy-
namic transitions can be made tangible for students. However, there
are approaches under the increasing use of multimedia content to
illustrate stages of development.

Visualizing The Developing Brain10 is a project of the Center of
Anatomy and Human Identification at the University of Dundee to
help students better understand the morphological development pro-
cess and in particular the difficult-to-visualize 3D folding of the early
human brain. An interactive animation video and 3D model show the
growth of the embryo and, in particular, the brain and its individual
components.

There is a wide variety of approaches ranging from physical mod-
els of embryonic organ systems or cardiac malformations, created
using 3D printing techniques to match the teaching content, in com-
parison to conventional media and 3D digital representations [45, 283].
Bakker et al. [18] realized a 3D atlas of human development that de-
picts the temporal development of all organ systems. This atlas allows
students to explore different embryo structures using a PDF file with
interactive 3D models. This tool lacks in the performance to be used
fluently: while it depicts the different stages, it does not show the tran-
sition from one stage to another. Hull et al. [111] evaluated the use of
a visualization of craniocaudal folding at the beginning of embryoge-
nesis, which represented three time points of development. Buttons
could be used to switch between the stages, which were displayed on
screen using classical 3D viewers. Individual organ systems could be
faded in and out individually. Even though the application provides
an interactive understanding of temporal folding formation, this ap-
proach lacked the substantial immersion which could be provided by
Mixed Reality Approaches.

Gustilo et al. [99] developed an interactive mobile application
called Embryonic Virtual Heart Application that contains a series of
anatomical 3D models of the embryonic heart with and without con-
genital heart defects which already shows that the students benefit
from a 3D Model. Further indications of the general usefulness of an
immersive concept were presented by Tait et al. [293] who used a 3D

reconstruction of sheep embryos in conjunction with images of the
corresponding histological slides, which could be viewed in a mobile
application for Android tablets in a classic 3D viewer and in hand-
held MR. The results of the evaluation suggested that the use of a 3D

modality such as the presented MR application significantly improves
the understanding of slide alignment compared to current methods.
In addition, the application was considered more interesting, useful,
and user-friendly than current histology tools.

In the area of integrating new visualization approaches into the
curricula in use, two works are particularly noteworthy. First, a case

10 https://visualisingthedevelopingbrain.co.uk
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study where Meguid et al. [1] describe how they integrated the Hu-
man Developmental Biology Resource atlas11 and the 3D Atlas of Human
Embryology12 into the curriculum at Newcastle University and pro-
vide a perspective on how these new learning resources might impact
teaching in the future. The Human Developmental Biology Resource atlas
is a database of embryological tissue samples from human embryos
donated to research for educational use and includes rendered ani-
mations of rotating organs, 3D models of segmented organ systems,
and histological embryo sections [93]. Second, Moraes et al. [185] pro-
vided students with multimedia materials of embryos, e.g., clinical
histories, autopsy images, ultrasound images, movies, and anima-
tions. The teaching material was used by the students in class and
subsequently accompanied by a knowledge examination and inter-
views. The multimodal use proved to be useful and was able to reveal
knowledge gaps between basic sciences and clinical disciplines for
medical students. This demonstrates the potential of a multimodal,
immersive learning experience for teaching such a difficult topic.

Immersive technologies are also being explored in clinical ap-
proaches to facilitate visualization of complex anatomy and support
periprocedural pain management, rehabilitation, and patient educa-
tion, thereby enhancing the treatment process. This underscores the
growing significance of these technologies in both medical education
and patient care, emphasizing the need for methodologically robust
studies on how to tailor technology to specific educational and clini-
cal needs [160].

3.6 learning liver anatomy

In Chapter 7, an explorative VE for liver anatomy education is pre-
sented; accordingly, this section provides an overview of related ap-
plications and approaches designed to address surgery-relevant edu-
cational needs, specifically preparing students for clinical scenarios.

A more ‘passive’ way to perceive medical information is through
videos, which are an easily accessible source that can even be used
in the operating room without intrusive hardware [243]. When tai-
lored to educational purposes, videos can lead to positive learning
outcomes. Nobuoka et al. [192] introduced a system that leverages
this approach, using a multi-layer, three-dimensional liver anatomy
atlas created by filming a real dissection layer by layer from differ-
ent anatomical perspectives. This method enables students to repli-
cate procedural steps by studying the recorded images and videos,
thereby enhancing their understanding of anatomical structures and
the flow of surgical procedures. Building on real surgical footage,
Fung et al. [86] integrated 3D animations to develop an online video

11 https://hdbratlas.org/
12 https://www.3dembryoatlas.com
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atlas that covers a range of procedures involving the liver, pancreas,
and transplant surgery. This resource has been applied to visualize
rare and complex cases [215].

More interactive options for liver anatomy education are offered
through web-based applications. Furcea et al. [87] describe an e-
learning platform that integrates tools for pre-operative planning
with laparoscopic liver surgery training. This platform is accessible
remotely via a web browser, though it lacks broader support for MR

devices and advanced interactive features. When real data sets are
included, they are typically based on CT scans as 2D representations,
requiring students to mentally convert them into 3D structures—a
challenging task for those with limited experience. Crossingham et
al.[59] created an interactive website featuring 3D liver model recon-
structions, although these models cannot be connected back to their
original 2D datasets. This limitation was addressed by Birr et al. [29]
with the LiverAnatomyExplorer, another web-based tool that combines
2D images, 3D models, surgical videos, and assessment features. A
similar tool was developed by Mönch et al. [183], incorporating vol-
umetric models and specialized interaction techniques to allow indi-
vidual resections, further enhancing the realism of the training expe-
rience.

There are further MR solutions dedicated to surgery training, plan-
ning, and education. IMHOTEP13 is one such MR framework, consoli-
dating treatment data, multi-modal patient data, 2D images, 3D volu-
metric models, and 3D surfaces into organized workspaces. Similarly,
the LiverPlanner [228] supports pre-operative planning for complex
liver surgeries within a semi-immersive environment using a stereo-
scopic large-screen projection system. For input, it utilizes a combina-
tion of a tablet and a six Degree of Freedom (DOF) controller. Unlike
the approaches in this thesis, these applications focus specifically on
preparing and planning individual surgeries

Hack et al. [101] conducted a survey of semi-immersive and immer-
sive anatomy education systems, identifying 38 platforms that use
either shutter glasses, passive glasses, or autostereoscopic displays.
Their findings highlight several advantages of these systems, particu-
larly in enhancing spatial understanding—benefits that are especially
pronounced for complex vascular structures [2], which are highly rel-
evant for liver anatomy.

HMD-based anatomy education systems, designed as 3D puzzles,
were introduced by Messier et al. [175] and Pohlandt et al. [209].
Messier et al. compared a 2D monitor, a stereo monitor, and the Ocu-
lus Rift, reporting positive initial results, while Pohlandt et al. uti-
lized an HTC Vive. In these systems, students can select from vari-
ous anatomical structures (such as the skull or foot) and freely scale
them. The MR puzzle format also allows students to disassemble a

13 http://imhotep-medical.org/

http://imhotep-medical.org/
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completed puzzle in a specific sequence, simulating the order of dis-
section steps commonly followed by medical students.

3.7 chapter summary

This chapter provided an overview of related work in medical edu-
cation and simulation, focusing on how immersive technologies en-
hance anatomical and medical training. Examples illustrated how
variations in realism and interactivity influence learning experiences,
covering scenarios such as collaborative learning environments and
individual exploration. Additionally, relevant applications of MR in
anatomy education were discussed, with a focus on two specific ar-
eas examined in this thesis—embryonic heart development and liver
anatomy—to showcase the transformative potential of MR technolo-
gies in medical education. These insights set the stage for the follow-
ing chapter, which delves deeper into the impact of fidelity levels in
MR through the first experiment discussed in this thesis within medi-
cal task simulations.
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E F F E C T S O F V I S U A L A N D I N T E R A C T I O N
F I D E L I T Y O N M E D I C A L TA S K S I M U L AT I O N S

effects of visual and interaction fidelity

on medical training

synopsis This chapter investigates the effects of different fidelity levels
in MR, focusing on user performance, UX, and presence within medical task
simulations. Specifically, it examines how well these simulations replicate
real-world interactions through varied levels of VF and interaction modal-
ities. The presented experiment evaluates these aspects, aiming to provide
design guidelines for future MR-based medical training tools, and empha-
sizes the nuanced effects of fidelity on user engagement and performance.
Building on these findings, the chapter concludes with an outlook that out-
lines plans for refining these methods.
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about this chapter Parts of this chapter have been pub-
lished in Schott et al. "Is this the vReal Life? Manipulating Visual
Fidelity of Immersive Environments for Medical Task Simulation"
[Core5] and have been reused for this thesis. The article is open ac-
cess and published under a Creative Commons Attribution 4.0 Inter-
national License. Additionally, some of the methods described in this
chapter were developed as part of Ms. Lara Stallmeister’s Master’s
thesis, titled "Exploration von Qualitätsgraden der Visualisierung
und Interaktion in Virtual Reality" The master thesis project was
supervised by me and F. Heinrich.

my contribution I developed the main research idea and was
responsible for the conceptualization and methodological approach,
refining the research concept initially formulated in Ms. Stallmeis-
ter’s Master’s project by expanding the theoretical foundations and
conducting a comprehensive literature review. Additionally, I co-
managed the research project and oversaw the study design. Data col-
lection and analysis were performed collaboratively. I took primary re-
sponsibility for drafting, reviewing, and editing the manuscript of the
original paper. Furthermore, I supervised and actively participated in
the creation of graphics, producing new and additional photos, tables,
illustrations, and other content specifically for this thesis.

4.1 introduction

As discussed in Chapter 3, high fidelity in MR settings has been shown
to positively affect user engagement, which in turn can influence
learning and performance in medical training environments. How-
ever, applying these insights to specific medical use cases, such as
MRI-guided interventions, poses unique challenges. Fidelity in such
applications must balance the demands for realism with the practical
constraints of technology, system complexity, and accessibility.

Medical MR simulations, especially for tasks like MRI-guided inter-
ventions, face specific obstacles. Ethical considerations, limited access
to MRI machines, and electromagnetic interference complicate HCI re-
search in actual MRI environments. Consequently, alternative meth-
ods are needed to facilitate the development and evaluation of med-
ical tools within controlled, accessible settings. MR simulations us-
ing physical mock-ups and virtual radiology suites offer solutions by
enabling realistic, repeatable testing environments. This approach al-
lows researchers to test early prototypes and develop interaction tech-
niques without requiring clinical MRI system access [206, Further8].
Such MR prototypes also support the exploration of innovative inter-
action techniques, with insights that can be applied in practical con-
texts [226, 332]. The use of MR prototypes to investigate usability and
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UX aspects is presented in my own research [Further5], establishing
a classification framework that supports HCD within these simulated
environments.

This chapter focuses on how MR can enhance medical simula-
tions, specifically examining the importance of visual and interac-
tion fidelity in such contexts. As highlighted in Chapter 3, recent
advances in MR technology have enabled realistic simulations that
support learning and practical applications in medical settings. De-
signing these simulations requires balancing numerous factors, as ex-
plored in Section 2.1.4.5, where it is shown that creating realistic VE in-
volves multiple sensory stimuli beyond visual perception alone. The
level of graphical detail, for instance, may shift developer resources
away from optimizing interactions and core simulation content, while
also increasing hardware demands. For example, Harman et al. [103]
found that minimal environments may be adequate for memory recall
tasks, and Schmied-Kowarziki and Paelke [248] demonstrated that en-
vironmental detail had limited impact on acrophobia patients in vir-
tual exposure therapy. Expanding on findings in Chapter 3, Gonçalves
et al. [95] showed that realism in VR enhances UX across fidelity di-
mensions such as visual, audio, haptic, and olfactory components. Fo-
cusing on the visual aspects of VE and IM, this review is particularly
relevant to the research objectives discussed here.

In practice, a key question centers around determining the optimal
level of fidelity required to achieve desired effects on Presence, UX, and
other factors within medical simulations—forming the foundation for
this thesis’s first research question:

RQ1 | What are the critical visual and interaction fidelity fac-
tors that contribute to creating engaging and effective medical
task simulations in MR?

This study aims to optimize the balance between VF and input
modalities in medical task simulations, using the placement of a ra-
diological coil in an MRI-guided, needle-based procedure as a prac-
tical use case. The simulation emphasizes workflow and interaction,
providing a realistic context for evaluation. An experiment was con-
ducted to manipulate VF and IMs, laying the groundwork for design
recommendations in future medical task simulation research. Addi-
tionally, the developed simulation serves as a versatile tool, function-
ing both as a testing environment for prototypical evaluations and
as a training platform for medical education scenarios. Three levels
of VF were defined, and a tangible object-based interaction approach
was compared to traditional controller input. The study assessed the
effects of these manipulations on Presence and UX—key quality mea-
sures for MR simulations—while also evaluating the impact of VF on
user performance.
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A video demonstration of the application is linked in the Appendix
(see Section 9.1).

4.2 experiment 1

This section presents the primary experiment of this chapter, which
focuses on the use of a VE in MRI-guided interventions.

4.2.1 Materials

To provide an overview of the medical and technical considerations,
as well as the implementation of the VE, this subsection clarifies these
aspects. It highlights the rationale behind selecting the interaction
task and its alignment with the research objectives. Additionally, it
covers the relevant medical background, outlines the procedural steps
of the MRI-guided intervention, and details the chosen interaction task
for implementation.

4.2.1.1 Medical background

MRI as an imaging modality allows a high-contrast visualization of
soft tissues in the human body and reveals the boundaries of target
structures (e.g., tumors) [56]. This is done by establishing a magnetic
field and then acquiring a radio frequency signal. Unlike other modal-
ities, it does not emit radiation harmful to the human body [227].
MRI can help perform minimally invasive procedures that allow con-
trolled interventions [4] (e.g., needle-based procedures, such as biop-
sies) and precise navigation [21]. A biopsy involves taking a sample
from a specific tissue for examination [264]. Image guidance in inter-
ventions offers advantages, such as reducing the risk of accidentally
penetrating or damaging critical blood vessels or surrounding tissues,
and increases the likelihood of successfully targeting the tissue of in-
terest. This has led to a rise in the number of MRI-guided interventions
in clinical practice [319]. To minimize tissue damage, it is crucial to
plan the entry point and pathway with as much spatial resolution
as possible before intervention, which is achieved through the use
of gradients [268]. Additionally, specific MRI coils are often required
depending on the application. These locally placed radiofrequency
coils near the target area improve the signal-to-noise ratio across the
field of view, resulting in clearer images [318]. This is particularly
important for achieving clear images in fast, real-time interventional
sequences, where the local intervention coil plays an even more criti-
cal role than in planning datasets.

interventional procedure The individuals involved in each
step of the procedure have different skills and responsibilities. Pan-
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nicke [199] gives an overview of the team as follows: The interven-
tional radiologist, a trained specialist, is responsible for carrying out
the procedure. They are supported by a radiologic technologist, who
assists in patient preparation and manages the operation of the med-
ical equipment during the intervention. An anesthesiologist can play
a crucial role, especially in therapeutic interventions, by administer-
ing general anesthesia and monitoring the patient’s vital signs. This
professional is also prepared to manage respiratory arrest if neces-
sary. Additionally, an anesthesia nurse provides specialized support,
ensuring the patient’s safety and comfort throughout the procedure.

MRI-guided interventional treatments are not yet widely imple-
mented, but Barkhausen et al. [21, 22] provide a comprehensive
overview of the methods, current state of development, and potential
applications. The workflow presented here offers a broad summary
of these procedures and is based on the aforementioned literature,
the insights of Pannicke [199], clinical expertise from a radiologist in-
volved in this project, and an observational analysis conducted by a
project partner. Eight steps were identified at the core of the process,
as illustrated in Figure 5 and described as follows:

1. Patient Admission: The process begins with the patient’s ad-
mission, involving administrative tasks and evaluating the pa-
tient’s suitability for MRI to ensure there are no contraindica-
tions such as metal implants or severe claustrophobia.

2. Patient Preparation: Initially, the patient is positioned on the
MRI table, and a surface coil is placed for preliminary imaging
to assess the target area.

3. Puncture Planning: After the initial scans, a loop coil may be
positioned to enhance the imaging of the target area. This coil
adjustment ensures images with a high signal-to-noise ratio,
which is crucial for precise puncture planning. Proper place-
ment of the loop coil is essential for optimal imaging results.

4. Locating the Puncture Site: The entry point on the patient’s
skin is identified using techniques such as live MRI [237] or the
fingertip method [82], where the exact location is marked on the
skin for precision.

5. Needle Placement: The procedure moves into a sterile phase
where the intervention site is disinfected and covered with ster-
ile drapes. The needle is then carefully inserted under live imag-
ing guidance, ensuring it follows the planned trajectory to the
target.

6. Therapy/Biopsy: Once the needle is correctly positioned, tissue
samples are collected or therapeutic interventions like tumor



52 visual and interaction fidelity

ablation are performed. Real-time MRI helps monitor the proce-
dure and adjust the approach if necessary.

7. Post-procedure Patient Monitoring: After the intervention, the
patient undergoes further MRI scans to check for any immediate
complications and to ensure the effectiveness of the treatment.
This step is critical for confirming that all target tissues have
been adequately addressed or removed.

8. Patient Discharge: The patient is monitored until stable and
then discharged with instructions for home care and follow-
up appointments. This step concludes the workflow of the MRI-
guided biopsy.

Patient 
admission

Patient 
preparation

Puncture 
planning

Locating the 
puncture site

Needle 
placement

Therapy/-
Biopsy

Post-procedure 
patient monitoring

Patient 
discharge

2 3 4

5 6 7

Sterile

Non-sterile

1

8

Figure 5: Workflow steps of an MRI-guided intervention adapted from Pan-
nicke (2021) [199]. Licensed under CC BY 4.0.

selected exemplary task The workflow described in the pre-
vious section is streamlined, focusing on the essential tasks primarily
carried out by the radiologist. It is not considered necessary to repli-
cate the entire workflow for the research objectives because doing so
would involve significant effort and could introduce errors.

For MR training or simulation purposes, implementing steps 2, 3,
4, and 5 shows particular promise (Recap: see Figure 5). These steps
involve substantial interaction with the MRI machine and demand pre-
cise execution, making them ideally suited for MR-based skills train-
ing. However, despite the potential benefits, it has been decided not
to pursue these steps within this project. This decision is based on the
fact that the user, typically a radiologist, remains primarily stationary
in one area of the room, thus experiencing limited engagement with
the broader environment.

The placement of the coil was selected as an exemplary task from
the interventional workflow to be reproduced in MR. This task was
chosen because it involves a wide range of motion and requires di-
rect interactions with tangible objects at different locations within the
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room. As per Skarbez et al.’s observation [273], physical coherence
is largely influenced by the level of interaction from the participants,
leading us to infer that each user engages with both real and virtual
objects. The coil is stored in the MRI room, either in a cabinet or on
a coil cart, and can only be accessed by walking around the room.
Subsequent placement of the coil requires direct interaction. A loop
coil was chosen for its specific imaging capabilities and ergonomic
handling. Furthermore, the coil must be positioned manually in a rel-
atively confined and precise location, making it invaluable for train-
ing purposes because trainees can learn how to optimally position
the coil for both imaging and procedural access. The utilized coil is
based on the Noras iLoop Interventional Coil1, which was provided
as a real model and accompanied by training during a workshop con-
ducted by the company.

As connecting the coil to the MRI machine is also an interactive
step, this is also included in the virtual task, making the whole pro-
cess more immersive and practical. The input modality for the task
is through natural hand interactions with tangible objects, enabling
interaction with a variety of objects with different ergonomics and
testing various motion sequences during the experiment. The task, as
replicated in reality and its virtual translation, is illustrated in Fig-
ure 8. The selected task was reduced to elementary steps, which may
not correspond to 100% of the detailed sequence and intermediate
steps and are not necessarily carried out by the radiologist themselves.
However, the planned evaluation was assessed by an expert as real-
istic. A description of the specific task implemented for evaluation
purposes can be found in Section 4.2.2.3.

4.2.1.2 The Virtual Interventional MRI-suite

VEs for real-time applications can be reconstructed in different ways.
For example, it is possible to use 360-degree panoramas of the real
world as environments for virtual space [233] and to enable interac-
tions in 360-degree videos [301]. Reconstructing environments using
3D scans or photogrammetric methods is also a common method [80].
360-degree panoramas can also be combined with 3D models in real-
time applications, but the full individualization of the environment
is lost, and interaction with objects is limited [297]. A particular
obstacle in the context of this research is the magnetic field in MRI

examination rooms, which severely limits the use of these technolo-
gies. While 3D scanning can be applied to individual objects not used
in the examination room, the manipulation of material, texture, sur-
face, color, and object properties is limited and requires substantial
effort. To address these challenges and leverage the benefits of real-
istic texturing, free placement, and interactivity, traditional 3D mod-

1 NORAS MRI products GmbH, Germany, https://noras.de/en/mri-produkte/
iloop-interventional-coil-055t/

https://noras.de/en/mri-produkte/iloop-interventional-coil-055t/
https://noras.de/en/mri-produkte/iloop-interventional-coil-055t/
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eling techniques were employed. The virtual replica, created for use
in MR, was based on photographs and inventory lists from a real MRI

intervention room at our partner university and was developed in
consultation with medical procedure experts.

fidelity levels Research has identified two major areas affect-
ing the visual design of MR applications: the lighting system [85, 246,
280, 331, 339] and object design [94]. These factors significantly im-
pact user perception in the virtual world. However, existing studies
rarely address the medical context specifically. A literature review
indicates a lack of comprehensive investigation into the combined ef-
fects of previously studied design components. It was hypothesized
that a combination of these factors might either mitigate or amplify
their individual impacts. To test this hypothesis, three fidelity char-
acteristics were developed, each blending abstract and realistic visual
components. Consequently, visual quality was enhanced to reflect the
development effort of such VEs, and three levels of gradation were es-
tablished:

1. Essential Detail Level (EDL) – This level prioritizes minimal de-
velopment effort, focusing solely on task-relevant objects in the
environment while representing the rest schematically with 3D

primitives.

2. Standard Detail Level (SDL) – At this level, the typical effort
involved in creating 3D environments, including basic shapes,
materials, and lighting, is followed.

3. Advanced Detail Level (ADL) – The primary emphasis at this
level is on achieving optimal graphic implementation, with a
strong focus on attaining a high level of visual accuracy to
closely resemble realism.

Figure 6 gives an overview of the environment and its visual fi-
delity characteristics. A detailed technical realization of the three gra-
dations can be seen in Table 1.

To give users the feeling of being in a real operating room (OR),
audio recordings of the pumping sound from the helium compres-
sion system of an MRI scanner were added2. While this contributes
to the ambient noise, the soundscape in an MRI room—particularly
during image acquisition due to the gradient coils—creates a loud
environment overall, often necessitating the use of headphones and
making verbal communication challenging. Therefore, 2D audio in
SDL and 3D (Spatial) audio in ADL were implemented. To maintain
minimal development effort in EDL, the audio was completely omit-
ted. Additionally, different qualities of representation for male and

2 (CC BY 3.0): https://freesound.org/people/solidphase/sounds/442831/

https://freesound.org/people/solidphase/sounds/442831/
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Figure 6: Virtual environment for evaluating an interventional procedure at
different VFs. From top to bottom: lowest fidelity (EDL), medium
fidelity (SDL), and highest fidelity (ADL).
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Table 1: Breakdown of the different visual fidelities (ADL, SDL, EDL) and
their technical implementation. Categories are numbered for refer-
ence: 1) No. of polygons, 2) Object features, 3) Material, 4) Light
& Shadow, 5) Room architecture, 6) Interior. Adapted from Schott
et al. (2023a) [Core5]. Reused in accordance with ACM’s policy for
open access articles.

# ADL SDL EDL

1 >100.000 faces >10.000 faces <10.000 faces

2
Realistic shape replication,

High-poly models,

Natural irregularities

Essential geometric details

(bevels / fillets),

Medium-poly models

Basic geometric shapes,

Low-poly models,

No details (e.g. fillets)

3
HDR-materials,

High resolution texture maps,

Realistic properties & colors

Monochrome,

Reflections,

No texture maps

Monochrome,

No reflections,

No texture maps

4
HQ shadows,

Baked lightmap,

Ambient occlusion

No shadows,

Default light setup

(6 Sources)

No shadows,

Two light sources

5

High-detail OR-facilities,

(e.g. sockets, baseboards),

Natural irregularities

Essential OR-facilities

(e.g. doors, windows)

Waiver of facilities

(no doors, windows)

6 Full OR-furniture &

Accessories

Basic OR-furniture,

(no small-scale equipment)

Only task requirements

(no additional furniture)

female hands were implemented, with photo-realistic hand models
and forearms included in ADL, while EDL omitted the gender feature
to streamline development

interaction modalities As a realistic input modality, non-
contact hand tracking is combined with real tracked objects to pro-
vide haptic and visual hand feedback while offering many degrees of
freedom. This form of interaction, which has been shown by Schrom-
Feiertag et al. [261] to enhance the user’s Sense of Presence and interac-
tion fidelity, is similar to the findings of Luong et al. [159], who noted
that hand tracking significantly increases the naturalness of user inter-
actions within VE. A study by Bolder et al. [32] shows that implement-
ing a form of interaction with tracked hands and real objects for inter-
action can achieve similar Usability as in the real world. This Usability
is further supported by Adkins et al. [5], who found that despite the
intuitive nature of hand tracking, controllers can sometimes enhance
task performance by reducing physical strain, particularly in longer
sessions. The controller represents a second input modality that al-
lows the user to grasp and move virtual objects by pressing buttons.
This modality is particularly effective in situations where prolonged
interaction might lead to user fatigue, as noted by Luong et al. [159].
The implemented input modalities (controllers/hands-only) allow for



4.2 experiment 1 57

the interaction with virtual replicas of tangible objects (coil, adapter,
door handle) to perform the medical task at different VFs. An illus-
tration of the implementation of the respective input modalities is
shown in Figure 7.

ADL SDL EDL

Figure 7: Input modalities and realized Visual Fidelity. Top: Controller and
hands only input. Bottom: Virtual replications of tangible objects
(coil, adapter, door handle).

4.2.2 Evaluation

A study was conducted to evaluate the levels of VF and the IMs of
an exemplary medical task in a virtual OR in terms of their im-
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pact on Presence, UX, and user performance. The methodology of the
study is described in the following. The experiment followed a two-
way within-subjects design that combined the different VFs (EDL, SDL,
ADL), with the two IMs controller and tangible objects. Because effects of
different fidelity alterations on a holistic task simulation were to be
evaluated, multiple parameters were varied at the same time. In this
way, more general answers were sought initially.

4.2.2.1 Hypotheses

This study aimed to investigate several hypotheses. It is generally pre-
sumed that interacting with tangible objects rather than controllers
is more natural, and, thus, more realistic. First of all, it had to be
ensured that the manipulations were perceived as intended by the
subjects. Therefore, the first two hypotheses are:

• H1.1: Higher VF evoke higher subjective realism.

• H1.2: Interacting with tangible objects is perceived as more re-
alistic than controller-based interaction.

Based on related work [112, 191], it is speculated that VF also has a
positive effect on Presence in this case. The following hypotheses are
made to verify this assumption:

• H2.1: Presence is positively affected by increasing VF.

• H2.2: Tangible objects elicit a greater Sense of Presence than con-
troller interaction.

In their literature review, it was shown by Gonçalves et al. [95] that
higher degrees of realism most often also had positive effects on UX.
However, since not all reported studies could demonstrate this effect,
this aspect is intended to be investigated as well:

• H3.1: Higher VF are associated with a better UX.

• H3.2: Tangible objects improve UX compared to controller in-
put.interaction.

A moderate correlation between Presence and user performance
was found by Stevens et al. [290]. It was questioned whether such a
relationship could also be demonstrated in the experiment. The final
hypotheses are:

• H4.1: Better user performance can be observed for higher real-
ism.

• H4.2: Participants perform better using the tangible objects than
using the controller.
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Reality MR (ADL)

Figure 8: Realization of subtasks in reality including custom 3D printed tan-
gible objects (left) vs. the analog realization in MR with hand inter-
action in ADL (right). Adapted from Schott et al. (2023a) [Core5].
Reused in accordance with ACM’s policy for open access articles.
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4.2.2.2 Sample design

Professional expertise was not required for the study, as it was
deemed unnecessary for performing the experimental tasks. However,
to ensure that subjects had some basic medical background knowl-
edge and were familiar with medical environments, only participants
who were studying human medicine from their second semester
onward were invited. Nineteen medical students aged 21-31 years
(Median (Mdn) = 24) were recruited from our university. Of these,
fourteen reported their gender as female, while five reported as male.
Each individual was compensated 30 euros. A rating scale from 1 (no
experience) to 5 (very experienced) was used to assess technological
experience, which resulted in the following distribution: technology
affinity (Mdn = 3), gaming experience (Mdn = 2), MR experience (Mdn

= 2). More than half of the participants reported having a medium
technological affinity. A high technological affinity was reported by
one participant. The majority reported having little to no (>60%) ex-
perience with gaming and MR, with none rating their experience at
the highest level (5). Ten participants reported using glasses to correct
their vision. A color vision deficiency was not reported by any partici-
pant. All participants reported being in their 5th semester or higher of
medical school. See Appendix (Chapter 9) for the demographic data
collection sheet.

4.2.2.3 Task

A radiological coil placement task was considered for this study. Par-
ticipants were placed in an interventional MRI suite and had to move
to three randomized positions in the room (Figure 8 (1)). Once there,
a cabinet needed to be located and opened (Figure 8 (2)). Participants
found a flexible loop coil inside of it and needed to take it (Figure 8

(3)). The coil then had to be placed on top of an already prepared
virtual patient (Figure 8 (4)). A mark on the patient’s skin showed
where the coil needed to be positioned. Participants were instructed
to align the center of the circle-shaped coil with this marking. Finally,
the coil needed to be connected to a plug positioned at the MRI couch
to end the task (Figure 8 (5)).

4.2.2.4 Variables

Two independent variables were investigated in this experiment. Both
were given by the factorial design of the study. The first manipu-
lated independent variable was the VF of the VE. The second one
was the respective IM. Seven dependent variables were observed in
the experiment. First, the Task Completion Time (TCT) was measured.
Measurements began when participants opened the closet door and
ended when the coil was plugged in. In addition, the Placement Devi-
ation (PD) of the final coil position was assessed. This was the distance
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between the center of the circular part of the coil and a target marked
on the virtual patient. The IPQ was used to estimate Presence-related
qualia. All sub-scales (General Presence, Spatial Presence, Involvement,
Experienced Realism) were considered as dependent variables for this
study. Experienced Realism primarily served the purpose of a manipu-
lation check, to assess whether the intended manipulations of realism
were successful. Additionally, the short version of the UEQ was used
to get an estimate on the users’ subjectively perceived UX quality. Fi-
nally, a few control measures were collected; participants were asked
to rank their experiences with video games and with MR, as well as
their technical affinity, as detailed in Section 4.2.2.2. Furthermore, the
time participants spent in MR before starting the actual coil placement
task was measured. This Adjustment Period was the time required to
walk to all predefined floor markers.

4.2.2.5 Apparatus

The study took place in a Usability lab with a total size of ≈ 50 m2

at our university, where a mock-up resembling a real MRI device was
present [Further13]. The MRI mock-up measured approximately 2 m
in height, 2.3 m in width, and 1.7 m in length, with an 80 cm bore
and a patient bed (approximately 2.5 m× 0.5 m). A loop coil, a closet
handle, and a coil connector were 3D printed. The coil was placed
inside a closet in one corner of the room and the printed handle was
glued to one door of that closet (see Figure 8). A short section of a
plastic tube was attached to the coil connector to mimic the cable that
would take its place in real MRI suites. A human torso dummy made
of Styrofoam represented an average patient in size and position and
was placed on the MRI bench. Velcro on this dummy was used to
attach the 3D printed loop coil replica, which also had Velcro dots
on its bottom. The coil connector was placed on top of the dummy
to be near the user when needed. To ensure the greatest possible
freedom of movement, a ceiling-mounted cable management system
was used for the MR system. Tape was placed on the floor to mark
the target position and individual interaction points analogous to the
performance of the study task in VR. The laboratory had a size of
about 50 m2. The virtual tracking space, in which the participant
could move, had a size of approx. 5x5 m. The VE represents a faithful
replica in terms of room size, as well as placement of furniture and
objects in the room.

The setup included a Valve Index HMD3 equipped with the
Stereo IR 170 Evaluation Kit4 for hand tracking. The system also
utilized four Valve Basestations (2.0) and corresponding controllers.
Enhanced precision in tracking position and rotation was achieved

3 Valve Corporation, https://www.valvesoftware.com/en/index
4 Ultraleap Ltd., https://www.ultraleap.com/product/stereo-ir-170/

https://www.valvesoftware.com/en/index
https://www.ultraleap.com/product/stereo-ir-170/
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using Vive Trackers 3.05 mounted on the closet door, the loop coil,
and the connector. Calibration of the MR handhelds was performed
manually, using visual feedback to accurately align the virtual and
physical objects.

The PC used featured the following specifications: an Intel Core
i7-8700K 3.70GHz 6-core CPU6, an NVIDIA GeForce RTX 3090 Ti7,
32 GB RAM, and a 512 GB PCIE 3.0 SSD. Tangible objects were
3D printed using Ultimaker PLA and TPU 95A (flexible materials)8.
Software applications were run on Unity 2020.3.31 in C# with Mi-
crosoft Windows 10 Pro (build 19044)9 and Unity10. Hand tracking
was implemented with Ultraleap’s Hand Tracking v5.2.0 and Leap
Motion Core Plugin v5.5.0 for Unity. Rendering of EDL and SDL was
conducted using Unity’s built-in render pipeline, whereas in ADL,
the High Definition Render Pipeline (HDRP) version 10.8.1 was em-
ployed with materials from the Sample Scene (Measured Material Li-
brary for HDRP11). Realistic female and male hand models, later as-
signed to subjects according to gender, were sourced from the Unity
Assetstore12. Changes to the material in SDL were made, while stan-
dard low poly models were utilized in EDL. Further details regarding
the technical implementation of the rendering can be found in Table 1.

4.2.2.6 Procedure

After welcoming the study participants, informed consent was ob-
tained and demographic data were collected. Subsequently, the sub-
ject received a brief introduction to the medical field of application
and an overview of the study procedure. As training, each participant
first started performing the task in reality (without MR equipment),
which was demonstrated once by the study investigator. For this
purpose, the interaction objects and the spatial laboratory conditions
(mock-up as a model for the interventional MRI) were addressed. The
participant was reminded of the correct order in the interaction task:
specifically, the order of coil placement and plug insertion was em-
phasized. The coil should be placed centrally over the target marker
on the patient. Care should be taken to ensure that the Velcro side
of the coil was faced down. The participant should perform the task
at a reasonable pace and was not motivated to complete the task as
quickly as possible. After training, the experimental task described
in Section 4.2.2.3 was performed three times for each combination

5 HTC Corporation, https://www.vive.com
6 Intel Corporation, https://www.intel.com
7 NVIDIA Corporation, https://www.nvidia.com
8 Ultimaker B.V., https://www.ultimaker.com
9 Microsoft Corporation, https://www.microsoft.com

10 Unity Technologies, https://unity.com
11 https://github.com/Unity-Technologies/MeasuredMaterialLibraryHDRP
12 https://assetstore.unity.com/packages/3d/characters/humanoids/

leap-motion-realistic-female-hands-211090

https://www.vive.com
https://www.intel.com
https://www.nvidia.com
https://www.ultimaker.com
https://www.microsoft.com
https://unity.com
https://github.com/Unity-Technologies/MeasuredMaterialLibraryHDRP
https://assetstore.unity.com/packages/3d/characters/humanoids/leap-motion-realistic-female-hands-211090
https://assetstore.unity.com/packages/3d/characters/humanoids/leap-motion-realistic-female-hands-211090
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Table 2: Summary of the ANOVAs’ results on spatial presence (SP), in-
volvement (INV), and experienced realism (REAL); as well as robust
ANOVAs’ results on general presence (G), UX, time, and placement de-
viation (Dev.) (α < .05). Test statistic F and effect size η2 are reported
for ANOVAs and test statistic Q and effect size δt are reported for ro-
bust ANOVAs. Adapted from Schott et al. (2023a) [Core5]. Reused
in accordance with ACM’s policy for open access articles.

Variable / Eff. Typ. Factor DFn DFd F/Q p Sig. η2/δt Effect

SP

Main effects VF 2 34 0.030 0.971 0.001 -

IM 1 17 0.002 0.964 0.000 -

Interaction effect VF * IM 2 34 0.106 0.900 0.001 -

INV

Main effects VF 2 34 16.541 <0.001 * 0.158 L

IM 1 17 1.005 0.330 0.008 -

Interaction effect VF * IM 2 34 2.089 0.139 0.013 -

REAL

Main effects VF 2 34 35.048 <0.001 * 0.372 L

IM 1 17 0.223 0.643 0.002 -

Interaction effect VF * IM 2 34 4.747 0.015 * 0.053 S

G

Main effects VF 2 10.581 <0.001 * 0.648 M

IM 1 0.141 0.707 0.038 -

Interaction effect VF * IM 2 5.736 0.003 * - -

UX

Main effects VF 2 17.924 <0.001 * 0.595 M

IM 1 0.117 0.733 -0.029 -

Interaction effect VF * IM 2 0.517 0.596 - -

Time

Main effects VF 2 0.183 0.833 0.093 -

IM 1 0.161 0.688 0.078 -

Interaction effect VF * IM 2 0.344 0.709 - -

Dev.

Main effects VF 2 9.845 <0.001 * 0.294 S

IM 1 4.984 0.025 * 0.466 S

Interaction effect VF * IM 2 38.532 <0.001 * - -

of VF and IM factor level combination in MR. The order of the six
resulting experimental conditions was partially randomized. VF was
randomly arranged for each participant. Both IMs were tested one af-
ter the other for each respective VF. The order of the modalities was
alternated between two participants. In SDL and ADL, corresponding
male or female hand models were set, taking into account the gender
indicated by the participants. During this period, participants needed
to walk to four specific markings on the floor in a given order. Three
different but comparable routes were predefined. This phase was in-
cluded to allow the subjects to become accustomed to, and aware of,
the environment before the actual task began. It was also performed
during the training phase in reality, where tape was used to mark the
positions on the floor.



64 visual and interaction fidelity

Table 3: Summary of descriptive results for the dependent variables related
to presence (n = 19). All entries are in the format: mean value
[standard deviation]. SP - spatial presence, INV - involvement, REAL
- experienced realism, G - general presence. Adapted from Schott et al.
(2023a) [Core5]. Reused in accordance with ACM’s policy for open
access articles.

Variable SP INV REAL G

Accumulated 4.63 [0.60] 4.43 [1.22] 4.02 [1.22] 5.27 [1.25]

ADL 4.65 [0.58] 4.93 [1.12] 4.79 [0.87] 5.97 [0.88]

SDL 4.62 [0.55] 4.58 [1.03] 4.22 [1.01] 5.25 [1.25]

EDL 4.63 [0.67] 3.78 [1.24] 3.04 [1.07] 4.58 [1.20]

Tangible 4.63 [0.62] 4.33 [1.28] 4.06 [1.34] 5.31 [1.24]

ADL 4.64 [0.58] 4.86 [1.26] 4.86 [0.88] 5.94 [0.73]

SDL 4.63 [0.60] 4.61 [1.03] 4.51 [1.04] 5.67 [0.97]

EDL 4.61 [0.71] 3.51 [1.17] 2.79 [1.08] 4.33 [1.33]

Controller 4.63 [0.58] 4.53 [1.16] 3.98 [1.10] 5.22 [1.27]

ADL 4.66 [0.61] 5.00 [1.00] 4.72 [0.88] 6.00 [1.03]

SDL 4.60 [0.51] 4.54 [1.06] 3.92 [0.90] 4.83 [1.38]

EDL 4.64 [0.64] 4.06 [1.28] 3.29 [1.04] 4.83 [1.04]

4.2.2.7 Statistical analysis

All statistical analyses were conducted using R (version 4.2.2)13. The
data for each dependent measure was first checked for homogene-
ity of variances with Levene’s tests. The test’s implementation in the
’car’ R package [83] was used for this. Next, normality assumptions
were verified. To this end, the data of each variable was fitted to a
linear model using the ez_aov function of the ’afex’ package [270].
Shapiro-Wilk tests were then conducted using the respective linear
models’ residuals to check for normality. The ’stats’ package [217]
was used for this purpose. In case homogeneity and normality as-
sumptions were met, two-way repeated measures Analysis of Vari-
ances (ANOVAs) were conducted to analyse the data. This was also
done using the ez_aov function of the ’afex’ package [270]. For vari-
ables violating one of the assumptions, robust two-way ANOVAs for
within-subject designs based on trimmed means were calculated to
evaluate main and interaction effects (also see [327]). The function
wwtrim of Wilcox’ [327] R implementation was used here. The δt esti-
mate proposed by Algina et al. [11] was interpreted as effect size for
main effects assessed by robust ANOVAs. It was calculated using the
akp.effect function of the ’WRS2’ package [161]. Afterwards, post-hoc
tests on statistically significant VF main effects were conducted using
the pairwise_comparisons function of the ’ggstatsplot’ package [200].
Pairwise paired t-tests with Bonferroni adjustments were applied to
variables having met the normality assumption and robust Yuen’s
trimmed means tests with p-value adjustments using Hochberg’s
method were performed otherwise [327].

13 R Foundation for Statistical Computing, https://www.R-project.org/

https://www.R-project.org/
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Table 4: Summary of descriptive results for the dependent variables related
to user experience and performance (n = 19). All entries are in the
format: mean value [standard deviation]. UX - user experience, Time
[s] - time, Dev. [mm] - deviation. Adapted from Schott et al. (2023a)
[Core5]. Reused in accordance with ACM’s policy for open access
articles.

Variable UX Time [s] Dev. [mm]

Accumulated 5.45 [1.17] 20.71 [6.79] 10.53 [6.32]

ADL 5.97 [0.95] 20.92 [6.87] 10.56 [5.57]

SDL 5.56 [1.00] 20.55 [6.24] 09.00 [5.44]

EDL 4.83 [1.25] 20.67 [7.40] 12.03 [7.53]

Tangible 5.43 [1.21] 20.74 [6.88] 11.37 [6.47]

ADL 5.96 [1.03] 20.58 [6.71] 09.60 [3.89]

SDL 5.61 [1.02] 20.91 [6.80] 07.96 [3.47]

EDL 4.72 [1.26] 20.72 [7.48] 16.54 [7.71]

Controller 5.47 [1.13] 20.69 [6.77] 09.70 [6.11]

ADL 5.97 [0.89] 21.27 [7.20] 11.51 [6.84]

SDL 5.51 [1.01] 20.18 [5.80] 10.05 [6.82]

EDL 4.93 [1.27] 20.61 [7.54] 07.52 [3.78]

4.2.3 Results

This section presents the complete set of experimental results. In
terms of statistical outcomes, the mean values were calculated to
aggregate PD and TCT data under identical experimental conditions.
Then, final IPQ sub-scale and UEQ scores were calculated according
to the questionnaires instructions. Table 3 and Table 4 summarize
all resulting descriptive results. No conducted Levene’s test showed
significant results. Thus, it was assumed that the homogeneity as-
sumption held true for all dependent variables. However, significant
Shapiro-Wilk test results on General Presence, UX, TCT, and PD sug-
gested that this data would not be normally distributed. Therefore,
robust ANOVAs were conducted on these variables. Spatial presence, In-
volvement, and Experienced Realism were evaluated using conventional
two-way repeated measures ANOVAs. Results of all these analyses are
summarized in Table 2. Statistically significant VF main effects on Ex-
perienced Realism, Involvement, General Presence, and UX were revealed.
These effects are visualized in Figure 9. Pairwise comparison results
are depicted in these plots. PD showed significant main effects for
both factors. However, these are challenged by a significant interac-
tion effect on that variable. PD results are visualized in Figure 11. Sig-
nificant interaction effects were also shown for the Experienced Realism
and UX variables. These effects are visualized in Figure 10.

4.2.3.1 Control measures

The participants’ answers regarding video game experience, MR ex-
perience, and technological affinity were not evenly distributed. For
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(a) (b)

(c) (d)

Figure 9: Significant main effects of the VF factor on: (a) Experienced Real-
ism, (b) Involvement, (c) General Presence, and (d) UX. Bars represent
mean values and error bars represent standard errors. Significant
post-hoc test results are highlighted with brackets. Adapted from
Schott et al. (2023a) [Core5]. Reused in accordance with ACM’s
policy for open access articles.

example, 10 of 19 participants reported having a medium level of tech-
nical affinity, 12 of 19 participants had very little to little experience
with video games and 11 of 19 participants said they had very little to
little experience with MR. Because of this uneven distribution of group
sizes, extensive statistical analyses of the effect of these measures did
not seem viable. However, as exemplary analyses, Pearson’s corre-
lation tests between technical affinity and Experienced Realism were
conducted for each combination of factor levels. No test returned
significant results. Therefore, these control measures were not con-
sidered any further. Regarding the Adjustment Period, a Shapiro-Wilk
test revealed a violation of normality. Therefore, this measure was
analyzed with a robust two-way repeated measures ANOVA. This test
showed a statistically significant VF main effect (Q = 16.94,p < 0.001).
Follow-up pairwise comparisons using robust Yuen’s trimmed means
tests showed that participants spent significantly more time in the
adjustment phase in ADL (M = 7.75s,SD = 1.01s) compared to
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(a) (b)

Figure 10: Significant interaction effects: (a) Experienced Realism, and (b) UX.
Bars represent mean values and error bars represent standard
errors. ■ represents the IM ’Tangible’, while ■ represent ’Con-
troller’. Lines connect VF mean values with respect to each IM
factor to visualize the interaction effects. Adapted from Schott et
al. (2023a) [Core5]. Reused in accordance with ACM’s policy for
open access articles.

both, SDL (p = 0.001; M = 6.93s,SD = 0.85s) and EDL (p = 0.001;
M = 6.89s,SD = 0.80s).

4.2.3.2 Interpretation of results

The following attempts to interpret the identified effects and to find
reasons for their occurrence.

manipulation check The Experienced Realism sub-scale of the
IPQ questionnaire was considered as a manipulation check to ensure
the conditions had the intended effects. Statistically significant dif-
ferences between factor levels of the VF variable confirmed a clear
ranking between conditions (see Figure 9). Therefore, H1.1 can be
accepted. However, no significant differences could be detected re-
garding the IM factor. Observations during the study and inspec-
tion of the raw data revealed that whether tangible devices or con-
trollers were perceived more realistically seemed rather user depen-
dent. Thus, H1.2 cannot be accepted.

In addition, a significant interaction effect was shown regarding the
Experienced Realism variable (see Figure 10). The tangible IM seemed
more realistic than the controller modality in SDL. However, this as-
sessment was reversed in EDL, which is why this significant inter-
action effect occurred. Because the higher Experienced Realism assess-
ment in EDL (using the controller) was still below the smaller value in
SDL (also using the controller), it is argued that the significant VF main
effect is valid despite the interaction effect and does not influence the
acceptance of H1.1.
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A reason for the interaction may be found in the visualization of
the interaction devices. The EDL showed very abstract hand mod-
els without textures, while SDL showed already quite realistic ones.
At the same time, the controller’s appearance did not change much
across conditions. It may be plausible that participants focused more
on their hands when operating tangible objects than when using the
controller. Therefore, the more realistic-looking controller evoked a
higher degree of Experienced Realism than the abstract hands in EDL.
Simultaneously, the more realistic hands in SDL may have been per-
ceived as more natural and, thus, more realistic, than the controller.
Interestingly, a comparable effect could not be shown for the ADL

condition. Here, both IMs ranked very similarly. This may have been
because the inherent VF of the VE caused participants to focus more
on their surroundings and less on their hands. Thus, when filling in
the IPQ questionnaire after MR exposure, they ranked both IMs simi-
larly for this VF. An indicator for this can be found in the Adjustment
Period control measure. Participants required significantly more time
to navigate all the ground markings in ADL. It can be argued that this
was caused by the participants spending more time observing their
surroundings and, as a result, concentrating less on the actual task.

fidelity factor Consistent results of the VF factor show a clear
ranking and relationship between the degree of visual quality and MR-
related qualia. Higher VF resulted in a higher sense of ”being there”,
caused participants to feel more involved in the VE and to devote
more attention to it, and to have a generally better UX (Figure 9).
Therefore, H2.1 and H3.1 are considered as accepted.

Regarding the latter, half of the items of the UEQ are related to
the hedonic quality of the system. Hence, it was less surprising that
improving the visual quality and attractiveness of the VE was also re-
flected in this measure. The significant interaction effect on UX is sim-
ilar to the one on Experienced Realism. Likewise, it can be explained
analogously and was probably caused by the controller being ren-
dered similarly in EDL and SDL, while the respective hand models
showed visual differences. These observed differences are compara-
bly low and the overall trend between VF conditions seems unaffected
by this interaction.

The increased Involvement ratings constitute a more interesting find-
ing. Participants were less aware of their surrounding real world in
ADL. This indicates that the increasing match between the VE and the
real world blurred the boundaries between both realities. However,
it is not known if this was caused by visual quality improvements
or by the increased amount of observable items in the VE at higher
VF. The General Presence item of the IPQ questionnaire was answered
significantly different between visual fidelities. It is said to be closely
related to Spatial Presence [262]. However, this sub-scale did not seem
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to be affected by the VF factor in this study, which partly diminishes
the acceptance of H2.1. The General Presence item asked participants
if they had a sense of ”being there”. This question could have been
interpreted ambiguously and other aspects, e.g., Experienced Realism
and Involvement, could have also affected responses. Spatial Presence,
as in the sense of being physically present in the VE, may be more sus-
ceptible to other factors (such as display-related properties) that were
not manipulated in this study.

interaction modalities factor Except for PD, which will
be discussed separately, no statistically significant differences were
found between both IMs in this work. Since the descriptive data also
does not reveal any meaningful insights, it can be argued that, for the
selected task, the choice of IM should be rather user preference-driven.
Therefore, hypotheses H2.2 and H2.3 can be rejected. It was expected
that interacting with haptic tangible objects would evoke a more pos-
itive UX response. Its absence may have been due to implementation
reasons. All tangible objects were tracked using only one tracker. In
addition, some parts were flexible, which could not be translated to
MR. Visuoproprioceptive mismatches between the displayed virtual
objects and their real world counterparts caused by tracking or reg-
istration errors may have negatively affected participants’ perception
of this modality.

user performance Two user performance measures were con-
sidered. The TCT variable showed no significant differences. In con-
trast, two significant main effects were found on coil PD. However,
both appear to be strongly affected by a significant interaction ef-
fect on this variable. In SDL and ADL, participants were more accu-
rate using the tangible objects. In contrast, subjects could place the
coil with a similar accuracy using the controller in the EDL but per-
formed worst using the tangible objects in this VF. Therefore, H4.1
and H4.2 are not able to be accepted. Considering a loop coil di-
ameter of 18.5 cm, observed differences in deviations below 1 cm

seem only minor. Nonetheless, the statistically significant nature of
these differences is noteworthy. Perhaps participants were the most
accurate overall using the controller in EDL, because this factor level
combination introduced the least amount of distracting stimuli, thus
providing an environment for more concentrated work. In the more
realistic VEs, participants may have benefited from the more natural
tangible IM creating an overall workflow close to reality that facili-
tated more concentrated performance.
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(a) (b)

(c)

Figure 11: Significant main and interaction effects on PD. (a) visual fidelity
main effect, (b) IM main effect, and (c) interaction effect. Bars rep-
resent mean values and error bars represent standard errors. ■
represents the IM ’Tangible’, while ■ represent ’Controller’. Sig-
nificant post-hoc test results are highlighted with brackets. Lines
connect VF mean values with respect to each IM factor to visualize
the interaction effect. Adapted from Schott et al. (2023a) [Core5].
Reused in accordance with ACM’s policy for open access articles.

4.2.4 General discussion

Significant effects from the degree of VF on several subjective mea-
sures were identified. This research finding is in line with the work
of Newman et al. [191] and Mizuho et al. [181], who also found that
a high-quality VE created a greater Sense of Presence. The IM did not
seem to affect Presence-related qualia in this study, which is similar to
the work of Zhou and Rau [337]. There, using a tangible object in MR

did also not improve Involvement compared to a standard condition.

diversity and inclusion A higher proportion of female par-
ticipants was observed in this evaluation. The selection process pri-
oritized availability and willingness to participate, with no gender-
specific criteria being influential. Knowledgeable medical students
were recruited generally, and a random sampling approach was em-
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ployed, which could potentially impact the generalizability of the
findings. As a result, future research should aim to extend these find-
ings to broader populations to enhance the external validity of the
study and ensure inclusion and diversity.

virtual body ownership and hand visualization In this
study, the visual rendering of the user’s virtual hands varied across
different fidelity levels (VF), which may have influenced participants’
Virtual Body Ownership (VBO) and, consequently, affected results.
The literature suggests that VBO is influenced by both sensorimo-
tor coherence (bottom-up factors), such as the movement congru-
ence between real and virtual hands, and cognitive congruence (top-
down factors), such as the visual resemblance between the virtual
and actual hands [302]. All conditions in this study implemented
consistent hand tracking mechanisms, maintaining coherence on the
bottom-up layer. Studies by Maselli & Slater [168] and Lugrin et al.
[158] have shown that even mannequin-like hands or non-human
avatars can evoke vivid VBO without highly realistic appearances,
while Latoschik et al. [143] found that more realistic avatars enhance
body ownership. This leaves the potential effects of varying hand ap-
pearance in our study open for further investigation.

For hand visualization, gender-matched 3D hand models were used
in SDL and ADL, providing personalized visual representations with
fully depicted arms, known to enhance VBO [129]. However, EDL and
SDL lacked forearm connections, which might have influenced VBO,
especially during dynamic interactions [298]. While the hand mod-
els varied in size by gender, individual differences in hand size and
skin tone were not accounted for, potentially affecting interaction. Al-
though the study sample was relatively homogenous, future designs
should consider a range of skin tones to enhance inclusivity and re-
duce potential bias. In clinical settings, gloves are often worn for steril-
ity, but they were omitted here to maintain a consistent VBO effect
[100].

congruence and plausibility A novel theoretical model is
proposed by Latoschik & Wienrich [144] suggesting that congruence
and plausibility are the two essential conditions of MR experiences.
Congruence is referred to as the coherence of processed and expected
cues on two bottom-up (sensation and perception) and one top-down
(cognition) layer. This congruence then leads to a condition of plau-
sibility which affects other qualia, such as Presence and VBO. In this
study, changing the degree of visual fidelity may be interpreted as
a manipulation on the cognition layer, as the coherence between the
processed virtual OR and the expectation of a real one was altered.
Different resulting congruence levels resulted in different degrees of
plausibility. This may then explain the observed effects on involve-
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ment and general presence. At the same time, the two investigated IMs

may have had less effects on the observed measures because their ex-
pected and processed behavior was equally congruent, thus leading
to similar plausibility.

uncanny valley Interaction effects on VF, UX, and PD were ob-
served. EDL was rated higher and was seen to perform better when
paired with controller interaction. ADL received higher ratings and ex-
hibited lower PDs when tangible objects were utilized. The reversed
factor level combinations may have then performed worse because
the mismatch caused an uncanny valley-like effect [186]. This the-
ory stems from robotics and describes the phenomenon that, after a
certain degree of human likeness, the human observer’s emotional
response will not increase anymore, but instead decrease. Then, at
a very high level of human likeness, the emotional response will in-
crease again, to even higher degrees than experienced before. With
respect to VR, this theory has been applied mostly to virtual avatars
[143]. Howard et al. [108] also extended the theory to simulation and
VEs and concluded that the quality degrees of the environment and
the options to control it need to match. If they do not, an uncanny val-
ley effect may occur. Applying this to the results, it could explain the
observed interaction effects on visual fidelity, user experience, and place-
ment deviation. McMahan et al. [172] investigated whether such an
effect also applies to interaction in MR. They theorize that, as with
robots, more natural interaction paradigms will feel and perform
worse after a certain degree and will only improve once a high re-
semblance to real world interaction is achieved. Both the controller
and the tangible IMs performed very similarly in this study. The tan-
gible condition was designed to feel more natural and to be, thus,
more realistic. However, the final prototypical implementation may
have just not been good enough. Slight tracking and registration er-
rors may have caused a feeling of eeriness that is associated with the
uncanny valley effect.

experienced realism In general, lower ratings were received
for Experienced Realism in ADL, as would have been expected (M =

4.65 on a scale from 1 to 7). This suggests that there is still some
room for improvement. Future work could investigate if different
HMDs have an impact on this measure. For example, the Varjo XR-
3

14 was evaluated to provide a very high visual acuity [133]. More-
over, the visual realism of the developed VE could be improved by in-
cluding social companions. Previous research showed that the quality
of experience can be positively affected by co-locating an increasing
amount of such virtual agents [142]. Therefore, having radiology tech-
nologists, anesthesiologists or surgical nurses joining the VE could en-

14 Varjo Technologies Oy, https://www.varjo.com

https://www.varjo.com
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hance the Experienced Realism. Another potential way to increase the
visual fidelity is the inclusion of multi-sensory stimuli. So far, only
visual and auditory output as well as haptic feedback of the tangi-
ble objects have been considered. Doukakis et al. [72] showed that
users prioritize visual quality over other sources. However, if more
budget is available, a more balanced distribution of auditory, visual
and olfactory stimuli may be preferred. In that regard, the inclusion
of olfactory and tactile feedback, e.g., wind, elicited a greater Sense
of Presence in an experiment of Jung et al. [130]. Thus, it would be in-
teresting to also consider MRI intervention specific smell and tactile
sensations.

visualization and precision Following Fink et al. [81], ob-
stacles in the form of primitive 3D objects were used as placeholders
where real objects are located in EDL, which constrained locomotion
in virtual space. This resulted in the inability to define specific medi-
cal devices, but it allowed participants to be focused on the execution
of the task.

In addition, it remains uncertain if different tasks would have re-
sulted in different outcomes. No differences were identified between
IMs in this study. However, tasks requiring more precision could po-
tentially benefit from the more natural tangible interaction paradigm.
Future work could therefore repeat the experiment with a different
task design.

study sample The sample size in this experiment was relatively
small. A sensitivity power analysis indicated that, with a β of 0.8, ef-
fects up to a Cohen’s f effect size of 0.245 were likely identified with
reasonable probability, corresponding to medium and large-sized ef-
fects. Therefore, it cannot be ensured that small-sized effects were not
missed.

Additionally, the sample design included only medical students be-
cause no interventional expertise was required. However, the digital
twin of the MRI room may be experienced differently by clinicians
working in ORs or radiology suites on a daily basis due to their prior
knowledge. Since they are already accustomed to the environment,
they could potentially focus less on their surroundings at higher VF.
At the same time, they could notice errors or mismatches that med-
ical students would not see, which in turn could cause distractions.
Hence, conducting a similar study with subjects from the expert do-
main would also be a meaningful continuation of this project.

usage of sound A realistic MRI background noise was used as
ambient noise in SDL and ADL levels to enhance the feeling of being
in an OR. To maintain minimal development requirements, the inte-
gration of sound in EDL was decided against. However, this decision
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may have caused EDL to score less well, as emphasized by Dinh et
al.[66], who noted that the use of sound has a greater impact on Pres-
ence than VF. The effect of contrast between the Presence and absence
of sound at different visual levels is also supported by Poeschl et
al.[208]. Since the audio used was very monotone and no additional
audio effects (such as those occurring when interacting with objects)
were included, it is suspected that the influence of audio use on Pres-
ence in this study will be very small.

implementation A major limitation of this study is that mean-
ingful conclusions on which specific VF aspect was responsible for the
observed effects cannot be drawn (see Table 1). For this first experi-
ment, a decision was made to compare holistic impressions instead.
Multiple follow-up studies would be required to determine which
individual components had stronger effects.

4.2.5 Conclusion

This work investigated the effects of three different gradations of VF

on Presence and UX for a medical task in MR. Tow IMs were investi-
gated: The first one was based on natural hand interaction with tan-
gible, 3D-printed objects and the second paradigm used conventional
MR controllers. A control measure confirmed the successful manipu-
lation of Experienced Realism with the three investigated visual fidelities.
The results revealed a strong connection between VF and the depen-
dent measures of General Presence, Involvement, and UX, while Spatial
Presence and user performance were less affected. Furthermore, no
differences were observed between the two IMs for the examined task.
Examination of the raw data indicated that the perception of realism
between tangible devices and controllers appeared to depend more
on individual user preference.Future work should examine whether
these results can be reproduced in tasks that require more precision.
In addition, clinical experts should be included in follow-up studies
and individual components of the considered VFs could be investi-
gated separately. The identified advantages of high VF in VEs have
practical implications for the development of future systems. How-
ever, the consideration of development effort in future work might
become redundant, as the manipulation of the level of detail using
technologies such as AI-based filters and 3D model conversion could
be accomplished without additional effort. Investigations of interac-
tion paradigms in MR seem less dependent on the visual quality of
the VE and do not seem to require high standards. However, experi-
ments focused on MR related qualia, such as Presence, can benefit from
extensive efforts towards realism.
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4.3 ongoing work

In this final section, an extended experimental setup is introduced,
and a concept is outlined that provides a forward-looking perspective
on future experiments, building on previous research. This addition
aligns with the chapter’s primary goal of exploring the fundamentals
of design and illustrating potential future directions.

For a planned study, the VE discussed in this chapter has been re-
designed, and the use case expanded. This will allow for the collec-
tion of additional requirements and insights into the development
processes of medical task simulation. Some potential research ques-
tions to be explored include:

• Which combination of VF and IM is comparable to the real-world
condition?

• What effect do the respective factors VF and IM have on users’
performance scores when completing the task?

• To what extent is performance influenced by secondary factors
such as UX, Presence, and Subjective Workload?

4.3.1 Interaction and Visualization Rationale

As concluded earlier in the previous experiment, it was observed that
VF led to a greater Sense of Presence, while user performance seemed
to be less affected. It can be speculated that this may have been
due to the basic procedural task itself, as it required less precision,
which is why the upcoming experiment have to consider an inter-
action that requires more precision. Within the workflow described
in Section 4.2.2.6, the task of needle insertion was extracted for the
follow-up experiment because it requires precise instrument handling
and critical haptic feedback, essential for training practitioners to per-
form these delicate and technically demanding procedures safely and
effectively (Figure 5). In addition, the step of sterilizing the puncture
site was added as a preparatory measure to introduce an additional
interactive element and extend the time spent in MR, ensuring that
the user has sufficient time to fully engage with and experience the
simulation.

input choice Also, in the previous experiment, no effects of the
IMs on the evaluated factors were found. This could be due to the com-
parison of two tactile input methods (controller vs. tangible objects).
For this reason, the future experiment will focus on the comparison
between tangible and virtual objects.

fidelity degrees According to the findings from the first experi-
ment, the impact on variables such as user performance, Presence, and
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UX was more pronounced when comparing SDL to EDL than to ADL.
Specifically, participants experienced a clearer distinction in terms
of realism, involvement, and Presence between EDL and SDL, while
the differences between SDL and ADL were relatively smaller. In the
follow-up study, the focus will be on the extremes of the VFs, which
is why only SDL and ADL will be examined. Focusing on the extremes
provides clearer insights into how different levels of VF impact users,
particularly in terms of Presence, UX, and task performance. This could
help identify the minimum level of VF required to achieve optimal re-
sults in user performance and experience without complicating the
design process. It will also allow a better understanding of the effects
of both low and high VF on user performance and experience.

gloves In the upcoming study, the visualization of hands will be
implemented with surgical gloves, addressing both of the aforemen-
tioned points. By using gloves, we aim to minimize the impact of indi-
vidual variations in hand size, shape, and skin tone, thus enhancing
inclusivity and reducing potential biases in VBO. This approach will
also maintain the realism expected in medical environments, where
wearing gloves is a standard practice for maintaining sterility.

task expansion The task will be as follows: Within this appa-
ratus, we implemented a navigated needle insertion task. A custom
laser system, mounted on a ring for full mobility and adjustable at
various angles, is used to mark the entry site on the abdominal area
of the virtual patient. The user must first grab the swab on the nearby
table and sterilize the marked area, repeating this process three times.
Afterward, the swab is placed back in the iodine bowl, and the needle
is picked up. The user aligns the needle tip and end with the laser, en-
suring the correct insertion angle. The needle must then be inserted
into the body until a specified depth is reached.

Once again, emphasis was placed on the rapid prototyping ap-
proach and cost efficiency. To make these environments feasible with
conventional MR hardware, 3D-printed and tracked instruments will
also be utilized. Figure 12 shows screenshots of the already imple-
mented features, the execution of the task including real and virtual
replicas, as well as the visualization levels.

4.3.2 Apparatus Design

The setup will be located in the same lab as described in Sec-
tion 4.2.2.5. However, the room has since been subdivided into an
examination room (approximately 33 m2), a control room (approxi-
mately 8 m2), and an observation room (approximately 9 m2). The
latter two rooms are connected to the examination one by doors and
half-mirrored windows. The experiment will also be conducted using
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Figure 12: Executed Needle Insertion Task. The user first sterilizes the laser-
marked area (left) and then inserts a needle at a predefined angle
and depth towards the target structure (right). The top row dis-
plays the 3D-printed tangible objects equipped with trackers. The
middle row shows the task in high-fidelity MR, while the bottom
row depicts it in low-fidelity MR.

the same mock-up described in Section 4.2.2.5; however, it has since
been reinforced for added stability and enhanced with a movable pa-
tient bed operated by an electric pulley. Specifically for the following
experiment, the mock-up was enhanced with a custom-built laser nav-
igation unit, flexibly mounted on a 90 cm ring profile. This system,
serving as a navigation aid, is inspired by a mobile system for image-
guided interventions15 and is designed to help participants find the
needle insertion point and the corresponding orientation. This allows
for an expansion of the sample size, as it enables participation by indi-
viduals other than just experienced interventionists. In total, the setup
has been expanded with six additional trackers to correctly align the
position of several physical objects with their virtual twins. The labo-
ratory is equipped with five Valve Basestations16, creating a tracking
space that covers the entire MRI working area and the control room.

15 ATLAS medical Technologies GmbH, https://www.atlas4d.de
16 Valve Corporation, https://www.valvesoftware.com/en/index

https://www.atlas4d.de
https://www.valvesoftware.com/en/index
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REAL VIRTUAL

Figure 13: Overview of the apparatus. Physical mock-up of the MRI device
and interventional instruments equipped with HTC Vive trackers
(left) and corresponding virtual replica of the environment (right).
The tracked objects are: (1) instrument table, (2) swab in a fixed
bowl, (3) biopsy needle, (4) patient phantom, (5) laser system, and
(6) MRI device.

Figure 13 gives an overview of the system by comparing the real ap-
paratus with the virtual twin.

4.3.3 Planned Variables

Finally, the study will be expanded to include a real-world condition,
which will not be conducted in MR. Instead, the tracked instruments
will be used within a real interventional mock-up to perform the same
tasks, serving as a ground-truth measurement. The study design has
already received ethical approval from our Medical Faculty’s Ethics
Committee. The study will include the following measurements to
address the questions mentioned above:

• Demographic data (age, gender, prior experience)

• UX (UEQ)

• Subjective Workload (N-TLX)

• Sense of Presence (IPQ)

• Subjective evaluation of visualization levels and IMs (rating)

The performance metrics to be determined include the measure-
ment of TCT (start, stop, task duration) as well as the puncture error
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(deviation of the achieved puncture depth and angle from the prede-
fined path).

4.4 chapter summary

This chapter explored the impact of manipulating various visual and
interactive factors on user performance and engagement within a
medical task simulation. The findings revealed a significant relation-
ship between VF and the measured outcomes, while no differences
were observed between the IMs. These results prompted the devel-
opment of a follow-up evaluation concept to refine the interaction
approach further. Although the described environment centers on
a medical task simulation, its adaptability extends to broader train-
ing applications. Thus, the developed simulation serves as a flexi-
ble tool, functioning as both a testing environment for prototypical
evaluations and a training platform for medical education scenarios.
This chapter enhances the understanding of choosing different com-
ponents in the development of VEs using MR technology and paves
the way for the subsequent chapters of this work, which focus on
practical learning applications. The next chapter centers on the de-
sign and evaluation of applications aimed at individual knowledge
construction in the field of anatomy education.
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individual learning environments for em-
bryonic heart education

synopsis This chapter introduces a VLE aimed at supporting early-
stage medical education, helping students better understand the dynamic
morphological changes that occur during embryonic heart development. By
leveraging the interactivity and immersive capabilities of MR technology,
the VLE seeks to make these complex processes more accessible. The chap-
ter begins with an overview of the medical background, current teaching
methods, and the transition to 4D models, followed by an exploration of the
application’s key features and evaluation. A subsequent experiment further
develops the application and methods, assessing its effectiveness and investi-
gating questions related to its impact on learning outcomes and influential
factors in MR system characteristics.
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about this chapter Parts of this chapter were previously
published in Schott et al., “Cardiogenesis4D: Interactive Morpho-
logical Transitions of Embryonic Heart Development in a Virtual
Learning Environment” [Core6] and have been incorporated into this
thesis. The article is open access under a Creative Commons Attri-
bution 4.0 International License. Additionally, some of the methods
described in this chapter were developed as part of Mr. Tom Wunder-
ling’s Master’s thesis, titled “Interaktive Visualisierung der embry-
onalen Herzentwicklung in einer Virtual-Reality-Lernapplikation,”
which was supervised by myself and M. Kunz. Furthermore, sections
in “Experiment 3” were previously published in Kunz and Schott et
al. (shared first authorship), “Embryonic Heart Development as an
Immersive Experience: Unveiling Learning Effects and Influential
Factors in Virtual Learning Environments” [Core3], and are reused
here in accordance with the copyright policy of Elsevier. ©2025 The
Authors. Published by Elsevier Ltd.

my contribution For “Experiment 2,” I developed the pri-
mary research idea and refined the initial concept formulated in Mr.
Wunderling’s Master’s project by expanding its theoretical founda-
tion and conducting an extensive literature review. I also co-managed
the project, co-designed the study, and took primary responsibility
for drafting, reviewing, and editing the original manuscript. I su-
pervised and actively contributed to the creation of graphics, includ-
ing new photos, tables, illustrations, and additional content specifi-
cally tailored for this thesis. For “Experiment 3,” I co-created both
the research concept and the implementation of the methodological
approach, including software prototyping, interface design, and vi-
sualization. I co-authored the manuscript, contributing to drafting,
reviewing, and editing, and collaborated on data collection and anal-
ysis. I was also responsible for creating new graphics, photos, tables,
illustrations, and other thesis-specific content.

5.1 introduction

The previous chapter provided insights into the impact of manipulat-
ing visual and interactive factors on user engagement in VEs within a
more general medical context. This discussion contributes to a deeper
understanding of how different components can be selected for de-
veloping MR applications, paving the way for the next chapter, which
focuses on a practical learning application. In particular, this chapter
delves into the development of a system for anatomical education,
using the example of embryonic heart development.

Embryology, the branch of anatomy that studies the human de-
velopment in the womb, offers insights into the form and function
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of anatomical structures as they develop. This knowledge forms an
essential foundation of medical education and is key to understand-
ing congenital diseases. Comprehending embryology—especially the
complexities of embryogenesis and organogenesis—is challenging
due to the lack of three-dimensional orientation [201]. This diffi-
culty arises from the simultaneous growth processes and rapid shape
changes that occur within a short timeframe [1, 45]. For example, the
embryonic heart undergoes complex morphological transitions, re-
shaping multiple times in a few days. Understanding these processes
is crucial for students and future cardiologists to accurately diagnose
and treat congenital heart defects, as the origins of many pathologies
lie within these transitional stages and their vulnerabilities.

As highlighted in Chapter 2, traditional learning tools, such as 2D

illustrations, videos, and static 3D models, are commonly used in em-
bryology education. However, new teaching methods are required to
effectively capture the dynamic internal and external developments
inherent in this process, as discussed in Section 3.3 and further ex-
plored in Section 3.5.

As also previously discussed, the high level of immersion and en-
hanced depth perception achievable with MR can create engaging and
impactful learning experiences—well-suited to the study of embryol-
ogy. While anatomy is a fundamental subject that students find both
exciting and practical, particularly during dissection courses, embry-
ology lacks similar popularity due to its abstract nature, driven by the
small scale and limited visualization formats of the developing struc-
tures. Additionally, embryology occupies only a small portion of the
curriculum, with limited emphasis on the cardiovascular system in
particular.

Therefore, this chapter presents the development and evaluation of
VLEs designed to enhance the understanding of embryonic heart de-
velopment and create an engaging experience for this complex sub-
ject. The MR application developed is referred to as CardioGenesis4D,
named after the original paper [Core6]. Its development was shaped
by interdisciplinary collaboration with anatomy experts and cardi-
ologists from our university, who provided interviews, application-
specific feedback, and guidance throughout the process.

In the first part of this chapter—Experiment 2—the foundational VLE

is introduced, based on the original paper as previously mentioned.
This initial phase established the conceptual and technical ground-
work, addressing individual learning styles by implementing various
features. Through advanced interactions and dynamic visualizations,
users can explore 4D morphological changes via deformable organ
models, thereby gaining a deeper understanding of temporal evolu-
tion and supporting individual knowledge construction.

In this experiment, creating a user-friendly foundation was essen-
tial before investigating the actual effects on learning behavior. Con-
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sequently, this initial study focuses primarily on aspects related to
Usability and Presence. Therefore, both experienced and inexperienced
users of MR were included as well as the target group of medical stu-
dents. Learning aspects were considered only secondarily in a smaller
sample group.

To summarize, this experiment addresses the following research
question:

RQ2 | How can suitable visualizations and interactions in MR
be designed to effectively represent embryonic heart develop-
ment?

The second part of this chapter presents a further development of
CardioGenesis4D, referred to as Experiment 3. Based on the findings
from Experiment 2, the application was significantly improved, with
expanded content and enhanced functionality.

The goal of the study in Experiment 3 was to investigate how a
single exposure to the VLE might influence knowledge retention of
a previously learned topic. Consequently, the study examined long-
term knowledge retention, UX aspects, and their impact on learning
effectiveness. This evaluation included the development of a special-
ized knowledge test, modeled on real exams, to assess these factors.
Additionally, the use of the MR application during the exam period
for medical students was explored. Within this context, the following
research question is addressed:

RQ3 | Are there measurable learning effects when using MR
to understand embryonic heart development, and which fac-
tors influence these outcomes?

A video demonstration of the applications is linked in the Ap-
pendix (see Section 9.1).

5.2 experiment 2

This section presents the first experiment exploring the use of an MR

application to enhance the learning experience in anatomy education,
specifically focusing on the development of the embryonic human
heart.

5.2.1 Material & Methods

In this part, the development process of the VLE is outlined based
on user research. The context of use is discussed, and key require-
ments are highlighted. Finally, the resulting prototype, user interac-
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tions, technical specifications, and defined objectives for a learning
scenario are presented.

5.2.1.1 User Research

As discussed in Chapter 2, the foundation of HCD lies in analyzing
the context, ergonomic considerations, and identifying specific user
requirements. Consequently, requirements for teaching and learn-
ing were identified based on three semi-structured expert interviews
with lecturers and physicians from our medical faculty (Institute of
Anatomy and Clinic for Cardiology and Angiology, University of
Magdeburg), which informed the design of a prototype with an ap-
propriate interaction concept. Additionally, a survey of medical stu-
dents was conducted to determine which aspects of cardiac develop-
ment were particularly challenging to understand. Followed by an
analysis of the current teaching situation at our university and an as-
sessment of the students’ difficulties, ideas and approaches for tech-
nical implementation were designed by an interdisciplinary team of
software developers, designers, and medical professionals, based in
these requirements.

5.2.1.2 Context of Use

The term embryo refers to a stage from fertilization to the end of the
eighth week of pregnancy (day 56). The cardiovascular system is the
first functional system in the embryo, with the heartbeat detectable
by ultrasound as early as the 4th week of development. Heart de-
velopment (cardiogenesis) can be roughly divided into two stages:
formation of the cardiac loop (1) and formation of the interior of the
heart (2).

At our university, embryology is taught in the first year of the
human medicine program, both through lectures and as a seminar
within the dissection course. During lectures, images and videos from
various sources are presented, with references to further resources on
the intranet or recommended literature for self-study. The embryol-
ogy of the heart is addressed in small groups of 5-10 students during
a half-hour breakout session in a dissection room. Feedback from a
survey of medical students - which was conducted as part of this re-
search project – indicated that the formation of the primary heart tube
and cardiac looping are perceived as particularly challenging topics.
In the teaching of embryology, two aspects are considered especially
important by interviewed lecturers:

• (1) Understanding complex, time-dependent, 3D morphological
changes in the developing embryo.
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• (2) Attention to the clinical implications of congenital organ
defects that arise when these morphological processes deviate
from the norm.

5.2.1.3 Concept

The focus was on spatial understanding of shape transformation. The
formation of the heart loop involves a 3D overlay, making it challeng-
ing to comprehend in two dimensions. As a result, lecturers have de-
veloped a method using different colored modeling clay to simplify
the fusion into the primitive heart tube and subsequent loop forma-
tion (see Figure 14). This method also helps convey the changing po-
sitional relationships after each formation step. Drawing inspiration
from this practice, the advantages of MR were leveraged to display the
shape changes immersively. Unlike existing static models, the result-
ing 4D concept is designed to animate shape and positional changes
through temporal transitions between developmental stages, creating
an interactive experience.

5.2.1.4 Virtual Learning Environment

Based on the previously described concept and in continuous collab-
oration with cardiologists, a virtual learning application was devel-
oped through an iterative design process, with a focus on interactive
visualization for learning the temporal evolution of the human heart.
A virtual seminar room is proposed, allowing users to explore heart
development and manipulate transitions using hand interactions. In
this VLE, deformable 3D models of the early heart can be examined
at different stages to enhance spatial understanding of the develop-
mental process. Three phases of early heart development have been
implemented:

1. Formation of the primitive heart tube (day 20 - 21)

2. Formation of the cardiac loop (day 22 - 23)

3. Completion of the S-shaped heart loop (day 24 - 35)

interactive modes In addition to the 3D models of the differ-
ent stages of the heart, the VLE includes four modes. The first mode,
Training Mode, is designed to familiarize users with MR interaction
techniques, particularly to help inexperienced students get started
easily. Basic 2D and 3D elements such as sliders, buttons, and toggle
switches are presented here. The second mode, Exploration Mode, dis-
plays segmented 3D models of corresponding embryos. In addition
to the isolated heart, other anatomical structures and organs can be
toggled on and off to provide contextual visualization. The central
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Figure 14: Comparative view of the physical and virtual representations of
the three stages of heart development as implemented in the VLE.
Rows 1 and 3: Modeling clay representations used in the class-
room. Rows 2 and 4: Corresponding virtual 3D models derived
from the clay models. Adapted from Schott et al. (2023b) [Core6],
rearranged for this thesis. Licensed under CC BY 4.0.

element is the third mode, Learning Mode, intended as a training unit
for interactively simulating 4D morphological development and pro-
moting spatial understanding. To support this, 2D diagrams with cues
and labels are provided, along with various interaction elements to
manipulate the heart model. An overview of Learning Mode is shown
in Figure 17. A final fourth mode, Modeling Mode, has been imple-
mented to allow free modeling of a heart tube (see Figure 16 (a)).
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Figure 15: A collage of multiple stages of the transformation of the heart
tube during embryological cardiogenesis as seen in the VLE. The
center heart shows the transformation in progress: the tracked
hands of the user follow the arrows indicating growth directions.
Reprinted from Schott et al. (2023b) [Core6]. Licensed under CC
BY 4.0.

(a) (b)

Figure 16: The modeling mode allows the user to deform the heart tube
freely and without restrictions (a). Reprinted from Schott et al.
(2023b) [Core6]. Licensed under CC BY 4.0. The Navigation Cube
widget is used to rotate and scale the model in alignment with
the anatomical position (b).

user interface To assist the user in transitioning from the ini-
tial state (A) to the final state (B) of morphological change within a
developmental step, several orientation and explanatory tools are pro-
vided, as shown in Figure 17. On the user’s left side in the VE, an illus-
tration1 describes the current development stage. The two states (A +
B) are marked with the respective developmental day and anatomical
labels. Below the 3D model in the center, a playback control (play |
pause | toggle) activates the change as an animated motion.

Simultaneously, a progress bar displays the current stage of devel-
opment over time as a percentage (0–100) and can also be adjusted
directly by the user, who interacts with a handle. Additionally, the
playback speed of the animation can be modified in discrete steps
using a toggle switch, and the animation can be paused at any point,
allowing the user time to scale, rotate, or move around the 3D model.
The 3D models can be rotated and scaled via a widget—a Navigation
Cube—that displays the anatomical orientation (see Figure 16 (b)). Ro-
tation is restricted to the cranial axis, while scaling is unrestricted.

1 Used under CC BY 4.0: https://openstax.org/books/anatomy-and-physiology/
pages/19-5-development-of-the-heart

https://openstax.org/books/anatomy-and-physiology/pages/19-5-development-of-the-heart
https://openstax.org/books/anatomy-and-physiology/pages/19-5-development-of-the-heart
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When multiple 3D models are displayed, manipulation of this cube
affects all models synchronously. A button advances the user to the
next of the three developmental stages.

To focus attention on the learning content, the entire UI is separated
from the environment. The background is dimmed and draws less
attention due to a semi-transparent box placed around the user, with
the controls positioned in a recessed area.

hand interaction To make the interaction as natural as pos-
sible, the model and corresponding structures can be deformed by
users with their hands. This is done by grabbing the virtual heart with
both hands at points marked with a cross. Additional navigational
aids are provided to facilitate guided exploration in MR, emphasiz-
ing feasible interaction with the 3D model [46]. Two black and white
dashed arrows on the virtual heart indicate the required movement
to transform the object from one state to the next (see Figure 15).

Analogous to the animation, only a linear deformation can be per-
formed. Thus, free interaction is imitated by guided movement, pre-
venting unwanted deformations and ensuring that the real physio-
logical development is accurately represented. The interaction is de-
signed to be bi-manual, as each hand mimics a part of the complex
movement at specific points on the model, reflecting the parallel pro-
cesses that occur in reality. This guided linear control of the interac-
tion was selected because it aligns with physiological development.
This motorized movement is intended to support learning and con-
solidate knowledge. According to the theory of embodied cognition,
motor movements and accompanying sensory experiences can influ-
ence cognitive processes, thereby making abstract concepts more un-
derstandable [3]. Additionally, a fourth mode for free deformation
was implemented. This experimental function imposes no restriction
on the degrees of freedom, allowing any kind of virtual shaping to
be performed as a kind of creative approach.

active and passive features Although active interaction with
3D models in a VE leads to more efficient object viewing [120], indi-
vidual learning styles are not accounted for. To address this, two fea-
tures with different interaction modalities were implemented to cater
to the target group’s individual learning preferences and to explore
the advantages and disadvantages of these features. Consequently,
the Learning Mode can be completed in both a passive-explicit and an
active-implicit variant. The distinction lies in the UI: in passive train-
ing, classic UI elements such as buttons and sliders are available to
control the animation. In active training, the layout remains identi-
cal, but playback control buttons are hidden, and interaction with the
progress bar is disabled. For manipulation, only direct hand interac-
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Figure 17: VLE in Learning Mode with passive features. (1) 2D graphical
scheme with descriptions, (2) 3D model in current transition,
(3) UI elements for manipulating the animation: buttons, slider
and Navigation Cube (right). Reprinted from Schott et al. (2023b)
[Core6]. Licensed under CC BY 4.0.

tion with the 3D model is possible. Once the task in active training is
completed, the animation can be reset or replayed using a button.

technical setup Software development was conducted using
Unity 2020.3.35f12 in C# on Microsoft Windows 10 Pro (build 19044)3.
The Mixed Reality Toolkit (MRTK) for Unity (v2.7.2)4 was used to
implement hand tracking, which was integrated via Ultraleap Hand
Tracking v5.2.05 and the Leap Motion Core Unity Plugin v4.9.16. In-
terface elements were created using MRTK prebuilt UI components.

The interactive models of the embryonic heart were created using
MudBun v1.3.29

7. MudBun employs signed distance fields for pro-
cedural volumetric mesh generation, enabling real-time modeling of
organic shapes directly within the Unity editor and during run-time.
For polygonizing the 3D scalar field, several meshing algorithms were
evaluated. The Marching Cubes algorithm delivered the best balance
between visual quality and performance. To maintain an acceptable
frame rate (approximately 90 FPS) for MR, spatial hashing and sparse
voxel trees were employed.

On the hardware side, the prototype was implemented using a
Valve Index HMD8, extended at the front with Ultraleap’s Stereo IR

2 Unity Technologies, https://unity.com
3 Microsoft Corporation, https://www.microsoft.com
4 Microsoft Corporation, https://learn.microsoft.com/windows/mixed-reality/
mrtk-unity

5 Ultraleap Ltd., https://www.ultraleap.com
6 Ultraleap Ltd., https://developer.leapmotion.com/unity
7 Long Bunny Labs, http://longbunnylabs.com/mudbun
8 Valve Corporation, https://www.valvesoftware.com

https://unity.com
https://www.microsoft.com
https://learn.microsoft.com/windows/mixed-reality/mrtk-unity
https://learn.microsoft.com/windows/mixed-reality/mrtk-unity
https://www.ultraleap.com
https://developer.leapmotion.com/unity
http://longbunnylabs.com/mudbun
https://www.valvesoftware.com
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170 Evaluation Kit9 mounted via a custom 3D-printed adapter to en-
able touchless interaction. The PC used featured the following speci-
fications: Intel Core i7-9700 3.00 GHz 8-core CPU10, NVIDIA GeForce
RTX 2080 Ti11, 32 GB RAM, and a 512 GB PCIE 3.0 SSD.

5.2.1.5 Learning Objectives

The VLE was designed to enable students to explore theoretical knowl-
edge about the development of the early human heart in an ex-
ploratory manner based on a problem-based learning approach [109].
This MR application is intended for self-study and individual knowl-
edge construction, for example, following initial lectures on heart de-
velopment. The VLE was created as a controlled space in which users
can focus on essential learning content without external influences.
The learning experience is motivated by a sense of embodiment [156],
emphasizing natural hand interactions. Literature and interview in-
sights indicated that hands-on interaction, such as palpating organs,
enhances spatial understanding and comprehension of positional re-
lationships. Additionally, the design aimed to accommodate different
learning preferences [149], enabling both active and passive learning
of 3D objects [120] through various features and offering guided ex-
ploration with an appropriate didactic structure [46].

5.2.2 Evaluation

To accommodate different types of learners and explore potential
learning contexts, various functionalities were implemented in the
prototype to facilitate exploration of the early human heart within
a VLE. This VLE was evaluated in terms of Usability, Subjective Work-
load, and Presence through quantitative measurements and qualitative
feedback from the potential target audience: medical students. Spa-
tial awareness and knowledge gain were also assessed using a self-
developed test. Additionally, the prototype was presented to a group
of non-medical professionals with technical backgrounds and a high
affinity for MR to evaluate the VLEs Usability and Presence for non-
domain experts; this group was not questioned on the medical qual-
ity of the VLE. Finally, the application was presented to three domain
experts—two practicing cardiologists and an anatomy lecturer unin-
volved in the VLE development—to obtain feedback on the test, advice
on the appropriateness of use scenarios, and recommendations for
integrating the VLE into a future curriculum. The evaluation, based
primarily on qualitative data collection, thus adopts an exploratory
approach, enabling iterative improvement of the application based
on stakeholder feedback.

9 Ultraleap Ltd., https://www.ultraleap.com
10 Intel Corporation, https://www.intel.com
11 NVIDIA Corporation, https://www.nvidia.com

https://www.ultraleap.com
https://www.intel.com
https://www.nvidia.com
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5.2.2.1 Study Design

The group of medical students was divided into two test groups:
Group Active (A) began the experiment with the active feature as the
initial condition, while Group Passive (P) started with the passive fea-
ture in Learning Mode. Since Modes 2–4 serve as the central learning
tools, the investigation primarily focused on these elements within
the application. Usability and Presence of the VLE were evaluated using
the SUS and IPQ. To assess Subjective Workload of the interaction con-
cepts, the overall unweighted N-TLX score (Raw-N-TLX) was analyzed.
Based on the TAP, participants were asked to articulate their thoughts
while interacting with the VLE. Additionally, a semi-structured inter-
view was conducted at the conclusion of the experimental series. To
assess spatial understanding and rotational ability within the sample,
the MRT described in Section 2.4.2.2 was utilized (also see an excerpt
in Section 9.4).

anatomy knowledge test To establish an indicator of knowl-
edge transfer for the VLE and assess its effectiveness as a learning
tool, an Anatomy Knowledge Test (AKT) was developed in collab-
oration with anatomy experts, consisting of 30 questions. The test
was divided into three categories, each focusing on aspects critical to
understanding embryonic heart development. In the Shape category
(15 questions), participants were tasked with identifying illustrations
that did not correspond to the anatomical structures from the train-
ing phase. Discrepancies were introduced by mirroring, omitting, or
distorting sections. In the Time category (4 questions), participants ar-
ranged six illustrations in the correct chronological order. In the final
category, Location (11 questions), participants identified a cube (anal-
ogous to the Navigation Cube from the application) from four possible
options that matched the illustration shown. Each category included
both colored and colorless images. The test is provided in Section 9.3.

5.2.2.2 Participants

To evaluate the two implemented modes, 19 participants were re-
cruited. Twelve medical students (8 women), aged 24–30 years (Mdn =
27), were recruited from our university and compensated with 20 eu-
ros per hour. All medical participants had previously taken anatomy
courses; 11 were in their 6th to 15th semesters of study (Mdn = 10),
and one was a graduate student. Seven individuals reported having
corrected visual impairments. A rating scale from 1 (no experience)
to 5 (very experienced) was used to assess the following: technical
affinity (Mdn = 3), MR experience (Mdn = 2), gaming experience (Mdn

= 2.5), and prior knowledge of embryology (Mdn = 2.5). Three par-
ticipants reported no prior MR experience, and none reported color
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vision deficiency. Most participants indicated that their last contact
with embryology had been several years ago.

The second group included seven unpaid non-medical students
with technical backgrounds (3 women), aged 22–30 years (Mdn = 27.5),
also recruited from our university. Four participants in this group re-
ported having corrected visual impairments. Using the same rating
scale, the following ratings were obtained: technical affinity (Mdn =
4), MR experience (Mdn = 3), gaming experience (Mdn = 4), and prior
knowledge of embryology (Mdn = 1). Five participants rated their tech-
nical affinity as 4 or higher, and one participant reported no prior MR

experience.

Figure 18: User interacting in the VLE as seen in virtual replica of our labo-
ratory (left) and real lab (right).

5.2.2.3 Setup

The study was conducted in a 70 m² MR lab at our university. Dur-
ing each data collection session, one participant and one investigator
were present in the room. A designated area was set up for the partic-
ipant, equipped with a monitor, keyboard, and HMD, positioned next
to the experimenter’s recording station. Inspired by Voit et al. [309],
who investigated UX and Presence in both physical in-situ and vir-
tual lab environments, reporting comparable results regarding user
insights and feedback, a virtual replica of the laboratory was created
(see Figure 18). This safe and controlled space served as an orienta-
tion point for users in the real world and was designed to function as
a proxy for a seminar room. The virtual space, allowing user move-
ment, measured approximately 3 m × 4 m and was bounded by a
virtual blue line.
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5.2.2.4 Ethics Approval & Hygiene Policy

The experiment was conducted during the global SARS-CoV-2 pan-
demic. Therefore, a strict hygiene policy was followed. Specific ethics
approval was not required by our institution. The occupational safety
and health department approved all relevant measures.

Table 5: Summary of descriptive results with respect to demographics. All
entities are in the format: mean value ± standard deviation (me-
dian). Reprinted from Schott et al. (2023b) [Core6]. Licensed under
CC BY 4.0.

Variable AKT Raw-TLX SUS

Active 0.63 ± 0.17 (0.68) 17.15 ± 11.42 (13.30) 90.00 ± 9.19 (92.00)

Technical 0.54 ± 0.26 (0.50) 13.21 ± 6.51 (10.80) 94.86 ± 4.14 (96.00)

Medical 0.68 ± 0.11 (0.71) 19.44 ± 13.22 (16.65) 87.17 ± 10.25 (89.00)

Passive 0.74 ± 0.05 (0.72) 12.89 ± 9.50 (10.00) 92.74 ± 5.59 (94.00)

Technical 0.74 ± 0.05 (0.73) 9.16 ± 5.78 (8.30) 95.43 ± 3.95 (94.00)

Medical 0.74 ± 0.05 (0.72) 15.07 ± 10.74 (11.25) 91.17 ± 5.94 (93.00)

First Training - 14.99 ± 10.40 (10.80) 90.32 ± 8.88 (92.00)

Active - 18.42 ± 10.17 (15.80) 87.56 ± 11.26 (90.00)

Passive - 11.91 ± 10.10 (8.30) 92.80 ± 5.51 (94.00)

Second Training - 15.05 ± 11.05 (11.70) 92.42 ± 6.20 (94.00)

Active - 16.00 ± 12.88 (12.05) 92.20 ± 6.70 (95.00)

Passive - 13.99 ± 9.26 (11.70) 92.67 ± 6.00 (94.00)

5.2.2.5 Procedure

The user study lasted approximately 90 minutes. At the start, all par-
ticipants were informed about data protection, hygiene regulations,
and the study procedure. Demographic data were collected, followed
by a mental rotation test on the participant’s screen using keyboard
input, with the screen content mirrored on the investigator’s moni-
tor. Once the participant entered a marked area in the center of the
tracking space, the HMD was placed on and individually adjusted, fol-
lowed by a brief introduction to the VE. A reading test with small text
in MR was conducted to assess visual performance.

Participants were then immersed in the virtual lab and initially
encountered a tutorial comprising elements from the MRTK frame-
work (Training Mode). By interacting with 2D and 3D interfaces such as
sliders and buttons, they familiarized themselves with hand-tracking
functions. After completing this introduction, a button directed them
to Exploration Mode, where they could examine the developmental
stages of embryos, with a primary focus on the cardiovascular sys-
tem. By pressing a start button, participants then initialized the cen-
tral Learning Mode. Test groups A and B first engaged with the as-
signed variant of Learning Mode and were asked to comment on their
activities. The task involved moving the virtual object from the ini-
tial state (A) to the final state (B) using a specified interaction. The



5.2 experiment 2 95

task was marked as complete when 100% of the required movement
was achieved, with a green checkmark and audio signal indicating
successful completion. In this mode, a reset button was available for
interactive tasks, while the "Next" button allowed progression to the
next developmental stage.

After completing the initial training phase, participants were asked
to fill out the N-TLX and SUS questionnaires and complete the AKT.
They then repeated the training with the alternate variant, followed
by completion of the questionnaires and a second variant of the AKT,
with the same tasks presented in a different order. The experimen-
tal Modelling Mode for free-form deformation was then made avail-
able for exploration. Upon finishing all training phases, participants
completed the IPQ, and data collection concluded with a final semi-
structured interview, allowing participants to provide feedback on
the VLE experience.

(a) (b)

(c) (d)

Figure 19: Descriptive results of active and passive features on AKT, Raw-
N-TLX, and SUS scores and descriptive IPQ results with respect
to participant background. ■ represents Technical background,
while ■ represents Medical background. ♦ indicate mean values.
The scales of the Raw-N-TLX and SUS scores were truncated after
40 (max. 100) and before 60 (min. 0) respectively for better visi-
bility of differences. Adapted from Schott et al. (2023b) [Core6].
Licensed under CC BY 4.0.
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5.2.2.6 Deviations from the Protocol

The same methods and procedures were used to collect data from
participants with a technical background. Due to the lack of medical
qualifications within this group, data analysis focused on the tech-
nical aspects of the VLE. As a result, qualitative feedback was not
collected or analyzed. The three experts invited for interviews did
not follow the study design but were instead asked to explore the
application and its functions independently and to describe their im-
pressions. The experts’ statements were subsequently discussed, doc-
umented, and evaluated. Their feedback was interpreted to assess the
suitability of the VLE within an educational context.

5.2.2.7 Data Analysis

Individual statements from study participants with medical back-
grounds were summarized into specific categories in tabular form.
These categories included feedback on the UI, interaction with the 3D

models, cardiac development, anatomical knowledge, and the VLE in
general. For the descriptive analyses, mean values and medians were
calculated for all measured variables, differentiating between partici-
pants from technical and medical domains. For the MRT, the error rate
(number of errors divided by the total number of items) was multi-
plied by the average response time for each participant to derive a
single mental rotation measure, with a lower score indicating better
performance. Finally, post-hoc analyses were performed to examine
the correlation between performance and mental rotation capabilities.

5.2.3 Results

The primary goal of this evaluation was to assess the Usability and
Presence of the VLE. The results were intended to provide insights
into the effectiveness of the implemented functions and the active
and passive interactions. Therefore, participants were divided into two
groups. In the next step, this subdivision was used to analyze the
groups’ learning behavior, as the long-term goal is to establish a learn-
ing platform. To this end, cognitive aspects were examined through
the mental rotation test and the anatomy knowledge test. This sec-
tion presents descriptive analyses of the measured data, along with
findings from the final participant interviews and expert interviews.

5.2.3.1 Descriptive Analyses

A descriptive analysis of the data was performed with respect to the
background of the study participants. The summarized results are
presented in Table 5 and visualized in Figure 19. Regarding the AKT,
no major differences were found between the user groups. Partici-
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pants with a medical background performed similarly with both the
active (Average (Avg) = 0.68, Standard Deviation (SD) = 0.11) and pas-
sive (Avg = 0.74, SD = 0.05) features. Participants with technical back-
grounds achieved noticeably lower scores on average compared to
the other test group when using the active feature (Avg = 0.54, SD =
0.26). However, they showed similar AKT scores with the passive fea-
ture compared to the medical group (Avg = 0.74, SD = 0.05). Overall,
the VLE achieved low Subjective Workload scores on N-TLX (Avg = 15.02,
SD = 10.58). On average, the medical student group rated the VLE as
more demanding (Avg = 17.26, SD = 11.99) compared to the technical
group (Avg = 11.19, SD = 6.28). The passive feature was associated with
a lower Subjective Workload (Avg = 12.89, SD = 9.50) and higher Usabil-
ity (Avg = 92.74, SD = 5.59) compared to the active feature (Raw-N-TLX:
Avg = 17.15, SD = 13.30; SUS: Avg = 90.00, SD = 9.19).

The SUS questionnaire data consistently showed high scores (Avg

= 91.37, SD = 7.63) for the VLE across all user groups, features, and
training phases. The technical background group reported higher Us-
ability ratings (Avg = 95.14, SD = 3.90) compared to the medical group
(Avg = 89.17, SD = 8.44).

Concerning the IPQ data, high scores were observed in General (Avg

= 4.21, SD = 0.64) and Spatial Presence (Avg = 4.88, SD = 0.64), while
lower scores were noted in Involvement (Avg = 2.97, SD = 1.06) and Ex-
perienced Realism (Avg = 2.89, SD = 0.74). Users with a technical back-
ground consistently reported higher scores compared to the medical
group (Technical vs. Medical: General Avg = 4.71, SD = 0.47 vs. Avg =
3.91, SD = 1.14; Spatial Presence Avg = 5.00, SD = 0.50 vs. Avg = 4.82,
SD = 0.71; Involvement Avg = 3.52, SD = 1.05 vs. Avg = 2.64, SD = 0.94;
Realism Avg = 3.01, SD = 0.77 vs. Avg = 2.82, SD = 0.72).

5.2.3.2 Post-Hoc Analyses

Interest centered on whether mental rotation capabilities correlated
with performance outcomes. Therefore, post-hoc Pearson correlation
tests were conducted between the MRT results and all other question-
naire data. Results are presented in Table 6. No significant correlation
effects were detected, except for the AKT, where poorer performance
in the MRT was associated with lower AKT results. This effect is illus-
trated in Figure 20.

In addition, a secondary review of the raw data revealed differ-
ences between participants’ first and second training runs. Separate
descriptive analyses were conducted for each training session (see Fig-
ure 21). Raw-N-TLX ratings for the active and passive features showed
similar results in the second training. The active feature appeared to
have a higher Subjective Workload in the first training compared to the
second. Regarding the SUS score, similar results were observed across
both sessions for the passive feature, while the active feature achieved
higher scores in the second training.
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Figure 20: Correlation between MRT and AKT results. Adapted from Schott
et al. (2023b) [Core6]. Licensed under CC BY 4.0.

Table 6: Summary of MRT Pearson correlation test results (α < .05).
Reprinted from Schott et al. (2023b) [Core6]. Licensed under CC
BY 4.0.

Training / Variable df p r Cor.

Complete Data

AKT 17 0.006 -0.601 *

Raw-TLX 17 0.122 0.367

SUS 17 0.179 -0.322

IPQ-G 17 0.587 -0.133

IPQ-SP 17 0.539 -0.150

IPQ-INV 17 0.905 0.029

IPQ-REAL 17 0.077 0.416

First Training

Raw-TLX 17 0.007 0.593 *

SUS 17 0.011 -0.569 *

Second Training

Raw-TLX 17 0.733 0.084

SUS 17 0.479 0.173

Separate Pearson correlation tests were performed between the MRT

and both questionnaires for the results of each training individually.
These test results are presented in Table 6. No correlation was found
for the second training; however, the Raw-N-TLX and SUS scores of the
first training showed a significant correlation with the MRT results.

5.2.3.3 Final Interview Results

The audio recordings from the final interviews with medical students
were transcribed into collective transcripts, resulting in a total of 195

individual statements. A total of 86 statements were summarized
and assigned to five categories. Only statements that were consistent
among at least three participants were included. This summary is
presented in Table 7.
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(a) (b)

Figure 21: Descriptive results of the individual first and second training on
Raw-N-TLX and SUS scores with respect to the features tested
in that training. ■ represents Active Feature, while ■ represents
Passive Feature. ♦ indicate mean values. The scales of the Raw-
N-TLX and SUS scores were truncated after 40 (max. 100) and
before 60 (min. 0) respectively for better visibility of differences.
Adapted from Schott et al. (2023b) [Core6]. Licensed under CC
BY 4.0.

Table 7: Summary and number of statements (Quantity) sorted by category
from the medical student survey. Adapted from Schott et al. (2023b)
[Core6]. Licensed under CC BY 4.0.

Category Statement Quantity

3D Interactions

Trouble rotating the cube as intended 7

Rotation around other axis desired (tilting) 5

Connection of cube and model rotation is intuitive 4

Walking around is easier than rotating via cube 3

Two-handed rotation is easier than just one-handed 3

Setting down the cube for larger rotations is awkward 3

Rotation takes time to master and requires practice 3

Desire to rotate the model directly by touching it 3

Active

Multiple attempts required to successfully trigger two-handed interaction 5

Difficulty with hand tracking, coordination problems 3

Trouble performing the two-handed grab and transform 3

Better than passively watching the animation 3

Passive Calm viewing experience improves perception of details 4

Ability to precisely control the speed is rated positively 3

Free-form
Option to add more details is desired or expected 5

Greater creative freedom is positive for learning success 4

The level of detail of the modeling is more imprecise than guided interaction 3

General

Complexity and costs of MR are viewed as disadvantages 3

Desire for an audio guide that leads through the content 3

Annotations of anatomical structures should be displayed as an option 3

More content needed for better chronological context 3

3D representation is superior to classic illustrations from textbooks 3

5.2.3.4 Feedback from Domain Experts

Overall, the experts rated the VLE very positively. The advantages of
3D interaction were particularly emphasized, as the intuitive merging
enhances the understanding of physiological deformation and is en-
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gaging for users. Experts noted that it resembles manual dissection on
the adult heart, thereby promoting spatial awareness and contextual
understanding. However, a limitation was noted in that the model
cannot be viewed from all body axes, making it difficult to observe
folding in the lower area and to view the interior. This issue could
be addressed by adding a mode change button to toggle between
deformation and rotation of the model.

Free modeling was regarded more as a creative feature for trac-
ing, allowing students too many degrees of freedom, which may
stimulate playfulness but is too time-consuming and does not accu-
rately reflect physiological development. Movement constraints could
be introduced by surrounding the heart tube with an adjacent peri-
cardium.

The active feature was unanimously well-received, despite being
initially more challenging to handle, as it stimulates motivation and
may promote prolonged learning. Regarding the passive function, it
was noted that reduced distraction allows for greater focus on details.

Given the emphasis on technical terms in medical education, it was
suggested that these terms remain constantly visible and accurately
assigned. Although the 2D display provides information on (devel-
opmental) day and stage as well as anatomical labels, medical terms
should be directly displayed on respective structures within the dy-
namic development process. Additionally, the option to show and
hide these annotations would allow learners to quiz themselves on
the terminology.

The visualization of the heart was deemed sufficient in terms of
color and shape, with no need for further realism. However, it was
noted that the heart’s context within the embryo is missing. It was
recommended that the embryo and surrounding structures be made
visible and adjustable through fade-in and fade-out options, with at-
tention to color coding. The simplicity of the VE was also appreciated,
as there are no distracting visual or auditory elements.

The custom AKT was rated as highly challenging; however, experts
were uncertain whether it primarily tests logical thinking or actual
knowledge. For example, the “Time” category was found relatively
easy to solve. No differences were noted between abstract shapes and
anatomical structures.

The application received broad approval for promoting 3D under-
standing and being well-prepared didactically. Although it shows
only a small part of development and omits internal changes, it pro-
vides a clear insight into the complex development of the heart. For
possible integration into the learning process and future curriculum,
individualized training with a detailed auditory guide to support the
user was recommended.
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5.2.4 Discussion

The inclusion of a group with a technical background primarily
served to assess the Usability of the VLE. This group rated the ap-
plication slightly higher overall on the measurement tools, likely due
to their familiarity with MR applications. However, it was found that
users without technical expertise also rated the application as highly
usable overall. The VLE received an overall very high Usability rat-
ing, with an average SUS score exceeding 90 [20]. It is speculated that
the slightly lower ratings from physicians may stem from varying
familiarity with MR applications, as this group generally has less ex-
perience with MR. This effect could also be attributed to the VLEs

simplified interface and relatively limited scope. Nonetheless, the ele-
ments provided appear to meet user and expert requirements for the
intended use case.

Due to the small sample size and the chosen study design, it was
not possible to demonstrate a direct influence of the VLE on learning
outcomes. However, recent studies indicate improved learning suc-
cess in anatomy education through immersive MR as highlighted in
Chapter 3.

Related work in embryology teaching [18, 45, 99, 111, 293] covers
a broader range of developmental phases in static snapshots. This
experiment distinguishes itself by visualizing the morphological tran-
sitions within each phase—though fewer in number—through inter-
active features for students.

In this study, the high IPQ score suggests that the VLE effectively
induces a Sense of Presence. Particularly high scores in the sub-scales
of "General Presence" and "Spatial Presence" indicate that users felt
engaged within the VLE and could interact without distractions. The
lower scores for "Immersion" and "Realism" are likely due to the use
of abstract visualizations rather than realistic organ models.

No significant differences were observed between the two user
groups in terms of Usability ratings; however, clear differences in Sub-
jective Workload and IPQ scores emerged, suggesting possible cognitive
overload. Participant feedback further indicated that certain learning
types may benefit more from passive use of the VLE. For example, an
animated 3D display that can be scaled and viewed without interac-
tion may help reduce distractions.

The passive feature was associated with a lower Subjective Workload,
likely because users performed fewer movements and interacted less
overall, leading to reduced task demands.

Jang et al. [121] found that passive viewing, compared to interactive
direct manipulation of 3D structures in a MR was less effective for
learning in anatomy education. In this study’s active variant, members
of the technical group performed poorly on the AKT. This may be
attributed to the small sample size, though it could also suggest a
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more effective learning experience in the passive VLE. It should also
be noted that the AKT was not tailored to this group.

As this study serves as a pilot for broader testing and evaluation as
part of our university’s curriculum, identifying differences in learn-
ing styles is a priority. Lee et al. [149] demonstrated that VLEs can
accommodate individual learning styles effectively.

Feedback from experts and medical students, along with collected
data, suggests that the AKT may assess logical reasoning rather than
learned anatomical knowledge. Consequently, the AKT could be con-
sidered a simplified version of an MRT, as the task design of both tests
is quite similar, potentially explaining the correlation between their re-
sults. The MRT correlation tests between the first and second training
sessions may indicate that prior experience positively impacts subse-
quent training.

As MR technology becomes increasingly common in medical ed-
ucation, the observed performance differences between users may
diminish over time. Multi-user VLEs (as discussed in the next two
chapters) are prominent in anatomy education literature, as they fa-
cilitate collaborative exchanges between students and instructors and
support anatomical understanding through high levels of immersion
[166]. This study adopted a controlled, single-user space to allow fo-
cused learning; however, the application is envisioned as adaptable
for a seminar setting, where an instructor could either participate as
a facilitator within the VLE or assume the role of active demonstrator.
This transition is further investigated in Chapter 6.

5.2.5 Limitations

The implemented features, active and passive, differ only slightly in
terms of actual user interaction. The primary distinction lies in the
task of triggering a controllable animation. The ability to rotate the
models or interface elements further complicates differentiation. The
sample selected for evaluation demonstrated above-average mental
rotation ability compared to the validation sample in the study by
Ganis and Kievit [89], which may result in users with lower mental
rotation abilities performing less effectively. The tested groups were
not balanced, and the sample size was too small to address secondary
questions. Due to this limited sample size, no significant findings
were evident, and further statistical analyses (e.g., ANOVAs) were not
conducted.

The option to freely model the heart tube initially appeared promis-
ing for enhancing interactivity and user motivation through a playful
approach; however, it proved unsuitable, as it does not accurately re-
flect physiological development and thus contributes minimally to
learning success. Providing pericardial constraints could potentially
guide or restrict user movement, offering a compromise between free
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movement and realistic development. While the visualization meets
the requirements, it does not enable an internal view of inner struc-
tures. Although smooth transitions are depicted within a phase, a
fully seamless transition is not provided.

The developed AKT contains only images from the visualization it-
self and, therefore, is not representative of anatomical representations
typically found in literature or real tests. As a result, an advanced
knowledge test was developed, which will be explained in Experi-
ment 3. Additionally, participants completed the same test twice in
this experiement, with questions presented in a different order each
time.

5.2.6 Conclusion

This experiment presented an MR-based system that focused on em-
bryonic heart development. Designed with a HCD approach, the VLE

aims to provide medical students with a novel means of understand-
ing the dynamic morphological changes occurring in the early heart
over several days. This objective was achieved by creating an im-
mersive VLE featuring interactive, deformable 4D organ models. Vari-
ous features were implemented to accommodate individual learning
styles, offering insights into the unique challenges of such applica-
tions. Based on feedback from evaluations with students and profes-
sionals, further improvements for this VLE are envisioned.

Alternative learning scenarios using VST HMDs, projector-based se-
tups, or handheld devices could also support collaborative learning
and allow for direct integration into dissection courses. Despite en-
thusiasm for these technologies, future work should prioritize equity
by addressing barriers such as device accessibility and individual stu-
dent needs [124].

Collaborative learning approaches are further explored in Chap-
ter 6, where physical presence and interaction align with the goals of
anatomy education. A virtual replica of the examination room was
deliberately used to provide users with a familiar yet adaptable en-
vironment, potentially enhancing the plausibility illusion and, conse-
quently, the Sense of Presence and UX. In Experiment 3, a neutral VE was
introduced, and in Chapter 6, students learn within an actual seminar
room.

The importance of incorporating medical terminology directly onto
anatomical models is emphasized in Experiment 3, where features
such as annotations on specific structures play a crucial role in sup-
porting terminology retention. Additionally, Experiment 3 explores
methods for displaying internal proportions and views of internal
septation.
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In summary, this experiment establishes a foundation for extending
the VLE to other areas of embryonic development and highlights the
transformative potential of MR in advancing medical education.

5.3 experiment 3

This section presents the second experiment, which explores the use
of the MR application CardioGenesis4D—enhanced based on prior find-
ings and user feedback—to facilitate learning about embryonic heart
development. Given the study’s exploratory design, its initial focus
on assessing application feasibility, and the limited sample size, no
significant learning effects were observed. This highlights the need
for a follow-up study to accurately evaluate the application’s edu-
cational impact. This investigation focuses on the following sub re-
search questions questions:

• Sub-RQ1: Can a VLE enhance understanding of complex
anatomical transitions, and does it have a direct effect on stu-
dents’ knowledge acquisition?

• Sub-RQ2: Does interaction with MR applications lead to lasting
knowledge retention, thereby supporting successful transfer to
long-term memory and fostering a deeper understanding?

• Sub-RQ3: Are factors such as Subjective Workload, Presence, and
UX influencing learning effectiveness, and could these serve as
indicators in the development and evaluation of VLEs?

5.3.1 Material

The technical foundation of the MR system is based on the application
CardioGenesis4D, as outlined in Experiment 2, maintaining the same
basic software and hardware configurations. To create a comprehen-
sive application aligned with curriculum-relevant content, the learn-
ing material was expanded. The initial phases, which covered only
the early days of development, were extended to include key stages
of embryonic heart formation from approximately day 18 to day 37.
New 3D models were developed for this purpose, incorporating com-
plex structures such as the atrial appendages and offering internal
perspectives through sectional plane depictions. This approach also
enabled visualizations of internal septation (see Figure 22).

annotations In the original application, students and experts
expressed a desire for annotations that explain anatomical structures
with corresponding terms. Oeltze-Jafra and Preim [193] identified five
different types of labels in the medical field that can be applied de-
pending on the context: internal labels (displayed directly on struc-
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Figure 22: Overview of the total 3D model deformations. The enhanced rep-
resentations include overlaps, outgrowths, and septations.

tures), external labels (positioned nearby with lines connecting them
to structures), boundary labeling (arranged along the edges of a desig-
nated boundary area), excentric labeling (focused within a draggable
region with labels outside the focus area), and necklace maps (labels
placed around structures without lines, using color and proximity for
association). In this application, external labels were chosen for their
clarity and flexibility. Positioned near the structures with connecting
lines, external labels allow detailed annotations without obstructing
the view of the anatomical structures themselves. Therefore, dynamic
labels were incorporated at appropriate points and aligned to the
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user’s viewport, ensuring that the information remains accessible as
the user explores different angles and perspectives.

audio guide To further enrich the learning experience, an audio
guide was integrated, offering detailed insights into each develop-
mental phase and guiding users through a step-by-step exploration
of the application. This audio guide also clarifies controls and interac-
tions, supporting independent, self-paced learning. Key details from
the audio guide are summarized on an information board, conve-
niently positioned on the user’s right-hand side.

ui optimization As identified in the previous experiment, pro-
viding learners with both active and passive interactions is essential.
This insight informed the design of the UI, leading to refinements in
interaction mechanics. The hand interaction system was enhanced to
ensure smooth and intuitive control, including adjustments such as
improved placement and scaling of colliders that register interactions
between virtual objects and hand tracking, as well as general code
optimizations. Advanced UI elements were incorporated, including
a vertical timeline displaying the developmental stages to provide
users with a clear overview of the process and their current posi-
tion. Directly below the heart model in the center, animation con-
trols are accessible, featuring a slider and play/pause button. Addi-
tional controls allow for audio management, rotation mode activa-
tion to prevent unintended manipulation of the model, toggling an-
notations, and resetting the model to its original position and shape.
To guide user interactions, black-and-white crosses indicate starting
points, while dashed arrows on the virtual heart display the direction
of growth, illustrating the necessary movements to progress through
each stage. These UI elements are fully movable, with a pinch ges-
ture—triggered by a ray emitted from the user’s hand—enabling con-
venient grabbing and repositioning of interface elements as needed.

new environment Further adjustments to the VE have been
made to place users in an open space that contextualizes the learn-
ing experience, creating a focused, immersive setting conducive to
concentration and independent exploration. An illustration of the re-
structured application is provided in Figure 23.

5.3.2 Evaluation

The study aimed to evaluate the application’s effectiveness in knowl-
edge transfer, targeting medical students at their knowledge peak
during the actual examination phase. Additionally, it examined the
influence of factors such as Subjective Workload, UX, mental rotation
ability, and demographic characteristics on learning outcomes. To as-
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Figure 23: Enhanced application interface. (1) A timeline indicating the cur-
rent developmental phase; (2) a 3D heart model with annotations
and movement indicator arrows; (3) an information board sum-
marizing the current phase; (4) a top toolbar featuring a slider
and play-pause toggle for controlling the animation; (5) a bot-
tom toolbar with controls for toggling the audio guide, rotation
mode, labeling, and skipping transformations; (6) a 3D cube dis-
playing anatomical orientation. Adapted from Kunz and Schott
et al. (2025) [Core3], reused in accordance with Elsevier’s author
rights policy.

sess the educational effectiveness of the VLE, a knowledge test was
administered, along with various questionnaires and the collection of
subjective feedback.

5.3.2.1 Ethical Approval

This study received ethical approval (number 59/23) from our Med-
ical Faculty’s Ethics Committee. Ethical considerations, participant
safety, and data protection measures were thoroughly addressed to
ensure compliance with ethical standards and data safety regulations.

5.3.2.2 Study Design

A between-groups design was employed in this study, with partici-
pants randomly assigned to one of two groups. Group A completed
an assessment of their embryology knowledge both before and af-
ter the MR session (pre-VLE), while Group B was assessed only after
their MR session (post-VLE). The study was scheduled for the sum-
mer semester of 2023, just before the examination period, to ensure
participants’ knowledge was at its peak. To examine the retention of
acquired knowledge, participants were also offered the opportunity
to retake the knowledge test 14 days after their initial exposure. A
detailed schematic of the study design is shown in Figure 24. The re-
sponse rate was approximately 50%, with 38 participants in Group A
and 34 participants in Group B.
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Participants (total), n = 143

Informed Consent, Demographics & Immersive Tendencies

Group A (pre-VLE), n = 73 Group B (post-VLE), n = 70

Embryology Knowledge Test VLE Session

Embryology Knowledge TestVLE Session

MR System Metrics & General Feedback

Embryology Knowledge Test

D
ay of Study

A
fter
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Figure 24: Study Design Flowchart: This diagram illustrates the randomized
allocation of 1st and 2nd-year students into two groups, A (pre-
VLE) and B (post-VLE), with a total of 142 participants. On the
day of the study, all participants provided informed consent, were
surveyed for demographics and immersive tendencies, and Group
A took the EKT before the VLE session, while Group B experienced
the VLE session prior to the knowledge test. The MR system´s
metrics were assessed using the N-TLX, ITQ, and UEQ-s to eval-
uate the applicability of VE as a learning aid. Participants were
retested on the embryology knowledge after 14+ days to measure
long-term retention. Adapted from Kunz and Schott et al. (2025)
[Core3], reused in accordance with Elsevier’s author rights pol-
icy.

5.3.2.3 Variables

To thoroughly assess the effectiveness of the MR application as a learn-
ing tool, key variables with potential influence on learning outcomes
were selected for examination. These variables were chosen to capture
different aspects of UX and cognitive impact.

general As in the previous Experiment 2, spatial reasoning skills
were to be measured using the MRT; however, due to a data collection
error, these results were excluded from analysis. The N-TLX was used
to gauge subjective mental load, with the unweighted Raw-N-TLX

score providing an initial indication of Subjective Workload through
a straightforward sum of ratings, as no specific weighting metrics
were predefined [104]. Additionally, the UEQ-short was employed to
assess UX, the IPQ to capture Presence-related qualities, and the ITQ

to account for individual differences in predisposition toward immer-
sion. A conscious decision was made not to measure Usability again
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using the SUS, as the basic application from Experiment 2 had already
received excellent Usability ratings.

embryology knowledge test A custom Embryology Knowl-
edge Test (EKT) was developed in close collaboration with educators
from the Institute of Anatomy at our university. This EKT differs from
the AKT described in Section 5.2.2.1, as it not only evaluates the visual
content presented in the application but is also closely aligned with
actual anatomy examination formats. The EKT comprised 20 ques-
tions: 10 questions focused specifically on cardiac embryology con-
tent covered in the application (Heart EKT), while the remaining 10

assessed general embryology knowledge (General EKT). These gen-
eral questions were included to ensure comparable baseline knowl-
edge across groups and to identify any additional embryology learn-
ing that might have occurred outside the application. The test can be
found in Section 9.5.

rating and qualitative feedback A 5-point rating scale was
used to assess the application’s effectiveness as a learning aid, rang-
ing from 1 (strongly disagree) to 5 (strongly agree). Two items were
included: “This application would facilitate my exam preparation”
and “I endorse the inclusion of such an application in the curricu-
lum.” Regardless of group assignment or the timing of tests and ques-
tionnaires relative to MR session, each session concluded with a brief
feedback discussion. This discussion focused on participants’ expe-
riences with the application, particularly its suitability as a learning
tool, their interactions with it, and any positive or negative impres-
sions. The study sessions averaged about one hour in duration.

5.3.2.4 Participants

A total of 143 medical students from the first (N=77) and second
(N=66) years of study at our university participated in the study,
each compensated with 20 EUR. Reflecting the gender distribution
in the medical field, 72.7% of participants were female, closely align-
ing with the national average of 68.8% for female medical students in
Germany12. Specifically, Group A consisted of 73 students, with a fe-
male representation of 77%, while Group B included 70 students, 69%
of whom were female. The average age was approximately 22 years
(Group A: Mean (M) = 21.9, Standard Error (SE) = .306; Group B: M =
22.3, SE = .361). Regarding visual impairments, most participants re-
ported either no issues or corrected vision. A total of 11 participants
across both groups reported general visual impairments or dyschro-
matopsia, with three cases present in Group B.

12 https://www.kbv.de/html/berufsmonitoring-medizinstudierende.php
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Participants rated their technical affinity, MR experience, and gam-
ing experience (see Chapter 9 for the demographic data collection
sheet). Self-reported data indicated that both groups had moderately
high technical affinity, with Group A averaging 3.03 (SE = .109) and
Group B 3.29 (SE = .115). However, MR and gaming experience scores
revealed limited familiarity with these technologies, with MR experi-
ence averages of 1.55 (SE = .105) in Group A and 1.63 (SE = .104) in
Group B.

Additionally, participants completed a self-assessment on embryol-
ogy knowledge, rating both their general understanding of embryol-
ogy and their specific knowledge of heart embryology using Likert
items from 1 (novice) to 5 (expert). They were also given the option
to report their most recent examination grade on this subject, with
scores ranging from 0 (failed) to 20 (excellent). A summary of the
demographic data is provided in Table 8.

5.3.2.5 Setup

The study took place in a seminar room at our university’s Institute of
Anatomy. Each data collection session involved two participants and
one investigator in the room. The application’s automation and de-
sign, including an integrated audio guide offering step-by-step expla-
nations, facilitated self-directed exploration. This guidance approach
aimed to provide a smooth UX, reducing interruptions and support-
ing a focused research environment. A dedicated PC was provided
for each participant, running both a web-based study questionnaire
tool and the MR application. Additionally, separate tracking areas
were arranged for each participant, ensuring a minimum free move-
ment space of 3x3 meters, enabled by three Valve Base Stations (Valve
Corp., USA).

5.3.2.6 Procedure

At the start of each session, participants received a comprehensive
briefing on data protection protocols and a detailed overview of the
study procedure, with informed consent obtained before beginning
any activities. The 2nd-year students first completed a 10-minute MRT

task on the PC (which, as noted earlier, could not be included in the
analysis), followed by completing the required questionnaires in a
browser. A red pop-up window then indicated when they were ready
to proceed to the MR application.

Before the MR session, both Group A and Group B filled out the de-
mographics questionnaire. Group A then completed the embryology
test, while Group B completed it after the MR session. This timing
prevented any interference between participants while using the MR

application.



5.3 experiment 3 111

Table 8: Demographic Data Summary and student metrics. M = Median, SE
= Standard Error; EKSA = Embryology Knowledge Self-Assessment;
Last Grade = Last Embryology Exam Grade (Voluntary Disclo-
sure). 1 = Glasses/Contact Lenses; 2 = General Vision impairment
/ Color vision deficiency; 3 = Assessment on 5-point Likert scale
(1 = low/no experience/not knowledgable, 5 = high/highly experi-
enced/expert); 4 = 20 point maximum; 5 = Immersive Tendencies
Questionnaire Scoring. *** = Correlation is significant at 0.01 level (1-
sided). Reprinted from Kunz and Schott et al. (2025) [Core3], reused
in accordance with Elsevier’s author rights policy.

Demographic Detail Type Gr. A (pre-VLE) Gr. B (post-VLE)

Participants Number 73 70

Gender Female 56 48

Male 17 22

Age M (SE) 21.9 (0.31) 22.3 (0.36)

Year of Study 1st 38 39

2nd 35 31

Visual Impairment None 33 32

Corrected1 32 35

Misc2 8 3

Technical Affinity3 M (SE) 3.03 (0.11) 3.29 (0.12)

MR Experience3 M (SE) 1.55 (0.11) 1.63 (0.10)

Gaming Experience3 M (SE) 2.41 (0.15) 2.43 (0.17)

Last Grade4 M (SE) 18.27 (.267) 18.60 (.288)

EKSA3 M (SE) 2.74 (0.08) 2.69 (0.08)

Heart EKSA pre-VLE M (SE) 2.59 (0.08) 2.59 (0.09)

Heart EKSA post-VLE M (SE) 3.01 (0.11)*** 3.26 (0.11)***

This application would
facilitate my exam
preparation

M (SE) 4.71 (0.06) 4.76 (0.07)

I endorse the inclusion
of such an application in
the curriculum

M (SE) 4.66 (0.08) 4.80 (0.06)

Time spent in VR M (SE) 16.54 (0.83) 17.70 (0.92)

Involvement5 M (SE) 26.82 (0.82) 26.00 (0.89)

Focus5 M (SE) 31.68 (0.59) 31.37 (0.67)

Games5 M (SE) 4.18 (0.32) 4.63 (0.37)

Total5 M (SE) 71.26 (1.41) 70.51 (1.58)

Before entering the VLE, participants were briefed on safety aspects
by their assigned study supervisors, and individual adjustments to
the HMD were made. The MR experience started with an introductory
tutorial, led by an investigator, that familiarized participants with es-
sential UI elements and functionalities.

After familiarizing themselves with the VLE and its interactions,
participants could independently initiate the application by pressing
a button when ready. An audio guide then provided a step-by-step
explanation of key app elements, including the timeline, text infor-
mation, and interactions with the 3D model. Participants could ex-
plore each phase of development at their own pace, guided by the
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audio instructions, while an information panel summarized each de-
velopmental step. Their main task was to replicate the physiological
movement of each stage using hand interactions. Upon successful
completion of each step, a green checkmark confirmed the task, and
participants had the option to play an automatic animation, interact
with the model further, or reset the task using a dedicated button.
Once they felt confident, they could progress to the next phase by
pressing the "Next" button.

After reaching the final development phase, participants were in-
formed of completion and had the option to repeat any steps. The
duration of the MR experience was self-paced, averaging about 17

minutes. The session concluded with a brief opportunity for partici-
pants to provide general feedback on the VLE, wrapping up the study
in approximately one hour.

5.3.2.7 Data Analyses

The required sample size was calculated using G*Power (version
3.1.9.7) based on the effect size reported in a recent meta-analysis
[57], indicating a minimum of 64 participants. However, in accor-
dance with the ethical approval, all students who expressed interest
in participating were included, resulting in a final sample of 143 stu-
dents. All statistical analyses were performed using SPSS (version 23)
13. The EKT results were initially examined for homogeneity of vari-
ances using Levene’s test and for normality using the Shapiro-Wilk
test. The Shapiro-Wilk test indicated a significant result, suggesting
that the data did not follow a normal distribution. Therefore, the
Mann–Whitney U test was applied to assess significant differences
in EKT scores between groups, and the Wilcoxon signed-rank test was
used for within-group comparisons on paired samples.

5.3.3 Results

This section presents the results of our study examining the effective-
ness of a VLE in enhancing embryological knowledge. Our primary
focus was on evaluating both the immediate and long-term learning
effects of a single VLE session. The table of results has been stream-
lined to highlight only variables with high correlations (see Table 9).

5.3.3.1 Knowledge Tests

Comparing Figure 25, a significant difference is observed in the Heart
Embryology scores in Group A versus Group B (post-VLE), while no dif-
ference is noted in General Embryology knowledge. Results show that
the learning effect in Group A (pre-VLE) remains after two weeks. A

13 IBM Corporation, USA
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Table 9: ** = Correlation is significant at 0.01 level (1-sided); * = Correlation
is significant at 0.05 level (1-sided); IPQ sub-scores: G = General
Presence, INV = Involvement, SP = Spatial Presence, REAL = Real-
ism, UX = User Experience Questionnaire Score. TLX = Raw NASA
Task Load Index. ITQ = Immersive Tendencies Questionnaire Score.
LE = Learning Effect; PCC = Pearson Correlation Coefficient; Sig. =
Significance; N = Number of Subjects. The intensity of colors repre-
sents the strength of the Pearson correlations: Darker shades of ■
indicate stronger positive correlations, while darker shades of ■ in-
dicate stronger negative correlations. The gradation of colors corre-
sponds to the respective Pearson r-value. Reprinted from Kunz and
Schott et al. (2025) [Core3], reused in accordance with Elsevier’s
author rights policy.

G INV SP REAL UX TLX ITQ LE

G PCC 1 .350** .558** .283** .180 .077 .210* .310*

Sig. .001 .000 .008 .064 .258 .037 .029

N 73 73 73 73 73 73 73 38

INV PCC .350** 1 .359** .238* .083 -.048 .302** .233

Sig. .001 .001 .021 .244 .342 .005 .080

N 73 73 73 73 73 73 73 38

SP PCC .558** .359** 1 .278** .370** -.207* .302** .328*

Sig. .000 .001 .009 .001 .040 .005 .022

N 73 73 73 73 73 73 73 38

REAL PCC .283** .238* .278** 1 .134 -.180 .126 .305*

Sig. .008 .021 .009 .129 .064 .144 .031

N 73 73 73 73 73 73 73 38

UX PCC .180 .083 .370** .134 1 -.266* .136 -.100

Sig. .064 .244 .001 .129 .011 .126 .276

N 73 73 73 73 73 73 73 38

TLX PCC .077 -.048 -.207* -.180 -.266* 1 -.032 .237

Sig. .258 .342 .040 .064 .011 .394 .076

N 73 73 73 73 73 73 73 38

ITQ PCC .210* .302** .302** .126 .136 -.032 1 -.002

Sig. .037 .005 .005 .144 .126 .394 .495

N 73 73 73 73 73 73 73 38

LE PCC .310* .233 .328* .305* -.100 .237 -.002 1

Sig. .029 .080 .022 .031 .276 .076 .495

N 38 38 38 38 38 38 38 38

slight decline is noted in the Heart Embryology scores for Group B (post-
VLE) compared to Group A, though this is not statistically significant.

5.3.3.2 General metrics

The revised application used in Experiment 3 achieved high scores
across both groups in terms of UX (UEQ), Presence (IPQ), and low per-
ceived Task Load (N-TLX) (see Figure 26 and Figure 27). The study
results indicate no statistically significant differences between Group
A (pre-VLE) and Group B (post-VLE) across the various scales and sub-
scales. For the IPQ results:
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(a) (b)

Figure 25: Comparison of EKT points scored (maximum 10) before and af-
ter VLE exposure. Figure (a) presents the evaluation of General
EKT results for Group A (pre-VLE), represented by ■, and Group
B (post-VLE), represented by ■. The left bars show the results
on the day of the study (d0), and the right bars show the results
after 14 days (d14+). Figure (b) follows the same scheme, display-
ing the results for the Heart EKT. Bars represent means, and error
bars represent standard errors. Asterisks indicate significant dif-
ferences: *** denotes p < 0.001. Adapted from Kunz and Schott
et al. (2025) [Core3], reused in accordance with Elsevier’s author
rights policy.

• General Presence: M Group A = 3.95 (SE = 0.16), M Group B =
3.86 (SE = 0.17), Overall M = 3.90 (SE = 0.12)

• Spatial Presence: M Group A = 4.72 (SE = 0.09), M Group B = 4.59

(SE = 0.10), Overall M = 4.66 (SE = 0.07)

• Involvement: M Group A = 3.01 (SE = 0.14), M Group B = 2.68 (SE

= 0.15), Overall M = 2.85 (SE = 0.10)

• Realism: M Group A = 2.63 (SE = 0.10), M Group B = 2.39 (SE =
0.12), Overall M = 2.51 (SE = 0.08)

Similarly, the total ITQ score showed little difference between the
groups, with Group A averaging 71.26 (SE = 1.41) and Group B averag-
ing 70.51 (SE = 1.58), yielding a combined mean of 70.90 (SE = 1.05).
The UEQ also displayed similar patterns: Group A scored a total of
2.42 (SE = 0.05), while Group B scored 2.48 (SE = 0.07), with an overall
mean of 2.45 (SE = 0.04). The N-TLX results mirrored these patterns,
with both groups showing comparable mean scores across the sub-
scales:

• Mental Demand: M Group A = 9.38 (SE = 0.51), M Group B = 8.84

(SE = 0.54), Overall M = 9.12 (SE = 0.37)

• Physical Demand: M Group A = 3.41 (SE = 0.37), M Group B =
3.77 (SE = 0.39), Overall M = 3.59 (SE = 0.27)
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• Temporal Demand: M Group A = 5.10 (SE = 0.47), M Group B =
4.70 (SE = 0.49), Overall M = 4.90 (SE = 0.34)

• Performance: M Group A = 5.82 (SE = 0.48), M Group B = 4.84 (SE

= 0.45), Overall M = 5.34 (SE = 0.33)

• Effort: M Group A = 4.48 (SE = 0.36), M Group B = 4.46 (SE = 0.39),
Overall M = 4.47 (SE = 0.26)

• Frustration: M Group A = 3.56 (SE = 0.38), M Group B = 3.01 (SE

= 0.37), Overall M = 3.29 (SE = 0.26)

(a) (b)

(c)

Figure 26: Results of the questionnaires measuring Sense of Presence (a), im-
mersive tendencies (b), and UX (c). ■ represents Group A (pre-
VLE), ■ represents Group B (post-VLE), and ■ represents the to-
tal scores. Bars represent means, and error bars represent stan-
dard errors. Adapted from Kunz and Schott et al. (2025) [Core3],
reused in accordance with Elsevier’s author rights policy.

5.3.3.3 Expert Feedback

All students were given the opportunity to provide open feedback
on their experience with the application. Participants shared their in-
sights freely, and their responses were documented, summarized, and
systematically categorized through qualitative content analysis. This
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Figure 27: Results of the individual raw N-TLX items. ■ represents Group A
(pre-VLE), ■ represents Group B (post-VLE), and ■ represents the
total scores. Bars represent means, and error bars represent stan-
dard errors. Adapted from Kunz and Schott et al. (2025) [Core3],
reused in accordance with Elsevier’s author rights policy.

process helped to identify key themes and patterns in the feedback,
providing a clearer understanding of users’ perspectives and experi-
ences. Table 10 presents a summary of this feedback.

Additionally, the application was demonstrated to three anatomy
teachers (ATs), who explored it independently and provided feed-
back. All three experts expressed satisfaction, noting that the content
was comprehensive, the detail level was adequate, and the applica-
tion was well-suited for exam preparation. They highlighted its value
as an additional learning tool, particularly due to the interactive fea-
tures that facilitate understanding of embryonic structures and en-
hance theoretical knowledge.

However, some constructive feedback was provided: AT 1 recom-
mended smoother transitions within the application and suggested
including more foundational concepts, such as earlier developmental
stages. AT 2 proposed refining the sequence of dissecting the heart.
Despite these suggestions, the overall feedback was positive, with AT
3 praising the application’s effectiveness and expressing interest in
expanding it to cover additional developmental contexts and clinical
extensions.

5.3.4 Discussion

This discussion evaluates the MR system´s effectiveness in support-
ing knowledge acquisition, long-term retention, and the influence of
various factors on learning outcomes. Each sub-research question is
addressed, examining the educational value of the VLE and the roles
of Presence, Subjective Workload, and UX. Additionally, limitations and
further insights are reviewed to guide future research and improve-
ments in MR-based anatomy education.
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5.3.4.1 Sub-RQ1: Enhancing Knowledge Acquisition

To address the first research question, this study assessed whether a
VLE could enhance understanding of complex anatomical transitions
in embryology. The study incorporated the EKT, with a General Embry-
ology section to establish baseline equivalency and a Heart Embryology
section to measure learning specific to the VLE session. Analysis of
Figure 25 (d0) showed a significant improvement in Heart Embryology
scores before (Group A) versus after (Group B) the VLE session, with
no notable difference in General Embryology scores. This suggests that
even a single VLE session has a direct, positive effect on students’
knowledge acquisition for complex topics like embryonic heart devel-
opment.

5.3.4.2 Sub-RQ2: Long-Term Knowledge Retention

To explore long-term retention, participants’ knowledge was re-
assessed after 14 days (see Figure 25, d14+). Findings indicate that the
learning effect in Group A (pre-VLE) remained stable after two weeks,
underscoring the VLE’s potential for supporting long-term memory
retention. Although a minor decrease in Heart Embryology scores was
noted for Group B (post-VLE), this difference was not statistically sig-
nificant, reinforcing the efficacy of a single VLE session in facilitat-
ing lasting knowledge acquisition. In contrast, general knowledge re-
mained consistent across time and groups, suggesting no additional
embryology learning occurred outside the VLE session.

As noted by [336], VLEs have demonstrated immediate educational
benefits, though many studies lack the long-term perspective this re-
search aimed to provide. This aligns with other MR studies suggest-
ing that immersive sessions can significantly enhance retention [335].
While the minor decline in Heart Embryology scores for Group B (post-
VLE) was not significant, future research should explore the effects of
multiple sessions on retention, as suggested by [162].

5.3.4.3 Sub-RQ3: Influence of Workload, Presence, and UX on Learning
Effectiveness

The third research question examined whether Subjective Workload,
Presence, UX, and user traits affect learning outcomes and could
guide VLE development. Correlation analysis indicated that Pres-
ence—particularly as measured by IPQ subscales—had a strong pos-
itive association with learning effect (see Table 9).

This correlation between Presence and learning aligns with findings
by Weber et al. [316], suggesting that Presence is a significant factor
for engagement. However, unlike other studies emphasizing UX in vir-
tual learning [258], UX in this study was only secondarily associated,
possibly due to the VLE’s high baseline Usability.
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The abstract nature of the updated VLE raises questions about
whether a more realistic setting—such as a seminar room or lecture
hall—could further enhance learning or if Presence alone effectively
supports learning outcomes. Using spaces that closely resemble real-
world learning environments could improve plausibility, potentially
enhancing the user’s immersive experience.

As previously noted, Usability was not explicitly measured, given
that the original version had received excellent ratings. With further
optimizations in this version, it was assumed that Usability would
not significantly differ or worsen. In this evaluation, UX aspects and
immersive tendencies had a secondary influence on Presence, with-
out a direct effect on learning. Conversely, UX correlated with Spatial
Presence and immersive tendencies, suggesting it may support inte-
gration into the use case. Workload exhibited an inverse relationship
with UX and Presence, suggesting that high engagement-related Sub-
jective Workload could benefit learning, even if it detracts from Us-
ability. These findings highlight the importance of Presence in learn-
ing within VLEs, while indicating that UX, Subjective Workload, and
personal traits play supporting roles rather than directly impacting
learning outcomes.

Table 10: Summary of qualitative feedback. Reprinted from Kunz and Schott
et al. (2025) [Core3], reused in accordance with Elsevier’s author
rights policy.

Feedback Category Summary

Interactivity and Spatial
Imagination

Participants often praised the interactivity and the ability to view
the heart in 3D. Challenges in grasping and rotating were men-
tioned, with the potential cause being the use of hand tracking.

Audio-Text Combination The combination of audio explanations and text was deemed
helpful in catering to various learning styles. It was noted that
occasionally, text and audio were not consistently uniform across
the application.

Clarity and Learning Ben-
efits

The application assisted participants in better understanding
and visualizing complex embryonic developmental processes.
Some participants found the application more helpful than tra-
ditional teaching materials such as books or videos.

Comfort and MR Experi-
ence

Some participants experienced issues with the MR headset, in-
cluding discomfort and headaches. The MR experience was
viewed positively and interestingly by many, especially for spa-
tial visualization.

Suggestions for Improve-
ment

Suggestions were made to enhance handling, highlight text dur-
ing audio explanations, and integrate notes or annotations into
the MR environment. Some participants proposed incorporating
the application into the curriculum.

Additional Remarks The 2nd year students indicated that they would have benefited
from the application before exams or assessments. It was also
noted that the application is particularly suitable for spatial un-
derstanding, making challenging processes more tangible.



5.4 chapter summary 119

5.3.4.4 Limitations

A limitation of this study is the use of the N-TLX for cognitive load
measurement. Although widely used in computer science, the N-TLX

primarily assesses stress and mental burden rather than specific types
of cognitive load associated with learning. For educational applica-
tions like this, a cognitive load questionnaire focused on learning
processes would be more appropriate. Future studies could consider
using specific cognitive load questionnaires, such as those by Sweller
et al. [292] or Leppink et al. [153]. Notably, the questionnaire by Klep-
sch et al. [134] differentiates between types of cognitive load and is
designed for learning contexts, allowing for more precise cognitive
load assessment in VLEs.

5.3.5 Conclusion

This study underscores the potential of VLEs to enhance knowledge
acquisition and retention for complex anatomical content, such as em-
bryonic heart development. Findings reveal that a single VLE session
can improve understanding of embryological transitions and support
long-term retention, with Presence emerging as a critical factor. While
UX, Subjective Workload, and immersive tendencies play secondary
roles, further research could explore these factors’ contributions in
more depth. Overall, a multi-dimensional evaluation approach is rec-
ommended for VLE studies, focusing on learning outcomes, UX, Pres-
ence, and immersion, rather than solely on individual characteristics.

Supporting prior findings on user-centered VLEs, these results un-
derscore the importance of designing VLEs that are adaptable to differ-
ent learner profiles, as suggested by De Freitas [63]. Such adaptability
is crucial to enhance learner engagement and ensure that immersive
experiences contribute effectively to educational outcomes. This com-
prehensive framework aligns with calls for rigorous evaluation in MR-
enhanced education, particularly in medical fields [7, 335]. By adopt-
ing this approach, VLEs can be further refined to improve learning
experiences and outcomes across diverse educational contexts.

5.4 chapter summary

This chapter presented the development and evaluation of an MR ap-
plication designed to support students in exploring theoretical knowl-
edge on early human heart development through a problem-based
learning approach. The application is intended for use as a self-study
tool following initial anatomy lectures.

The VLE provides a controlled setting that allows users to concen-
trate on essential learning content without distractions, encouraging
students to individually construct knowledge and making it an ILE.
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The learning experience emphasizes embodiment and natural hand
interactions, delivering a hands-on approach intended to enhance
spatial understanding and facilitate comprehension of physiological
development through movement-based exploration of 4D heart mod-
els.

The original system, CardioGenesis4D, introduced in Experiment 2,
provided the technical and methodological foundation. This system
was developed to accommodate different learning preferences by sup-
porting both active and passive learning style through various fea-
tures, offering a guided exploration with a didactic design. Evalua-
tion results showed that the VLE achieved high Usability ratings and
successfully induced a Sense of Presence.

As the study design and sample size in Experiment 2 were not suf-
ficient to demonstrate the impact on learning outcomes, Experiment 3
was conducted as a follow-up investigation. This study, based on an
enhanced version of CardioGenesis4D, specifically examined learning
effects and the factors influencing them.

The findings from Experiment 3 confirm that the enhanced Car-
dioGenesis4D VLE can effectively improve students’ understanding of
complex anatomical transitions, showing a direct, positive impact on
knowledge acquisition specifically related to heart embryology. Ad-
ditionally, the VLE supports lasting knowledge retention, with effects
on heart embryology knowledge remaining stable over two weeks,
indicating its value in promoting long-term memory transfer.

Further, the study revealed that factors such as Presence, UX, and
Subjective Workload influence learning effectiveness in varying ways.
Presence was positively associated with the learning effect, suggest-
ing it may enhance engagement and focus within VLEs. UX and Sub-
jective Workload play supportive roles, with UX correlating with spa-
tial presence and Subjective Workload showing an inverse relationship
with both UX and Presence, providing valuable indicators for the con-
tinued development and refinement of VLEs for educational purposes.

The design of both applications followed a HCD process, involving
various stakeholders throughout development and evaluation. This
approach aimed to address the needs of two key user groups: stu-
dents, who require intuitive interaction and effective content com-
prehension, and educators, who must ensure content accuracy and
consider opportunities to integrate MR systems into their teaching.

Given the project’s successful implementation, discussions were
held in collaboration with educators from our university to explore
additional didactic and technical possibilities for this VLE. The follow-
ing chapter will delve into this topic, evaluating different hardware
options for a collaborative learning scenario. It will conclude with a
comparison of the various teaching and learning approaches used in
these implementations.
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collaborative learning environments for

embryonic heart education

synopsis Building on the foundation of the previous chapter, the follow-
ing chapter presents the iterative development of a collaborative MR-based
learning system, shaped by the requirements of both experts and students.
Through three interlinked experiments, the potential integration of a VLE
into concrete anatomical training scenarios is explored. This culminates in
a comparison of different didactic approaches within a shared VLE, aimed at
examining their effectiveness in enhancing teaching and learning outcomes.
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about this chapter Portions of this chapter were previously
published in Schott et al., “AR-Based Multi-User Learning Environ-
ment for Anatomy Seminars” [Core4], “CardioCoLab: Collaborative
Learning of Embryonic Heart Anatomy in Mixed Reality” [Core2],
and “Stand Alone or Stay Together: An In-situ Experiment of Mixed-
Reality Applications in Embryonic Anatomy Education” [Core1] and
have been incorporated into this thesis. The article published via
IEEE [Core4] is reused here in accordance with IEEE’s policy for
thesis use. © 2024 IEEE. Reprinted with permission. The article pub-
lished by the Eurographics Association [Core2] is open access under a
Creative Commons Attribution 4.0 International License (CC BY 4.0,
https://creativecommons.org/licenses/by/4.0/). The article published
via ACM [Core1] is reused in accordance with ACM’s policy for
open access research articles. Additionally, some of the methods de-
scribed in Experiments 4 and 5 of this chapter were developed as
part of Mr. Jonas Mandel’s Bachelor’s thesis, titled Exploration medi-
zinischer Visualisierung in Multiuser Augmented Reality, which I
supervised.

my contribution I developed the main research idea and was
responsible for the conceptualization and methodological approach,
building upon and refining the research concept initially formulated
in Mr. Mandel’s Bachelor’s project for Experiments 4 and 5. This in-
cluded expanding the theoretical foundations and conducting a com-
prehensive literature review. Additionally, I managed the research
project, overseeing the overall methodology, which encompassed re-
quirement analysis through expert interviews, interface design, and
visualization. Data collection was performed collaboratively. For Ex-
periment 6, I further advanced the research idea, supervised the tech-
nical implementation, and was responsible for the study design. Data
collection and analysis were conducted collaboratively. Across all ex-
periments, I took primary responsibility for drafting, reviewing, and
editing the manuscripts of the original papers. Furthermore, I super-
vised and actively contributed to the creation of visuals, producing
new photos, tables, illustrations, and additional content specifically
for this thesis.

6.1 introduction

The use of immersive MR offers a significant advantage in educational
contexts by allowing learners to isolate themselves from external dis-
tractions and focus entirely on the learning content. In the previous
chapter (Chapter 5), such an application was introduced and eval-
uated, revealing evidence that VLEs can positively impact user en-
gagement and learning outcomes, particularly in the study of em-
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bryonic heart development. This application has the potential to be-
come a valuable addition to the medical curriculum, especially as part
of foundational anatomy education. It could serve as a supportive
medium that students use alongside regular classes, enabling them
to independently revisit classroom material and deepen their under-
standing of complex morphological changes through MR’s interactive
capabilities.

challenges Following the successful evaluation of CardioGene-
sis4D (Chapter 5), which involved a large proportion of medical stu-
dents in their learning phase and received positive feedback from
both students and educators, questions arose about the broader po-
tential of this concept. Specifically, experts expressed interest in how
such an interactive MR system could be integrated into regular class-
room instruction. This prompted the exploration of new didactic and
technical formats to realize such integration.

One of the primary challenges identified was the integration of MR

technology into traditional teaching workflows in a resource-efficient
manner. Educators emphasized the need for systems that enable mul-
tiple users to participate in a shared VLE. At our university, heart
embryology is traditionally taught as part of an embryology sem-
inar conducted in small groups of 10 students during the dissec-
tion course. These 90-minute seminars rely on PowerPoint-supported
frontal teaching to convey cardiac embryology concepts. The goal was
to enhance this traditional seminar format by enabling multiple users
to interactively and synchronously explore the developmental stages
of the embryonic heart. Consequently, it became essential to identify
alternative MR systems capable of supporting group learning while
including an instructor for effective guidance.

This chapter addresses these technical and pedagogical challenges.
It presents an approach that aligns more closely with traditional sem-
inar formats and instructional theory (see Section 2.2.1). At the same
time, it seeks to ensure that dynamic communication and knowledge
exchange within the group are fostered, leading to the creation of
a collaborative learning environment. Additionally, the feasibility of
adapting the visualizations and interactions from CardioGenesis4D to
meet these new requirements was explored, considering various in-
put and output devices.

research questions Building on the foundation of CardioGen-
esis4D, this chapter aims to expand learning opportunities by em-
phasizing collaboration and establishing a framework for knowledge
sharing within dynamic educational settings. By integrating new tech-
nological approaches, the chapter bridges diverse didactic formats
and fosters a more interactive learning experience. The research ques-
tion for Experiment 4 is:
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RQ4 | What are the technical and pedagogical requirements
for a collaborative MR-based system to effectively support the
learning of embryonic heart development?

Once the technical framework is established, the focus will shift
to asses the pedagogical suitability of the concept. This led to the
following question:

RQ5 | How can a collaborative MR-based learning environ-
ment for understanding embryonic heart development be ef-
fectively integrated into an anatomy seminar setting?

Finally, addressing a gap in the literature, this study explores the
direct comparison of different didactic approaches within MR-based
learning environments for anatomy education. To this end, two dis-
tinct VLEs were developed based on the application: an ILE and a CLE.
This gives rise to the third research question:

RQ6 | How do individual and collaborative MR-based learn-
ing environments differ in supporting educational outcomes
for embryonic heart development?

iterative development This chapter highlights the iterative
design process guided by the HCD framework and involves three con-
secutive experiments aimed at identifying suitable didactic formats
for teaching and learning about embryonic heart development. In
Experiment 4, new hardware was introduced to enable group inter-
actions and collaborative viewing. Requirements for interactions and
visualization options were evaluated with educators through a par-
ticipatory workshop. Based on these findings, the system was refined
and evaluated in a simulated seminar setting in Experiment 5. Insights
from these experiments informed the transition to new hardware in
Experiment 6, which culminated in a comparison of different learn-
ing formats—individual versus collaborative (seminar-oriented)—to
assess their relative effectiveness.

The Experiements aim to enhance learning opportunities by shift-
ing the focus towards fostering collaboration and establishing a foun-
dation for knowledge sharing in a more dynamic educational setting
using MR technology. This progression represents a natural extension
by integrating the social aspects of learning and bridging the gap be-
tween diverse didactic formats.

A video demonstration of the applications is linked in the Ap-
pendix (see Section 9.1).



6.2 experiment 4 125

6.2 experiment 4

This section presents the first of three experiments in this chapter.
It describes the development of a collaborative MR system based on
the application introduced in Chapter 5. The focus lies on evaluating
the system’s configuration, including visualization and interaction ca-
pabilities, while also considering potential integration into anatomy
seminar settings.

6.2.1 Material

As previously mentioned, the conceptual and technical foundation
of this system builds upon the enhanced CardioGenesis4D application
(Section 5.3). To meet the previously outlined requirements, a new
hardware solution was evaluated. For this purpose, the Tilt Five table-
top system1 was selected.

The Tilt Five system features a HMD with dual HD projectors and a
gameboard covered in retroreflective material. This material reflects
light from the projectors directly back to the HMD, creating a stereo-
scopic 3D effect that gives the impression of a holographic display.
The gameboard measures 800mm x 1066.7mm and is equipped with
tracking markers around its edges. These markers enable the HMD to
accurately determine its position relative to the board, allowing each
player to experience a unique perspective on the displayed content.

The system requires a PC or Android device for operation and
includes its own Software Development Kit (SDK). The HMD is also
equipped with an infrared camera for head tracking. Input is sup-
ported via controllers, referred to as “wands,” which can be used by
multiple users (HMDs) simultaneously.

While marketed as an AR system, it could also be classified as Fish
Tank VR, as defined by Ware et al. [314]. This classification reflects its
unique combination of immersive visual presentation with a tabletop,
semi-enclosed display environment.

6.2.1.1 Hardware Choice Rationale

The specific decisions for this system can be justified as follows:

• Cost-efficiency and Accessibility: The Tilt Five gameboard offers a
more cost-effective and portable solution compared to a fully
immersive MR setup, as used in the previous experiment.

• Collaborative Potential: Unlike fully immersive MR systems that
isolate the user, the Tilt Five gameboard enables cooperative
learning experiences. Multiple users, including students and in-

1 Tilt Five Inc., https://www.tiltfive.com

https://www.tiltfive.com
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structors, can interact within the same physical and virtual envi-
ronment, fostering communication and collaborative learning.

• Reduced Cognitive Load: The semi-immersive nature of the Tilt
Five system can reduce the cognitive load associated with MR

learning by minimizing sensory overload.

• Adaptability to Traditional Classroom Settings: The tabletop form
factor of the Tilt Five system is better suited to traditional sem-
inar and classroom setups. This facilitates integration into ex-
isting teaching formats and ensures a smoother transition from
conventional to MR-based teaching methods.

• Scalability and Shared Perspectives: The Tilt Five system supports
shared perspectives and simultaneous interaction, making it
ideal for groups where multiple users can view and manipu-
late the same 3D models.

• Technical Evaluation: Testing the Tilt Five system provides an op-
portunity to evaluate its performance, Usability, and suitability
for anatomy education compared to a fully immersive MR setup.
Insights gained from this evaluation could inform future deci-
sions about hardware selection for educational applications.

6.2.1.2 Technical Setup

The system was initially designed to accommodate four users, as sup-
porting a larger number would require an additional PC, and the
setup was intended to remain minimal during the initial implemen-
tation phase. The same development phases and corresponding 3D

models from the enhanced CardioGenesis4D application (Section 5.3)
were utilized. Using the “wand” controllers, users could interact with
the 3D models by performing operations such as rotation, scaling, and
adding individually colored markings via a ray-casting beam (see Fig-
ure 28 (b)).

To explore touchless interaction, one headset was modified with an
ergonomic head strap and equipped with Ultraleap’s Stereo IR 170

Evaluation Kit2 (see Figure 28 (a)). This modification enabled the test-
ing of interactive deformations of the 3D models, whereas controller
input was limited to the playback of predefined animations. As hand
interaction was also highly favored by instructors, it was retained as
a primary input method.

Software development was conducted using Unity3 on Microsoft
Windows4. The application integrated the latest version of the MRTK

2 Ultraleap Ltd., https://www.ultraleap.com
3 Unity Technologies, https://unity.com
4 Microsoft Corporation, https://www.microsoft.com

https://www.ultraleap.com
https://unity.com
https://www.microsoft.com
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(a) (b)

Figure 28: (a) User wearing Tilt 5 HMD with additional hand-tracking sen-
sor using custom 3D printed mount; (b) Photograph captured
through HMD.

3
5 for UI elements and utilized Ultraleap’s Leap Motion Core Unity

Plugin packages for precise hand tracking and seamless interaction.
The application was run on a PC with the following specifications:

Intel Core i7-8700 3.7 GHz 12-core CPU6, NVIDIA GeForce RTX 3090

Ti7, 32 GB RAM, a 256 GB PCIE 3.0 SSD, and a 1 TB HDD.

6.2.1.3 Player Roles

The MR system defines two distinct player roles with varying levels of
rights and control options: a moderator and up to three students. This
role division was designed to facilitate structured seminar sessions
while promoting dynamic group discussions. Each user is equipped
with controller input to manipulate the 3D content, such as rotating,
scaling, and marking. The moderator role includes extended func-
tionalities, such as toggling annotations, enforcing a unified model
alignment view for all participants, and locking the beam for specific
tasks. Additionally, only the moderator has the ability to deform the
model using hand interaction and control animations. This design de-
cision was driven by both practical and pedagogical considerations.
Supporting hand-tracking for four simultaneous users would have
required additional sensors, increasing the technical complexity of
the setup. Moreover, multiple users interacting with the model simul-
taneously could lead to visual obstructions and overlapping inputs,
disrupting the collaborative experience. Furthermore, the proximity
required for effective interaction within the system necessitated lim-

5 Microsoft Corporation, https://github.com/microsoft/
MixedRealityToolkit-Unity

6 Intel Corporation, https://www.intel.com
7 NVIDIA Corporation, https://www.nvidia.com

https://github.com/microsoft/MixedRealityToolkit-Unity
https://github.com/microsoft/MixedRealityToolkit-Unity
https://www.intel.com
https://www.nvidia.com
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iting direct hand interactions to the moderator, ensuring a smoother
and more organized learning environment.

6.2.1.4 Configurations

Three potential positioning configurations of the game board were
developed. In the first configuration, Flat, the game board lies on a ta-
ble. In the second variant, Poster, the game board is aligned vertically.
The third variant, Curved, enhances visualization by incorporating an
additional retro-reflective foil wall for increased depth perception. An
overview of the configurations in a group scenario can be found in
Figure 29, which displays screenshots from the Mixcast Streaming
Software8.

6.2.2 Evaluation

With the transition of the application from a single-user (ILE) to a
multi-user (CLE) system, designed to function both as a visualization
aid and teaching tool, collaboration with domain experts became es-
sential. To validate initial assumptions and evaluate the utility of the
system’s functionalities, qualitative feedback was gathered through a
workshop with experts in anatomy education. This study sought to
provide early-stage insights within an iterative development process,
focusing on input modalities, role allocation, and gameboard/player
positioning.

6.2.2.1 Participants

The workshop was moderated by a team comprising a software de-
veloper, a designer, and a cardiologist, with the goal of qualitatively
assessing the visual and interactive aspects of the proposed VLE con-
cept for seminar integration. Four anatomy experts (three female, one
male) from the Institute of Anatomy our university participated in
the study. The participants, ranging in professional experience from
3 to 37 years (Mdn = 14.5), included Research Assistants and Pro-
fessors. They reported substantial teaching experience (Mdn = 17.3)
across both theoretical and practical formats, such as lectures, sem-
inars, and hands-on training in human medicine, macro- and neu-
roanatomy, and histology.

6.2.2.2 Data collection

To gain insights into expert behavior and acceptance of the new tech-
nology, the TAM questionnaire was employed. The quality of immer-
sion was assessed using the ARIQ questionnaire. To collect compre-
hensive feedback and suggestions for improvement, experts were en-

8 Blueprint Reality Inc., https://mixcast.me

https://mixcast.me
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Figure 29: Screenshots from the Streaming Software used showing the evalu-
ated configurations. From top to bottom: Flat, Poster, and Curved.
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couraged to freely express their thoughts and discuss them within the
group. Through audio recordings analyzed and statements were clus-
tered and documented if at least two participants provided matching
feedback.

6.2.2.3 Procedure

After welcoming the participants and obtaining their consent for
data recording, the MR system was introduced. Each configuration
(as outlined in Figure 29) was then presented and discussed sequen-
tially: first the flat setup, followed by the poster configuration, and fi-
nally the curved display. Participants engaged with the implemented
phases of embryonic heart development, taking turns in the roles
of moderator and student. This allowed them to test various posi-
tions, input modalities, and all elements of the UI. There were no
time constraints at each station. The workshop lasted approximately
two hours, and participants received no material compensation for
their involvement.

6.2.3 Results and Discussion

The subscales of the TAM achieved median ratings of 6.1 (SD = 0.2)
for PU and 5.2 (SD = 0.2) for PEU, indicating general acceptance of
this technology among the user group and aligning with the qualita-
tive feedback. The ARIQ scored an overall 5.1 (SD = 0.4), placing it in
the upper mid-range. This suggests a positive UX, correlating with a
conducive learning environment. Among the configurations, experts
ranked Flat first, followed by Poster in second place, and Curved last.

The TAP revealed feedback emphasizing the effectiveness of the MR

concept for leading small groups through step-by-step explanations,
fostering vivid understanding, and facilitating dynamic communica-
tion. The designated role distribution and the moderator’s focus on
visualization and interaction were praised as key factors enhancing
the learning process. Experts valued the availability of two input op-
tions, particularly precise pointing and controller-based rotation/scal-
ing. Hand tracking was deemed essential for all users, as it enhanced
motor movements and understanding of physiological development,
aligning with research on individual learning activities [63].

The Flat configuration received high praise for its equal visibil-
ity and space efficiency in seminar rooms. The Poster configuration,
while suitable for larger groups, was noted for potential obstructions
and discomfort, as users needed to look upward. The Curved con-
figuration provided additional depth but was too large for seamless
seminar integration and limited effective hand interaction due to the
distance.

The ergonomics of the standard headset were criticized, with is-
sues such as precise positioning requirements and discomfort for
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eyeglasses wearers. However, the modified headset successfully ad-
dressed these concerns. Visual cutoffs occurred when the model ex-
tended beyond the game board, and button operation difficulties
were reported during hand interactions, especially with the Poster
and Curved setups. Enabling distance interaction via controller input
could improve the UX. Partial hand-tracking issues were observed,
possibly linked to headset alignment with the retro-reflective mate-
rial. Improved placement near the game board could resolve this but
might restrict the interaction range. Seating users instead of requiring
them to stand was suggested to improve ergonomics and visualiza-
tion.

A four-player limit was noted as a drawback, but it was acknowl-
edged that the learning approach is better suited for smaller groups.
These insights provide valuable guidance for optimizing future itera-
tions of the system.

6.2.4 Conclusion and Future Research

This experiment presents an MR-based CLE aimed at fostering a partic-
ipatory learning environment, using embryonic heart development as
a case study. Through expert evaluations across three configurations,
interaction modalities and player roles were assessed for potential
integration into anatomy seminar sessions. Experts recommended ex-
panding the concept to include the development of other complex
organs, such as the intestine or brain.

The current CLE is limited to four simultaneous users, highlighting
the need to explore a server-based solution for increased capacity in
the future. This evaluation aims to serve as the foundation for an in-
depth analysis of system requirements and the development of an
optimized didactic concept.

6.3 experiment 5

This section presents the second of three experiments in this chapter,
focusing on the technical advancements of the MR system described
in the previous section. Building on the findings from Experiment 4,
which involved an expert workshop to assess didactic strategies, vi-
sualization methods, and input possibilities, an iterative design pro-
cess was employed to refine the system. Feedback from the workshop
guided the selection of the most promising visualization techniques
and interaction modalities. This experiment evaluates the updated sys-
tem through a user study involving students and moderators, con-
ducted within a simulated session modeled after an anatomy semi-
nar.
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6.3.1 Material

The updated system underwent significant improvements to its fea-
tures and overall functionality. Based on the evaluation of the original
system, the flat game board configuration was identified as the most
suitable setup due to its superior visibility and interaction opportuni-
ties for multiple users. Consequently, this configuration was adopted
in the updated system.

6.3.1.1 Visualization

The updated system’s core structure remained consistent with the ver-
sion described in Experiment 4. However, performance issues ob-
served during the expert evaluation—stemming from the complex-
ity of visualizing and animating internal structures using Mud-
Bun9—necessitated adjustments. To resolve these issues, a collection
of individual meshes was implemented, loaded sequentially. This ap-
proach enabled smooth animations compiled from approximately 200

exported meshes for each 3D model stage.

6.3.1.2 Controller Input Instead of Hand Interaction

Unlike the original system, controller input was implemented for all
users in the updated system. Although hand interaction is ideal for
understanding morphological changes, having multiple users around
the game board often resulted in obstructions and visibility issues.
Tracking challenges due to the distance between users and the play
area further complicated hand interactions.

A new feature, previously absent in the original system, allows users
to scale the 3D model using the controller. By pressing the correspond-
ing buttons, the model size can be adjusted. However, when scaled
too large, the model can extend beyond the game board’s edges, lead-
ing to frame cancellation—a phenomenon where virtual objects are
cut off by the screen’s edges. To mitigate this, alpha blending [141]
was applied using custom shaders, fading the model’s edges when
exceeding the board boundaries (see Figure 30).

6.3.1.3 Paintings and Cursor

Due to the transition to individual meshes for the 3D models, the in-
active painting (annotation) feature was omitted in the updated system.
Discrepancies occurred when switching between models, making it
impractical. Experts also recommended better differentiation between
users to avoid overlapping colors during painting.

As an alternative, a continuous, directed beam was introduced
from the controller. When the beam intersects the surface of a mesh, it

9 http://longbunnylabs.com/mudbun
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Figure 30: Photograph through HMD showing frame cancellation when the
model exceeds the game board’s edges. Alpha blending with cus-
tom shaders fades the edges to mitigate this effect. Adapted from
Schott et al. (2024a) [Core2]. Licensed under CC BY 4.0.

generates a cursor at the intersection point. Activated by the modera-
tor interface, this feature dynamically displays labels with medical de-
scriptions of cardiac structures. These labels are aligned to the user’s
view and positioned to the left or right of the model based on the
structure’s location. Cursors are numbered for user identification, fa-
cilitating communication. The three basic interactions—rotation, scal-
ing, and cursor—are accessible to all users.

6.3.1.4 Changes in the UI

The moderator’s operating interface retained its core elements, but
consistent icons were added for clarity. Activating annotations now
displays a white orientation frame with medical position labels, along-
side the name and timeframe of the current phase.

A new feature was introduced specifically for the study: the ability
to display example questions and answers related to the system’s con-
tent via controller buttons. This assists the moderator during sessions
by providing contextual information.

In the final stages of development, the heart model was modified
to enable internal visualization. The model consists of a fixed mesh
representing half of the heart, with animations added as a separate
object. During playback, the fixed mesh becomes transparent, offer-
ing an unobstructed view of internal processes from all angles (see
Figure 31).
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Figure 31: Photomontage of the setup, with the moderator interacting with
the UI, displaying all control elements and overlay information
such as the orientation grid and labels. Adapted from Schott et
al. (2024a) [Core2]. Licensed under CC BY 4.0.

6.3.2 Evaluation

A user study was conducted to evaluate Usability, gaming experience,
immersion, and technology acceptance across different user groups,
aiming to gain deeper insights into the integration of such systems
into anatomy education. The study sought to assess the perspectives
of both moderators and students.

6.3.2.1 Study Design

Four sessions were carried out, each involving three participants: one
acting as the moderator and two as students. The reduced number
of student participants was intended to stabilize the system’s perfor-
mance. Moderators were required to have teaching experience within
a broad medical context. A total of four moderators (three male and
one female) participated, with a mean age of 27.75 years and an aver-
age of 3.38 years of teaching experience. Additionally, eight medical
students were recruited, seven of whom were female. The students
had an average age of 25.83 years (with one student not reporting
their age).

6.3.2.2 Procedure

In each session, a seminar was simulated with a moderator guid-
ing two students. The study duration was 60 to 90 minutes for the
students, while moderators were asked to arrive 30 minutes ear-
lier for preparation and briefing. During this preparation period, in-
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formed consent and demographic information were collected, and
the moderators were trained in using the application. Moderators
were provided with potential questions developed in collaboration
with anatomy education experts, covering the scope of the applica-
tion. These included one or two questions per developmental stage,
designed to stimulate discussion, though their use was not manda-
tory. The list of questions is available in Section 9.6.

While moderators were encouraged to familiarize themselves with
the topic, the questions and answers were available in printed form
and could also be accessed virtually during the session. After the
students arrived, their informed consent and mandatory study doc-
umentation were collected, followed by an introduction by the study
instructor. The moderator then independently introduced the appli-
cation and explained the procedure.

Once the HMD were on, a 3D model of the controller was displayed
to illustrate its functions. When all participants were ready, the con-
tent phase began, guiding the group through the various stages of
heart development. Throughout the session, the moderator facilitated
lively communication and interaction within the group.

6.3.2.3 Measures

At the end of the seminar, all participants completed several question-
naires. Usability was assessed using the SUS. The level of immersion
experienced by users in the MR environment was evaluated using the
ARIQ. Given that the type of MR learning platform was novel to the
participants, the TAM was employed to measure PU and PEU, which
are key determinants of users’ attitudes and behavioral intentions.
Additionally, the Core, Social Presence, and Post-game components of
the GEQ were used to evaluate the overall experience of the applica-
tion. Finally, the experiment concluded with an open discussion and
interviews, during which qualitative feedback was collected on the
interaction and visualization schemes of the MR system, as well as its
feasibility as a potential part of the curriculum.

6.3.3 Results

This section summarizes the findings of the user study, encompassing
both quantitative and qualitative measures.

6.3.3.1 Immersion

Results of the ARIQ questionnaire indicated that a comparable
(medium-high) degree of immersion was perceived by both study
groups while using the MR application (Mod: M = 5.11,SD = 0.66;
Stud: M = 4.80,SD = 0.85; see Figure 32 (a)). This outcome was ex-
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pected, as immersion is primarily influenced by the technical factors
of the hardware, which remained identical for both groups.

6.3.3.2 Usability

Promising Usability ratings were recorded for the prototype across
both user groups. Moderators provided slightly lower SUS scores
(M = 76.25,SD = 9.24) compared to students (M = 83.13,SD =

6.51). Nevertheless, both values exceeded the generally acknowl-
edged thresholds for good to excellent Usability (see Figure 32 (b)).

6.3.3.3 Technology Acceptance

The TAM assessments (see Figure 32 (c)) reflected these findings.
Lower scores indicated better PU and PEU. For both metrics, the appli-
cation was rated more favorably by the student group (PU: M = 24.65,
SD = 16.43; PEU: M = 32.29, SD = 15.99) compared to the moderator
group (PU: M = 34.72, SD = 33.37; PEU: M = 52.03, SD = 33.59). Al-
though good scores were generally achieved, the only moderate PEU

rating for the moderator role indicated room for improvement.

6.3.3.4 Gaming Experience

A detailed overview of all GEQ subscales is presented in Figure 33. A
higher sense of flow was reported by moderators (M = 2.20,SD =

0.94) compared to students (M = 1.74,SD = 1.02), suggesting that
moderators were more engaged while conducting the seminar. Stu-
dents reported a minimal degree of challenge (M = 0.78,SD = 0.25),
whereas moderators perceived the seminar as considerably more chal-
lenging (M = 1.80,SD = 0.67). Negative affect, i.e., negative emo-
tions towards the application, was rated low across both groups (Mod:
M = 0.50,SD = 0.54; Stud: M = 0.59,SD = 0.97). Positive affect, i.e.,
positive emotions towards the application, was rated similarly high
(Mod: M = 2.80,SD = 0.71; Stud: M = 2.90,SD = 0.96).

Behavioral involvement, i.e., the influence of users on each other’s
actions, was perceived as higher by moderators (M = 2.75,SD = 0.50)
than by students (M = 1.50,SD = 0.77). This finding suggests that the
teaching functionalities provided to the moderator successfully ful-
filled their intended purpose, as moderators perceived their actions
as having a greater impact on students.

The Post-game GEQ component indicated minimal difficulty in tran-
sitioning from MR back to real life (Mod: M = 0.67,SD = 0.72; Stud:
M = 0.38,SD = 0.33). The application was not perceived as tiring
(Mod: M = 0.63,SD = 0.95; Stud: M = 0.38,SD = 0.88). Addition-
ally, positive experiences (Mod: M = 1.63,SD = 0.79; Stud: M =

1.67,SD = 0.81) outweighed negative ones (Mod: M = 0.54,SD =

0.64; Stud: M = 0.25,SD = 0.41).
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(a) (b) (c)

Figure 32: ARI (a), SUS (b) and TAM (c) ratings of the ■ Moderator ■ Stu-
dent groups. Mean values and standard error bars. Adapted from
Schott et al. (2024a) [Core2]. Licensed under CC BY 4.0.

6.3.3.5 Qualitative Feedback

During the interview phase, the animated 3D visualization of the em-
bryonic heart was rated as a significant improvement over conven-
tional 2D cross-sections found in textbooks. Particular emphasis was
placed on the final stages of the application, where changes inside the
heart were visualized using a halved, transparent heart model. This
feature was highlighted as especially helpful. However, it was sug-
gested that the transparency effect should remain active even when
the animation is not being played. Additionally, it was recommended
that more complex information, such as visualizing blood flow, be
incorporated into the heart model to enhance its educational value.

The system’s interaction capabilities were assessed as intuitive and
easy to learn. The variety of interaction options was positively re-
ceived, with participants noting that the available features were suffi-
cient to engage with the heart visualization effectively without over-
whelming them with excessive choices. Occasionally, alignment is-
sues with the heart model were reported, but these were found to be
mitigated by adjusting the user’s head position and perspective.

The MR hardware was generally rated positively. However, some
discomfort was noted, particularly with the HMD being uncomfort-
able around the ears and warming in the forehead area. The resolu-
tion of the HMD was also perceived by some as too low to read text
properly.

Regarding the systems’s suitability as a VLE, participants found the
concept to be highly useful for anatomical training. It was envisioned
as a valuable extension of, or even a replacement for, the dissection
course. However, limitations related to group size were identified, in-
cluding restricted space around the area of interest and visual clutter
caused by multiple interaction markers on the model.
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(a)

(b) (c)

Figure 33: GEQ Core (a), Social Presence (b), and Post-game (c) module rat-
ings of the ■ Moderator and ■ Student groups. Mean values and
standard error bars. Adapted from Schott et al. (2024a) [Core2].
Licensed under CC BY 4.0.

6.3.4 Discussion & Conclusion

Data from the quantitative questionnaires indicated that the CLE was
positively perceived by both moderators and students. High levels of
competence, flow, immersion, and positive emotions were reported,
accompanied by low levels of tension, challenge, and negative feel-
ings. Favorable scores in the TAM further suggested a high level of
acceptance, which is likely to contribute to successful learning out-
comes.

Students rated the Usability, usefulness, and ease of use of the appli-
cation more favorably than the moderators. This difference is likely
due to the moderators’ additional Subjective Workload in controlling
the interface while conducting the seminar. This increased responsi-
bility may have negatively influenced their overall perception of the
MR environment, as reflected in their higher challenge ratings on the
GEQ Core subscale.

Qualitative feedback also supported the positive perception of the
application while highlighting areas for improvement. Participants
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suggested additional visualization features, such as blood flow, and
identified challenges related to larger group sizes. Conventional semi-
nars often involve more students than the current hardware supports,
making small-group settings more suitable for the CLE. Expanding
the number of simultaneous users would enhance the platform’s po-
tential for broader application.

The study was limited by a relatively small sample size, which
precluded further statistical analyses. Future work should include a
larger participant pool to generate more robust findings and gather
additional feedback. This is particularly important for the moderator
group, which included only four participants. A more diverse gender
distribution should also be considered to mitigate potential sample
bias.

During the simulated seminar, moderators were encouraged to fos-
ter consistent group communication. The provided example tasks and
questions were used to varying degrees, with moderators demonstrat-
ing diverse approaches, including direct questioning, posing open-
ended group questions, and addressing individuals directly. Their
teaching experience allowed them to adapt effectively to different sit-
uations and questions. As a result, not every developmental step was
presented in the same manner, highlighting the flexibility of the sys-
tem. The small group size contributed to a lively and engaging at-
mosphere, ensuring active participation from all attendees. In larger
groups, such interactivity and communication might be less effective,
as not every participant would have the opportunity to contribute.
Additionally, peer-to-peer interactions were observed, with students
attempting to explain concepts to one another, further enriching the
learning experience.

In conclusion, the CLE demonstrates strong potential as a supple-
mental tool for anatomy seminars. It offers a positive and support-
ive UX, with considerable educational and teaching value. However,
further refinements and development are needed to fully realize its
potential.

6.4 experiment 6

This section presents the final of three experiments in this chapter,
where insights from the previous experiments were applied to a new
MR platform. The primary focus is a comparative evaluation of the ILE

introduced in Chapter 5 and the collaborative approaches explored in
the preceding experiments.

6.4.1 Motivation

Building on the technical advancements and didactic strategies devel-
oped in Experiments 4 and 5, Experiment 6 addresses a critical gap in
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the literature: the direct comparison of individual and collaborative
learning environments within MR-based anatomy education. This ex-
periment shifts from refining specific system features to evaluating
their educational effectiveness in different formats.

The two approaches reflect distinct pedagogical paradigms,
grounded in constructivist learning theory. The ILE supports self-
directed learning, allowing students to actively construct knowledge
by exploring independently at their own pace. Constructivist theory
emphasizes that learners develop understanding through personal
experiences and problem-solving, making the ILE particularly suited
for fostering individual exploration and deep engagement with the
content [63, 109].

In contrast, the CLE incorporates teacher- and learner-centric roles,
fostering SI and collaboration within a shared environment. This
aligns with the constructivist principle that appropriate guidance
and group interaction can enhance learning, especially during the
early stages of knowledge acquisition [114]. By simulating a tradi-
tional seminar structure, the CLE provides opportunities for dynamic
communication, shared problem-solving, and role-based participa-
tion, making it an ideal platform for collaborative learning.

By comparing these two approaches in a user study involving
n = 90 medical students, this experiment investigates the impact of
MR on knowledge acquisition, retention, and Usability, while exam-
ining factors such as UX, Social Presence, and Subjective Workload. The
findings aim to provide deeper insights into how MR can complement
conventional learning, enhancing both individual and group-based
educational experiences, and offer a broader perspective on the inte-
gration of immersive technologies into medical curricula.

6.4.2 Material and Methods

The enhanced CardioGenesis4D, described in Chapter 5, and the up-
dated system from Experiment 5 were transitioned to a unified hard-
ware platform: the Meta Quest 3

10. The Quest 3 employs a pass-
through-based (VST) MR approach, in which real-world visuals cap-
tured through its cameras are blended with interactive virtual con-
tent to create a semi-immersive learning environment. This approach
was chosen to ensure comparability between the two concepts, as the
primary focus was on evaluating the didactic strategies rather than
the technical differences of the systems.

The switch to new hardware was driven by several limitations ob-
served with the Tilt Five system. The Tilt Five had a lower resolu-
tion (720p), which resulted in blurry representations of both text and
models. Tracking was occasionally lost, and the HMD were noted to
be uncomfortable, with reports of warmth in the forehead area. Ad-

10 https://www.meta.com

https://www.meta.com
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ditionally, the Tilt Five required a wired connection to a powerful PC,
limiting portability and ease of use.

The Meta Quest 3 offers several advantages over the Tilt Five. With
its VST MR mode and controller tracking, it provides a similar inter-
active experience while delivering significantly higher resolution, en-
hancing the clarity of both textual and visual elements. Furthermore,
the wireless design of the Quest 3 increases mobility and Usability,
making it a more practical choice for educational applications in set-
tings such as seminar rooms.

Accessibility remained a key consideration. The VST-based MR ap-
proach is less isolating and has the potential to reduce simulator sick-
ness compared to fully immersive virtual environments, thereby in-
creasing acceptance among the targeted user groups. Additionally, as
the application is designed to be used in familiar settings, such as a
seminar room, this setup allows users to focus more effectively on
the learning content without the need to adapt to a fully immersive
MR environment. An overview of the implemented ILE and CLE is
provided in Figure 34.

Figure 34: Screenshots from the Quest’s pass-through mode of the evalu-
ated systems (slightly edited for improved aesthetics). Left: ILE,
where a single user manipulates a 3D heart model using hand in-
teractions. Right: CLE from a student’s perspective, showing mul-
tiple users interacting with a heart model using controller input.
Adapted from Schott et al. (2024b) [Core1]. Reused in accordance
with ACM’s policy for open access articles.

6.4.2.1 Individual Learning Environment

The ILE is a standalone, single-user application designed to facilitate
individual exploration. Learners can familiarize themselves with each
developmental stage step-by-step by interacting with virtual heart
models at their own pace, allowing for detailed examination of spe-
cific aspects of embryonic heart development.
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The UI and content were largely maintained as described in Chap-
ter 5. The ILE consists of three main interaction components: a time-
line providing an overview of all phases, with the current stage indi-
cated by an arrow; an interactive 3D model of the heart with various
manipulation and selection options; and minor improvements to the
control elements (see Figure 35).

Notable enhancements include the addition of a separate button to
activate the audio guide, now accompanied by a widget that provides
control over the audio content. Additionally, an orientation frame
with anatomical directional labels can now be displayed where labels
were previously toggled on or off.

All elements are automatically angled and oriented toward the user
for optimal visibility. These elements can be freely repositioned in
space through raycast interaction. Furthermore, an ellipse on the floor
allows horizontal and vertical adjustment of the entire scene, provid-
ing enhanced flexibility and Usability.

Software development was carried out using Unity v2022.3.12f111

on Microsoft Windows 10 Pro (build 19045). MRTK v2.7.212 was em-
ployed for hand interaction and UI building blocks. Oculus Integra-
tion v57

13 was installed for hand tracking and pass-through function-
ality, and integrated into MRTK.

Figure 35: Isometric view of the arrangement of all interactive components
in the UI of the ILE. Reprinted from Schott et al. (2024b) [Core1].
Reused in accordance with ACM’s policy for open access articles.

6.4.2.2 Collaborative Learning Environment

The CLE is a multi-user application designed to enable real-time col-
laboration between students and instructors. Modeled after a tradi-
tional seminar, the application assigns specific roles: the lecturer acts

11 https://unity.com/de
12 https://learn.microsoft.com/en-us/windows/mixed-reality/mrtk-unity/mrtk2
13 https://assetstore.unity.com/packages/tools/integration/

oculus-integration-deprecated-82022

https://unity.com/de
https://learn.microsoft.com/en-us/windows/mixed-reality/mrtk-unity/mrtk2
https://assetstore.unity.com/packages/tools/integration/oculus-integration-deprecated-82022
https://assetstore.unity.com/packages/tools/integration/oculus-integration-deprecated-82022
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as a moderator and knowledge guide, while students engage as ac-
tive participants. This structure fosters peer interaction, idea shar-
ing, questioning, and collaborative problem-solving. By leveraging
advanced visualization and interaction capabilities, the CLE enhances
dynamic group engagement, creating a more interactive and enrich-
ing learning experience.

Classic controller inputs were implemented in the CLE for inter-
actions: rotation (joystick), scaling (A/B buttons), and spatial move-
ment (trigger and joystick). These inputs were chosen to address po-
tential challenges such as obstruction of the 3D model and varying
distances between users in the room. A directional beam is continu-
ously emitted from each controller, generating a cursor at the point of
intersection with the mesh surface. Each cursor is uniquely colored,
replacing the previously used numerical markings, which were occa-
sionally hard to read. This adjustment simplifies communication, as
users can now easily reference their colors, enhancing collaborative
interactions. All users have access to these interaction options.

Studies contrasting hand-tracking with controller-based interac-
tions, such as those by Adkins et al. [5] and Luong et al. [159], em-
phasize that the choice of interaction modality has limited impact on
collaboration but significant implications for precision and user fa-
tigue. These findings support the use of controllers in tasks requiring
accuracy and minimal exertion, such as medical simulations.

The lecturer’s UI was slightly optimized, retaining core function-
alities while improving layout organization for better Usability (see
Figure 36). A numerical indicator on the interface now displays the
total number of connected users, replacing the less frequently used
block annotation feature from Experiment 5. This update emphasizes
tracking participant engagement and provides a more streamlined
and practical seminar experience.

Software development was conducted using Unity v2021.3.35f12 on
Windows 10 Pro14. MRTK 3

15 was used to implement buttons and
UI elements. The Meta XR All-in-One SDK v63.016 was utilized for
controller tracking and to enable pass-through functionality. The CLE

setup was implemented using Photon Fusion 2
17, configured as a

host-client system. Users transmit data such as animation progress,
stage number, cursor position and rotation, and moderator settings
(e.g., play/pause, annotations, forced perspective) to the host, which
processes these inputs and broadcasts updates to all connected clients.

14 Microsoft Corporation, https://www.microsoft.com
15 Microsoft Corporation, https://learn.microsoft.com/en-us/windows/

mixed-reality/mrtk-unity/mrtk3-overview/
16 Meta Platforms, Inc., https://assetstore.unity.com/packages/tools/

integration/meta-xr-all-in-one-sdk-269657
17 Exit Games GmbH, https://doc.photonengine.com/fusion/current/

fusion-intro

https://www.microsoft.com
https://learn.microsoft.com/en-us/windows/mixed-reality/mrtk-unity/mrtk3-overview/
https://learn.microsoft.com/en-us/windows/mixed-reality/mrtk-unity/mrtk3-overview/
https://assetstore.unity.com/packages/tools/integration/meta-xr-all-in-one-sdk-269657
https://assetstore.unity.com/packages/tools/integration/meta-xr-all-in-one-sdk-269657
https://doc.photonengine.com/fusion/current/fusion-intro
https://doc.photonengine.com/fusion/current/fusion-intro
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This setup ensures consistent visualizations and interactions across
all instances of the application.

Figure 36: Overview of the UI in the CLE from instructor’s perspective. Here,
students are presented with a comparable view that is, how-
ever, missing the interactive elements, e.g., buttons and the slider.
Reprinted from Schott et al. (2024b) [Core1]. Reused in accor-
dance with ACM’s policy for open access articles.

6.4.3 Evaluation

A user study was conducted to investigate the differences in educa-
tional outcomes between the two MR-based didactic concepts (ILE and
CLE). The primary objective was to evaluate the educational effective-
ness of each application and to analyze the influence of factors such
as Usability, UX, SI, CP, and Subjective Workload on the learning process.
Learning success was assessed through a combination of qualitative
and quantitative measures, including pre- and post-interaction knowl-
edge assessments and a series of questionnaires utilized during the
experiment. To ensure reproducibility and facilitate further research,
both Unity projects, along with the acquired data and analysis scripts,
have been made publicly available in an online repository18.

6.4.3.1 Study Design

The study was scheduled at the beginning of the summer semester
2024, just before the exam period, to evaluate students at their peak
level of knowledge. The entire cohort of medical students participat-
ing in the anatomy seminar was evenly divided across two consecu-
tive weeks. This arrangement allowed the study to be conducted dur-
ing this timeframe, enabling the inclusion of students with varying
levels of prior knowledge. While both groups took the actual exam

18 https://github.com/ovgu-var-labs/cardiogenesis

https://github.com/ovgu-var-labs/cardiogenesis
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a few days after the study, this data was not analyzed due to data
protection concerns.

A between-subjects design was employed, where all participants
experienced both MR environments (ILE and CLE), but only assessed
their respective first environment. Participants were invited to the
study via the internal course management system and were assigned
an ID prior to the study. They were also required to complete a pre-
study knowledge test.

To ensure consistency and reliability, each session was monitored
by experienced general medical or anatomy lecturers who were famil-
iarized with the study procedure and the MR applications. Technical
support was available to address any hardware or software issues. An
overview of the study design is provided in Figure 37.

Ethical approval was obtained under Nr. 72-24 from our univer-
sity’s ethics committee. Participants provided informed consent, were
briefed on the general purpose and specific procedure of the study,
and were offered a debriefing at the end of the experiment.

6.4.3.2 Hypotheses

Several hypotheses were formulated to investigate the impact of MR

applications on medical education, specifically in the context of em-
bryonic heart development. These hypotheses were designed to com-
pare the educational outcomes and experiences provided by the MR

environments to those achieved through traditional seminar-based
learning.

h1 Learning outcomes in the MR applications are not inferior to those
in traditional seminars.

h2 There are significant differences in the effectiveness of learning
between ILE and CLE.

h3 There are no significant differences in subjective Usability ratings
for both applications.

h4 Task load is significantly higher in the single-user application.

h5 UX is significantly higher in single-user applications.

h6 SI/CP are significantly higher in CLE.

A comprehensive set of variables was analyzed to evaluate the
applications thoroughly. Two independent variables were examined.
The first was the application type, which included two levels: ILE and
CLE. The second was the education method, comparing MR-based learn-
ing (Group A) to traditional seminar-based learning (Group B).

The dependent variables included the EKT, as described in Sec-
tion 5.3.2.3 (see also Section 9.5), to measure knowledge acquisition



146 collaborative learning environments

Metrics / Data collection

Rating / Preference

Real Exam (not part of our evaluation)

Group A (n = 42)

Knowledge Test

Traditional Seminar

M
R

 Exposition

Randomly assigned

Change of Application

Group B (n = 48)

Traditional Seminar

Knowledge Test

Knowledge Test

Knowledge Test

Figure 37: Flowchart illustrating the study design for evaluating MR appli-
cations. The study cohort was divided into two groups: Group
A ■ (n = 42) and Group B ■ (n = 48), each undergoing a se-
quence of activities including a knowledge test, a traditional sem-
inar, and MR exposure. On the day of the study, all participants
provided informed consent and were surveyed for demographic
data. Group A started with the knowledge test followed by the
MR session, while Group B began with a traditional seminar be-
fore the MR session. The assignment of ILE or CLE was random-
ized. Each group underwent a different application procedure
to ensure balanced exposure. Participants’ performance was as-
sessed through additional data collection. Adapted from Schott
et al. (2024b) [Core1]. Reused in accordance with ACM’s policy
for open access articles.

and retention. The SUS was employed to provide a Usability score for
the applications, while the N-TLX was used to assess Subjective Work-
load and stress levels.

To investigate CP and SI, the study examined how collaboration
with real individuals in the CLE, such as a lecturer, compared to the
influence of a computer voice (audio guide) in the ILE. This was as-
sessed using CP and SI questions, as described in Section 2.4.2.2. To
evaluate a broad range of UX dimensions, the UEQ was applied, of-
fering insights into various UX qualities and enabling straightforward
comparisons across different conditions.
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In addition to standardized measurement instruments, participants
provided ratings and recommendations for the applications based on
their individual preferences. These were collected using three 7-point
Likert-type scale questions with endpoints -3 (ILE) to 3 (CLE):

• General Preference (GP): “Which application did you like better?”

• Ease-of-Use (EU): “Which application was easier to use?”

• Learning Preference (LP): “Which application would best support
your learning?”

Additionally, the educators who supported this study and regu-
larly conduct similar anatomy teaching sessions in real-life settings
were given the opportunity to provide feedback. A questionnaire was
sent to them two weeks after the conclusion of the study to gather
their insights and recommendations (see Section 9.7).

6.4.3.3 Participants

Out of approximately 200 first-semester medical students enrolled at
our university, 90 participants were recruited for the user study con-
ducted within the Anatomy seminar. Recruitment focused on feed-
back about the course management system provided by the lecturers.
Participants were compensated with €10 for their involvement. The
gender distribution (59 female, 31 male) represented approximately
66% female students, aligning with the average first-time enrollment
rates in germany. Additional demographic data and the distribution
of participants across the individual study groups are presented in
Table 11.

The demographic assessment was conducted based on the template
provided in Section 9.2. Similarly to the approach outlined in Chap-
ter 5, self-assessments of General Embryology Knowledge (GEK) and
Heart Embryology Knowledge (HEK) were collected using the same
scale, as described in Section 5.3.2.4.

6.4.3.4 Study Apparatus

The study was conducted in two seminar rooms, each measuring 20

to 30 m2, located at the Institute of Anatomy at the university. These
rooms accommodated three students and one instructor or study
leader each. Floor markings were placed to designate participant po-
sitions in the ILE setup, ensuring adequate safety distances. In the CLE

room, a central marking was designated for placing the virtual heart
model. Participants had at least a 2 m x 2 m area for free movement.

Each room was equipped with four Meta Quest 3 HMDs, with six
headsets allocated for participants, one for the instructor, and one as a
backup. To ensure prolonged battery life, the headsets were equipped
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Table 11: Demographic participant data. Sample size and gender distribu-
tion are quantities; all other values are medians. Reprinted from
Schott et al. (2024b) [Core1]. Reused in accordance with ACM’s
policy for open access articles.

Group A Group B Total

Variable ILE CLE ILE CLE ILE CLE

Sub-sample size 17 25 26 22 43 47

Number of women 15 16 16 12 31 28

Age 21 20 21 21 21 21

Technical affinity 3 4 3 3 3 4

MR experience 1 2 1 1 1 1

Gaming experience 2 2 3 2 2 2

GEK self-assessment 2 3 3 3 3 3

HEK self-assessment 2 2 3 3 2 2

with comfort head straps and additional batteries. For sanitary pur-
poses, silicone face protectors were attached to each HMD.

Two QR codes were affixed to the walls of each room. QR Code 1

linked to an online survey for evaluating the respective application,
while QR Code 2 was used for post-experiment feedback and ranking
after participants had tested both applications.

Due to the size of the participant sample and the limited timeframe
of four days, the study was supported by six instructors. All instruc-
tors had teaching experience and were briefed on the study proce-
dures and trained in handling the hardware and software. Addition-
ally, technical supervisors were available to address any hardware or
software issues. This setup allowed for simultaneous assessment of
up to six study participants, ensuring smooth and efficient operation
of the study.

6.4.3.5 Procedure

Upon arrival, participants entered the designated room for ILE test-
ing, where they were briefed on the study procedures, provided in-
formed consent, and completed compensation forms. Completion of
the embryology knowledge test sent via email prior to the study was
mandatory; participants who had not completed it were required to
take the test on-site.

Participants were then divided into two groups of three: one group
remained in the ILE room, while the other was escorted to an adja-
cent room for CLE testing. In cases of participant cancellations, ad-
justments were made to ensure that each CLE session included three
participants. The study instructor in the ILE room was responsible for
supervising both the process and the technology.

In each testing room, participants scanned a QR code using a per-
sonal or provided mobile device to access an online survey. They en-
tered their assigned ID and completed demographic information. De-
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pending on the experimental sequence, which might have included
a conventional seminar prior to MR exposure, participants could also
retake the embryology knowledge test.

After completing the survey, a prompt indicated that the appli-
cation was ready to start. Before the session began, participants re-
ceived a briefing on the procedure, adjusted their headsets (e.g., head-
band, eye distance), and were informed of precautions against cyber-
sickness and the option to withdraw from the study at any time.

ile protocol The HMDs were donned by the participants, who
lined up in previously marked positions on the floor. This ensured
even spacing and sufficient freedom of movement. The instructor
had pre-initiated the application and provided instructions on hand
interactions. Participants proceeded to a tutorial scene, which in-
troduced the basic operating elements and interaction options. Text
fields within the tutorial were utilized to verify text readability and
make any necessary adjustments to the headset.

Subsequently, the learning application was activated via a button,
allowing participants to freely explore the content. No time limit was
imposed, and participants had the option to repeat the session if de-
sired. Upon signaling completion, participants removed their head-
sets and completed the online survey. They were prompted to identify
the application they had just tested and then provided their ratings
on the respective questionnaires in the following order: Social Presence,
CP, SUS, N-TLX, and UEQ.

Once the survey was completed, the test group switched rooms.
For participants testing their second application, a second QR code
was scanned, directing them to the final rating survey (Rating Rec-
ommendation).

cle protocol While the CLE was evaluated, participants fol-
lowed similar instructions and accessed the online survey using the
provided QR code. Unlike the ILE setup, no dedicated tutorial scene
was included; instead, the system’s usage was explained by the in-
structor. The instructors had been trained in advance on the technical
handling of the headsets and the application.

Participants donned their HMDs simultaneously and sat on chairs
arranged in a circle. The lecturer in the room also wore an HMD.
Once all participants initiated the application, roles were automati-
cally assigned: the lecturer served as the host, and the students acted
as clients. After the lecturer interface confirmed the correct number
of users, the MR scene was positioned at a marker in the center of
the room for all participants. The group then proceeded through the
application together.

The session concluded with participants completing the online sur-
vey. Participants testing their first application switched rooms, while
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those testing their second application completed the final assessment
(Rating Recommendation) and were dismissed. Each application ses-
sion, excluding time spent on form completion, lasted approximately
20 to 30 minutes. Overall, the study duration ranged between 1.5 and
2 hours and was conducted over four days.

6.4.3.6 Data Analysis

First, the raw study data were preprocessed. SUS and raw N-TLX scores
were calculated from the individual items. For the UEQ, only the over-
all score was determined by averaging across items, rather than ana-
lyzing all subscales. Knowledge test data were evaluated as the differ-
ences between test scores collected after and before the learning ses-
sions, to assess whether comparable levels of knowledge gain were
achieved between groups (GEK-Diff and HEK-Diff).

To evaluate the hypotheses, several statistical tests were conducted.
First, the data for each variable were checked for normality using
Shapiro-Wilk tests and for homogeneity of variances using Levene’s
test. Across variables, these assumptions were violated. Therefore,
independent sample Yuen’s tests, robust t-tests based on trimmed
means, were performed to assess differences between groups. Effect
sizes were calculated following the δt estimate proposed by Algina et
al. [11]. Additionally, Bayes factors were calculated to evaluate the
support for the null hypothesis of no differences between groups
when no significant effects were observed [107]. The interpretation
of the Bayes factor results followed the guidelines of Lee and Wagen-
makers [152].

6.4.4 Results

This section presents the results of the conducted Experiment 6. The
descriptive results for the ILE are provided in Table 12, while those
for the CLE are detailed in Table 13. Additionally, the forest plot in
Figure 38 visualizes the mean differences between the individual and
collaborative learning environments. An overview of the statistical
analyses of the dependent variables is presented in Table 14.

6.4.4.1 Learning Outcomes

No statistically significant differences in knowledge gain were ob-
served between the two education methods, MR-based learning and
traditional learning (GEK-Diff: t = 0.36,p = 0.72, HEK-Diff: t =

1.66,p = 0.10). Bayes factor analyses provided moderate evidence
supporting the null hypothesis that there are no differences between
the groups regarding GEK (BF10 = 0.25) and anecdotal evidence for
the null hypothesis concerning HEK (BF10 = 0.37). Figure 39 visualizes
the pre- and post-learning session test results for both questionnaires.
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Figure 38: Differences of means and 95% confidence intervals of investi-
gated measures. The final three items represent the mean value
and the 95% confidence interval of the three final preference ques-
tions. Values were divided by their respective scale maximum
(see SF = scaling factor), to achieve values in the range [−1, 1].
Asterisks (*) signalize statistical significance. SI = Social Interac-
tion, CP = Co-Presence, GP = General Preference, EU = Ease-of-
Use, LP = Learning Preference. Adapted from Schott et al. (2024b)
[Core1]. Reused in accordance with ACM’s policy for open access
articles.

While no increase in GEK scores was observed on average, compa-
rable heart embryology knowledge gain was noted between the MR-
based and traditional learning groups. These findings affirm H1, as
the MR applications were not inferior to the traditional course regard-
ing learning outcomes, likely due to the same learning content being
conveyed.

The differences between the MR-based learning applications, ILE

and CLE, were further analyzed in detail. Regarding learning out-
comes, only the data from study group A was considered. Again,
no statistically significant differences were found between the groups
(GEK-Diff: t = 0.07,p = 0.95, HEK-Diff: t = 0.69,p = 0.50). Bayes factor
calculations provided moderate evidence supporting the null hypoth-
esis for GEK-Diff (BF10 = 0.31) and anecdotal evidence for the null
hypothesis for HEK-Diff (BF10 = 0.36). The findings are illustrated in
Figure 40. Pre- and post-exposure questionnaires showed no differ-
ences in GEK scores, while similar HEK score increases were observed
in both the ILE and CLE sub-groups. These results lead to the rejection
of H2. It was hypothesized that varying levels of interactivity and co-
operation would result in different learning outcomes; however, no
differences in learning effectiveness were detected between the two
application types.
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Figure 39: Results of the scores in the Embryology Knowledge Tests (GEK &
HEK) in relation to the MR-based learning group (A) and the tra-
ditional learning group (B). ■ & ■ represent ’Before Class’, while
■ & ■ represent ’After Class’. Adapted from Schott et al. (2024b)
[Core1]. Reused in accordance with ACM’s policy for open access
articles.

Figure 40: Results of the scores in the Embryology Knowledge Tests (GEK &
HEK) in relation to the individual and collaborative learning envi-
ronments (Only Group A). ■ & ■ represent ’Before Class’, while
■ & ■ represent ’After Class’. Adapted from Schott et al. (2024b)
[Core1]. Reused in accordance with ACM’s policy for open access
articles.

6.4.4.2 Usability, Task Load & UX

Consistent findings across the Usability, Subjective Workload, and UX

measures indicated that the ILE and CLE conditions provided stu-
dents with comparable experiences. Yuen’s t-tests showed no statis-
tical significance for any variable (SUS: t = 0.40,p = 0.70, N-TLX:
t = 0.27,p = 0.79, UEQ: t = 0.13,p = 0.90). Moderate evidence was
found supporting the respective null hypotheses that no differences
in means exist between the ILE and CLE applications (SUS: BF10 = 0.22,
N-TLX: BF10 = 0.22, UEQ: BF10 = 0.24). Consequently, H3 can be af-
firmed, as no subjective Usability differences were identified between
the applications. However, H4 and H5 were rejected. It was specu-
lated that the increased interactivity in the ILE would result in higher
Subjective Workload demands but an enhanced UX. The results, how-
ever, indicated that participants rated the CLE equally.
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Table 12: Summary of descriptive results for ILE. All entries are in the for-
mat: mean value [standard deviation]. Adapted from Schott et al.
(2024b) [Core1]. Reused in accordance with ACM’s policy for open
access articles.

Variable Range Group A Group B Total

GEK-Diff [-10:10] -0.06 [1.18] -0.47 [1.18] -0.27 [1.18]

HEK-Diff [-10:10] 1.44 [1.09] 0.94 [1.98] 1.18 [1.61]

SUS [0:100] 81.18 [16.59] 82.21 [14.60] 81.80 [15.23]

TLX [0:100] 36.23 [14.05] 27.15 [15.01] 30.74 [15.15]

UEQ [-3:3] 1.97 [0.58] 2.14 [0.49] 2.07 [0.53]

SI [-3:3] 4.13 [1.39] 4.49 [1.82] 4.35 [1.65]

CP [-3:3] 5.06 [1.87] 5.04 [1.81] 5.05 [1.81]

Table 13: Summary of descriptive results for CLE. All entries are in the for-
mat: mean value [standard deviation]. Adapted from Schott et al.
(2024b) [Core1]. Reused in accordance with ACM’s policy for open
access articles.

Variable Range Group A Group B Total

GEK-Diff [-10:10] -0.04 [1.00] 0.18 [1.91] 0.05 [1.43]

HEK-Diff [-10:10] 1.08 [2.19] 0.65 [1.80] 0.90 [2.02]

SUS [0:100] 83.50 [12.89] 78.98 [12.76] 81.38 [12.89]

TLX [0:100] 28.43 [12.82] 32.58 [13.72] 30.37 [13.27]

UEQ [-3:3] 2.22 [0.43] 1.77 [0.83] 2.01 [0.68]

SI [-3:3] 5.35 [1.24] 5.00 [0.91] 5.19 [1.10]

CP [-3:3] 6.28 [0.88] 5.70 [1.41] 6.01 [1.18]

An inspection of the descriptive data in Table 13 and Table 12 sug-
gested the presence of potential interaction effects on these variables.
Students in group B, who had already completed a traditional learn-
ing seminar, rated the ILE higher than the CLE. Conversely, students
in group A, who had not yet attended the seminar, appeared to favor
the CLE application. A post-hoc robust two-way ANOVA confirmed
a significant interaction effect on N-TLX related to this observation
(F = 5.38,p = 0.03).

6.4.4.3 Co-Presence

Significant differences between the ILE and CLE applications were
identified regarding the two CP measures (SI: t = 2.41,p = 0.02, CP:
t = 2.56,p = 0.02). The respective scores for the CLE were higher
than those for the ILE, although the observed effects were small (SI:
δt = 0.39, CP: δt = 0.41). Therefore, H6 can be affirmed. This outcome
is likely attributable to the interaction with real human beings in the
CLE.

6.4.4.4 User Preferences

After completing both MR-based learning sessions and experiencing
the ILE and CLE, user preference ratings were collected on a scale



154 collaborative learning environments

Table 14: Summary of statistical analyses on dependent variables. Signifi-
cant effects were found for social interaction (SI) and co-presence
(CP). The last column interprets evidence against H0 for these vari-
ables. EM = Education Method (MR-based learning and traditional
learning), AT = Application Type (ILE/CLE).

Variable Factor df t p δt Effect BF10 Evidence
for/a-
gainst
H0

GEK-Diff EM 43.35 0.358 0.722 0.06 - 0.251 moderate

GEK-Diff AT 17.56 0.065 0.949 0.06 - 0.314 moderate

HEK-Diff EM 39.12 1.664 0.104 0.25 small 0.371 anecdotal

HEK-Diff AT 20.35 0.690 0.498 0.21 small 0.361 anecdotal

SUS AT 53.69 0.396 0.694 0.07 - 0.223 moderate

TLX AT 53.87 0.272 0.786 0.05 - 0.222 moderate

UEQ AT 53.71 0.127 0.899 0.03 - 0.244 moderate

SI AT 38.59 2.406 0.021 0.39 small 7.212 moderate

CP AT 33.90 2.555 0.015 0.41 small 10.382 strong

from -3 (ILE) to 3 (CLE). Across items, the students slightly favored
the ILE application over the CLE application (GP: M = −0.63,SD =

1.98, EU: M = −0.88,SD = 1.83, LP: M = −0.69,SD = 1.93) (recap
Section 6.4.3.2). However, this tendency was marginal.

6.4.4.5 Expert Feedback

The multi-user MR sessions were positively received, particularly for
their ability to facilitate interactive and engaging learning experi-
ences. One of the most appreciated features was the option to switch
between free rotation and forced perspectives, which enabled tar-
geted questioning and enhanced student engagement. The sessions
were considered intuitive once all participants were logged in, and
the multi-user format was seen as suitable for introductory lessons,
though single-user setups were deemed more practical for individual
use.

However, technical challenges were noted, including the need to
restart the application after each session, which disrupted workflow.
Students often lacked sufficient time to fully explore the animations,
and some encountered difficulties understanding certain technical as-
pects of the HMD.

Compared to traditional teaching methods, the multi-user MR sys-
tem was seen as a significant improvement in fostering participa-
tion and engagement, with its 3D representations providing clearer
insights into complex structures. Nonetheless, concerns were raised
about maintaining student attention during longer sessions. The qual-
ity of student interaction and questioning was also observed to de-
pend heavily on their prior knowledge of the subject.

The system received an overall positive rating, with an average
score of 4.2/5 for its ability to improve understanding of embryonic
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heart development. Key features contributing to its effectiveness in-
cluded the ability to toggle labels, switch perspectives, and enable
collaborative exploration in small groups. However, technical issues
such as frequent reconnections, Wi-Fi limitations, and battery con-
straints hindered the UX. Additionally, imprecise labels and anima-
tions were identified as areas needing improvement.

The instructor interface was rated 4.2/5, with feedback praising its
intuitive design. Most features were actively utilized by students, al-
though some faced challenges, particularly during independent ex-
ploration. While the multi-user setup was engaging, students ex-
pressed a preference for single-user environments that allowed them
to explore the material at their own pace.

Participants recommended several enhancements to the system, in-
cluding faster session transitions to reduce disruptions, clearer label-
ing for each developmental phase, and additional animations for crit-
ical processes like septation of the outflow tract. Incorporating con-
genital malformations as optional learning topics was suggested to
encourage deeper exploration and engagement. Expanding the ap-
plication to include additional embryological stages, related organ
systems, and blood flow visualization was also proposed.

While the system demonstrated promise as an innovative teach-
ing tool, challenges in integrating it into the curriculum were noted.
These included ensuring accessibility for all students, managing costs,
and allocating sufficient time within existing lesson plans. Neverthe-
less, the system’s potential for increasing motivation and enhancing
the learning experience was widely acknowledged, particularly when
combined with traditional teaching methods.

6.4.5 Discussion & Conclusion

The learning effect observed in all groups and both applications in-
dicates that both ILE and CLE were effective supplements to tradi-
tional teaching methods in the transfer of knowledge. However, the
initial hypothesis (H1), which focused on whether MR-based learning
would be inferior to traditional learning in terms of knowledge gain,
was examined. The results suggest that MR-based learning was not
inferior to traditional methods in terms of overall knowledge acqui-
sition (HEK). No increase in GEK scores was observed in any group,
which warrants further investigation. Potential reasons for this could
include the complexity of the learning materials, the limited session
duration, or the specific content covered in the GEK questionnaire. It
is also possible that the knowledge test was not suitable for multi-
ple uses within the study, despite the randomization of the question
order and items.

The relatively small increase in HEK scores across all groups could
be attributed to various factors, such as the complexity of the topic,



156 collaborative learning environments

the limited session duration, or the type of knowledge assessed by
the HEK questionnaire. These factors could be explored in more de-
tail in future research. Based on the absence of significant differences
in GEK scores and the comparable increase in HEK scores, it can be
affirmed that MR-based learning applications were not demonstrably
worse than traditional learning in terms of knowledge acquisition.
Fluctuations in CLE completion times were observed due to strict pro-
tocol adherence and varying levels of instructor familiarity with the
technology. Occasional errors and connection issues resulted, leading
to differences in the amount of time participants spent in the applica-
tion, which may have affected their learning outcomes

comparison to conventional media The results are con-
sistent with the literature, which suggests that immersive virtual
environments can increase engagement and generative processing
but may also heighten distractions and extraneous processing [170].
While these environments have the potential to enhance learning,
they have not been consistently shown to be more effective than
conventional media. Therefore, it is suggested that immersive tech-
nologies be combined with proven instructional strategies to improve
learning outcomes. Furthermore, the comparability of learning effects
between individual and collaborative settings indicates that no defini-
tive evidence favors one over the other.

In a study conducted by Veer et al. [305], MR was perceived more
positively by students in terms of enjoyment and perceived useful-
ness. However, traditional textbook resources were found to result in
higher immediate post-test scores. Both methods were demonstrated
to be effective for knowledge retention over a two-week period. Con-
sequently, it is proposed that a combination of MR and conventional
teaching methods could optimize learning outcomes in medical edu-
cation.

novelty effect It was observed that the UEQ scores were similar
in both groups. The interactivity was found to differ greatly between
the two applications: little to no control over the MR environment was
offered to students in the CLE (except for moving and scaling the heart
model), while the ILE provided a moldable 3D model, an audio guide,
and full control over the steps and phases. Initially, it was assumed
that the novelty of the MR experience would overshadow the UX in
both groups, as the test subjects had little prior MR experience.

However, it is suspected that familiarity with the seminar setting in
group B (ILE) and potentially the novelty effect for both groups (since
collaborative learning and individual learning with an audio guide
were likely new experiences) could explain the similar UEQ scores.
This finding aligns with those of Bork et al. [34], where no significant
difference in anatomical knowledge was identified between a semi-
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nar group using MR and a traditional learning group. Interestingly,
similar to the findings in this study, the technology and its collabora-
tive aspects were appreciated by students in their experiment, though
challenges associated with solely using MR for learning were also re-
ported [34].

knowledge acquisition Although these MR environments are
considered capable of providing engaging learning experiences,
mixed results regarding their impact on immediate knowledge acqui-
sition compared to traditional methods have been reported in studies
[34, 291]. This finding contrasts with existing literature, which sug-
gests that higher interactivity is more engaging and therefore more
effective for learning [68, 92]. The Subjective Workload experienced dur-
ing initial exposure to the topic was analyzed, and the results were
found to support this hypothesis. However, other studies have argued
that higher Subjective Workload may indicate that students are over-
whelmed [55, 205, 223].

cognitive load The selected questionnaire for measuring Sub-
jective Workload (N-TLX), in hindsight, was not the most suitable tool
for differentiating between the Subjective Workload associated with the
application and that arising from engagement with the learning task.
As discussed in Section 5.3.4.4 as a limitation, employing alternative
tools, such as a cognitive load questionnaire specifically focused on
learning processes, would be more appropriate.

Consequently, an additive Subjective Workload effect is suspected, as
the CLE group could passively engage with the topic, whereas the ILE

group was required to manage high interactivity and a new topic si-
multaneously. To address this in future studies, it is suggested that a
familiarization period with the technology be included before the ac-
tual learning sessions, ensuring that participants’ responses are based
on the educational content rather than the novelty of the medium.
The overwhelming effect (novelty bias) discussed by other authors
was not observed, as the learning effect remained consistent across
both groups [55, 162, 176].

social presence The audio guide integrated into the ILE was
used to welcome students, introduce them to the MR environment
and interactions, explain all developmental steps in detail, and pro-
vide feedback upon successful task completion. However, it did not
replicate the advantages of having a real instructor present to address
individual situations and questions from the group, as reflected in
the results regarding SI and CP. Additionally, the questionnaire results
may have been influenced by the presence of up to two other students
in the room during the evaluation of the ILE. Studies indicate that MR

is more effective for collaborative and contextual learning, as it allows
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interaction with both real and virtual elements, enhancing spatial un-
derstanding and contextual learning. In contrast, fully immersive ex-
periences have been shown to increase engagement and emotional
response [12]. Further research is recommended to definitively de-
termine the effectiveness of combined approaches and to identify the
optimal teaching methods for various learning objectives and student
groups.

6.5 chapter summary & ongoing work

This chapter demonstrated the iterative HCD process involved in the
development of an MR-based CLE. Initially, a new medium, along with
potential interaction and visualization formats, was explored to adapt
the concepts developed in Chapter 5. This exploration was conducted
through the participatory involvement of experts in anatomical educa-
tion (Experiment 4). Feedback from this phase was incorporated, and
the application was further developed both technically and conceptu-
ally. It was then evaluated in a simulated environment modeled after
an actual anatomy seminar (Experiment 5). Finally, the CLE and the
ILE from Chapter 5 were transferred to a unified technological plat-
form and compared in a study involving both medical students and
experts.

The MR environments evaluated were shown to enhance learning
experiences and outcomes in traditional teaching settings. Thus, MR

can serve as a valuable supplement to conventional teaching methods.
Participants in our study generally favored the ILE due to its inter-
active and self-directed learning features, although user preferences
were only slightly higher than those for the multi-user approach. The
study has shown the importance of striking a balance between inter-
activity and Usability. While the single-user application provided a
higher level of user control and interaction, the multi-user applica-
tion facilitated greater SI and CP, which are crucial for collaborative
learning. This balance is essential for the development of effective MR

learning tools that cater to different learning needs and preferences.
Expert feedback highlighted the system’s ability to foster engage-

ment and participation, particularly in multi-user settings. The collab-
orative MR approach was praised for its interactive features, such as
the ability to switch perspectives and toggle labels, which enhanced
understanding of complex structures like the embryonic heart. How-
ever, technical challenges, including session interruptions and connec-
tivity issues, were noted as areas needing improvement. Experts also
suggested expanding the content to include additional animations
and congenital malformations to deepen engagement. While logisti-
cal challenges such as cost and integration into existing lesson plans
remain, the system was widely acknowledged as a promising supple-
ment to traditional teaching methods.
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Combined teaching methods incorporating traditional seminars
and MR environments could potentially optimize learning outcomes
in medical education. The insights gained from this iterative process
provide a strong foundation for further development and integration
of MR-based tools in curricula.

The success of this application provided an opportunity for further
development. Plans are underway for students to utilize the ILE as a
permanent supplementary learning tool for self-study. Additionally,
work is in progress to develop a unified platform for the CLE and ILE,
which is intended to be made available to the Institute of Anatomy at
our university in upcoming semesters. For example, clinical informa-
tion could be integrated, allowing the system to display concurrent
cardiac defects along a timeline, thereby demonstrating clinical rele-
vance for cardiology trainees. While the current VLE focuses on heart
development, it is planned to be adapted to other complex processes,
such as the formation of the inguinal canal or the pharyngeal arches.

This work lays the groundwork for understanding the effects of
MR-based learning, yet critical design features remain to be explored.
For instance, the role of realism and the cognitive workload in fully
immersive VLEs are still open questions. Additionally, strategies to
enhance SIs in traditional seminar settings within MR, and their con-
nection to CLEs across various virtual and physical spaces, require
further investigation.

The next chapter extends the CLE and ILE concepts, expanding them
across multiple MR platforms. It shifts focus to a different organ sys-
tem—the liver—and targets a more advanced stage of medical educa-
tion, specifically addressing students engaged in anatomical training
for liver surgery. In contrast to the abstract 3D models of the embry-
onic heart, this system leverages curated clinical data to create 3D

reconstructions, offering a more tangible and clinically relevant learn-
ing experience.
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C R O S S - M O D A L I T Y L E A R N I N G E N V I R O N M E N T S
F O R L I V E R A N AT O M Y E D U C AT I O N

cross-modality platform for liver

anatomy education

synopsis This chapter presents the development of a collaborative and
cross-modal learning platform designed as a tool for liver anatomy education.
With support from surgeons, curated clinical use cases were implemented
into diverse MR approaches, and various teaching and learning scenarios
were explored.
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about this chapter Portions of this chapter were previously
published in Schott et al., “A VR/AR Environment for Multi-User
Liver Anatomy Education” [Core7] and have been reused for this
thesis. The material is reused in accordance with IEEE’s policy for
thesis use. ©2021 IEEE. Reprinted with permission.

my contribution I was responsible for the conceptual re-
finement and oversaw the implementation of the methodological ap-
proach. This included developing the theoretical foundations and con-
ducting an extensive literature review. Additionally, I contributed to
the requirements analysis, which involved expert interviews and tech-
nical testing for the implementation. I designed the study, while data
collection was carried out collaboratively. I took primary responsibil-
ity for drafting, reviewing, and editing the manuscript of the origi-
nal paper. Furthermore, I supervised and actively contributed to the
interface design and the creation of visual elements, including new
photographs, tables, illustrations, and additional content specifically
produced for this thesis.

7.1 introduction

The use of collaborative MR systems as a suitable medium to support
knowledge transfer in the early phases of anatomy education, with a
generally positive influence on user engagement and learning effec-
tiveness, has already been demonstrated in the course of this thesis.

In the previous chapter, the development from an ILE to a CLE was
explored, highlighting its practical benefits for foundational medical
education. However, to gain a comprehensive understanding of the
potential of MR technology, it is essential to broaden the scope and
examine other areas of the educational spectrum. While the focus so
far has been on abstract animated visualizations to illustrate devel-
opmental processes, the use of real clinical cases has not yet been
addressed. Such cases can provide an effective means of conveying
applied knowledge about medical conditions and their treatments,
thereby better preparing students for clinical practice.

Furthermore, the systems presented so far have been designed
with a clear distinction between student-driven self-exploration and
teacher-guided learning. This raises the question of how students and
instructors can efficiently share a virtual space to foster collaborative
learning while maintaining educational effectiveness. Hence the fol-
lowing research question:
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RQ7 | What design principles can enhance collaborative MR
environments for advanced medical training, specifically in
liver anatomy education, by integrating real clinical cases and
accommodating varying levels of immersion?

To address this question, this chapter introduces an application
aimed at preparing students in advanced clinical semesters for liver
surgery training. The system combines multiple modalities, enabling
participation in a shared virtual space at varying levels of immersion.
This approach not only bridges technological gaps but also supports
barrier-free access to MR systems, fostering inclusivity within educa-
tional contexts.

Unlike previous concepts designed exclusively as either ILEs or
CLEs, this chapter introduces a Cross-Modality Virtual Learning Envi-
ronment (CMVLE) that facilitates both independent self-exploration by
students and teacher-guided learning within a shared virtual space.
By supporting diverse modalities, this approach represents a more
open-ended methodology than those discussed earlier in this thesis.

Liver surgery represents a highly complex subfield of surgery
that exemplifies the challenges of teaching intricate clinical prac-
tices. These surgeries often involve managing the liver’s dual vascu-
lar systems, requiring careful consideration of resection impacts on
the portal vein and hepatic artery. Additional complexities include
determining the appropriate surgical access to a pathology and de-
ciding the precise amount of tissue to remove. Traditional teaching
modalities—including didactic lectures, laboratory practice, and text-
book learning, as discussed in Chapter 3—often fall short in compre-
hensively conveying such multifaceted surgical decision-making pro-
cesses. By addressing these challenges, MR offers significant potential
for teaching complex spatial relationships, such as the intertwined
vascular structures critical in liver surgery [47, 132, 267, 282, 338].

This chapter introduces a MR-based CMVLE specifically designed
for liver anatomy education. The requirements for this application
were developed participatively with clinical partners to integrate HCD

principles, ensuring it meets the specific needs of both clinicians and
learners. The prototype allows students to explore curated clinical
cases, featuring 3D surface models, 2D image data, volumetric re-
constructions, and detailed medical information, all within a shared
virtual space. These cases simulate real-world scenarios and foster
problem-based learning through collaborative interaction with the
data. Focused on frequently occurring malignant tumors, the cases
include tools for dynamic sorting and deeper exploration of relevant
medical context. By supporting diverse modalities—from HMD-based
solutions to desktop PCs—the system aims to offer an inclusive and
accessible platform for advanced medical education.
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A video demonstration of the application is linked in the Appendix
(see Section 9.1).

7.2 experiment 7

This section presents the final experiment of this thesis. It details the
development and evaluation of a CMVLE, exploring its potential use
in enhancing students’ preparedness for liver surgery training.

7.2.1 Material

Nineteen data sets of patients who underwent surgery for liver tu-
mors were selected. The selection encompasses the most common ma-
lignant liver tumors, including hepatocellular carcinoma, cholangio-
carcinoma, and colorectal liver metastases. A broad range of resection
types is represented in the case collection, ranging from small atyp-
ical resections or single-segment resections to major surgeries such
as extended hemihepatectomies. The data sets were derived from 3D

images generated through CT scans. The required segmentation was
performed by a liver surgeon at the University Medical Center of the
Johannes Gutenberg-University Mainz (Germany), experienced in re-
construction using Synapse 3D1. The resulting 3D STL files were con-
verted into the OBJ file format and subsequently imported into the
Unity game engine (Unity Technologies).

Digital Imaging and Communications in Medicine (DICOM), a stan-
dard for the storage, management, and communication of medical
image information, is used in this work to refer to all 2D and 3D im-
age data, including associated clinical patient information.

7.2.2 Development of the CMVLE

A participatory design process was employed for requirements elici-
tation. The prototype was iteratively developed in collaboration with
experienced liver surgery lecturers from the Department of Gen-
eral, Visceral, and Transplant Surgery at the University Medical Cen-
ter of the Johannes Gutenberg-University Mainz, Germany. A cross-
modality MR-based learning platform is proposed as an exploration
and learning environment for liver surgery education. Various in-
teraction possibilities were developed, which are detailed in Sec-
tion 7.2.2.5. Three core functionalities were integrated for data explo-
ration: an interactive Liver Shelf (see Figure 41), an Information Board
(see Figure 41), and a DICOM workstation, comprising a DICOM Board
and a DICOM Cube (see Figure 41 and Figure 43). The environment
itself deviates from the lecture hall-inspired settings of previous sys-

1 FUJIFILM Europe GmbH, https://www.fujifilm.com/uk/en/healthcare/synapse

https://www.fujifilm.com/uk/en/healthcare/synapse
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Table 15: Sorting types and corresponding parameters. Reprinted from
Schott et al. (2021) [Core7], copyright 2021 IEEE. Used with per-
mission.

Sorting type Sorting parameters

Resection types
Extended hemihepatectomy left, Hemihepatectomy (left/right),

Left lateral resection, Atypical (simple/complex),

Mesohepatectomy, in situ split
Vascular Reconstruction None, Cava, Hepatic Vene, Portal Vene
Intervention Primary, Recurrence

Tumor type

Hepatocellular Carcinoma, Cholangiocellular Carcinoma,

Metastasen Mamma-CA, Colrectal Liver Metastases,

Mucinous cystic neoplasia,

Metastases Gastrointestinal Stromal Tumor,

Focal Nodular Hyperplasia, Echinococcus multilocularis,

Gall Bladder CA
Vessel Variation No, Yes
Resectability Resectable, limit value

tems, instead adopting a low VF design to deliberately focus attention
on the clinical cases.

7.2.2.1 Learning Objectives

The CMVLE serves as an entry point to liver surgery education by
presenting theoretical content on liver resection planning through a
problem-based learning approach using clinical cases [109]. The focus
is on fostering symbolic knowledge [213]. The complex 3D structures
of the liver are presented with a high degree of clarity to facilitate the
memorization of (anatomical) learning objects. The fully immersive MR

mode is intentionally designed as a safe, closed, and controlled learn-
ing environment. Ambient noise and fast animations were deliber-
ately excluded to minimize distractions.

The prototype is intended as an experimental environment in
which users can independently explore medical data. Collaborative
learning is enabled by allowing students to acquire intricate knowl-
edge through self-exploration in groups. Active participation in MR

and passive observation during, for instance, teacher-led sessions,
are both supported. The environment complements existing materi-
als and methods for liver surgery education by vividly presenting
real patient cases, enabling interactive discussions, and providing stu-
dents with easy access to data.

7.2.2.2 Liver Shelf

The overview visualization was inspired by the metaphor of library
shelves, offering a structured and familiar spatial layout for anatomi-
cal data. Preim et al. [212] describe this kind of shelf-based represen-
tation as a promising metaphor for organizing complexity in medical
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Figure 41: Top: Interactive Liver Shelf with 19 medical 3D data sets. Middle:
Information Board with patient and case information. Bottom: 2D
DICOM board with CT data from different slice images.
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learning environments. Various 3D liver models are arranged in mul-
tiple compartments stacked vertically. These models include the liver
surface, blood vessels, gall bladder, and different types of tumors or
cysts. Using the controller-based Virtual Hand technique, the 3D mod-
els can be grabbed, translated, rotated, and scaled through bi-manual
interaction. The liver surface is displayed transparently to reveal the
internal structures (see Figure 42).

The coloring of the structures follows conventions commonly used
in medical textbooks (e.g., tumors in yellow, gall bladder in green,
vena cava in blue, arteries in red, and hepatic veins in blue). Figure 41

illustrates the Liver Shelf in a VR representation, with corresponding
3D models. The shelf can be extended with additional data sets, mak-
ing it possible to create multiple shelves or even an entire library.

Additional functionalities, not achievable in a traditional library,
have also been integrated. For instance, the data sets can be automat-
ically sorted based on various criteria (see Table 15).

Figure 42: User interacting with a virtual organ using the controller.

7.2.2.3 Information Board

Detailed and anonymous information is displayed on the Informa-
tion Board. This includes age, sex, diagnosis, medical history, imag-
ing, surgical history, histology, and various 2D image data, all derived
from treatment notes and medical reports. To explore the details of
a specific liver data set, users can teleport or walk to the Informa-
tion Board. Activation requires placing a selected 3D data set on the
platform in front of the board (see Figure 41). Once activated, the
meta-information is organized into different categories, which can
be accessed by selecting buttons using ray-based interaction. This in-
teraction is initiated by activating a ray originating from the user’s
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controller, with selections confirmed by pressing a button on the con-
troller.

The ray can also function as a pointer to highlight specific text
passages. To access information from another data set, the 3D surface
model on the platform can be swapped.

7.2.2.4 DICOM Board

DICOM data sets can be selected in the prototype via the Information
Board and displayed on the DICOM Board (see Figure 41). The DICOM

Board includes a 2D image viewer and the option to activate a mul-
tiplanar reformation (Multiplanar Reconstruction (MPR)) view using
the DICOM Cube (see Figure 43). Basic tools have been implemented to
allow users to interact with the data sets through traditional slicing.

These tools enable adjustments to the range of gray values dis-
played and allow changes to the slice direction across the three
anatomical planes: sagittal (left and right), coronal (back and front),
and axial (head and tail). Interaction is facilitated using a slider and
the ray-based interaction method described earlier.

In addition to traditional slicing, the MPR functionality enables in-
teraction with data sets via the DICOM Cube. Users can freely posi-
tion a plane within the 3D data set to view the resulting slice (see
Figure 43). This allows for the selection of planes where the target
anatomical structures can be assessed effectively. The DICOM Cube it-
self can also be moved freely. For additional orientation, the data set’s
hull is outlined with lines, and small cubes in the corners indicate the
orientation of the data set, labeled with the anatomical alignments
(sagittal, coronal, axial)..

Figure 43: 3D DICOM Cube with an interactive plane in front of the 2D
DICOM Board displaying CT data from different slice images.
Reprinted from Schott et al. (2021) [Core7], copyright 2021 IEEE.
Used with permission.
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Figure 44: Multi-user scene view with three users in fully immersive MR mode
(represented by Vive headsets + controller) and multiple Specta-
tors (represented by binoculars).

7.2.2.5 Modalities

The CMVLE offers multiple modes of use, including a fully immersive
MR experience, a VST MR mode, and a Spectator Mode. The Spectator
Mode enables users to join the VR scene using a desktop PC.

Additionally, the prototype supports multi-user functionality, al-
lowing several users to interact within the same environment simul-
taneously. All modes share a consistent interaction design and envi-
ronment structure, with minor differences that are outlined below.

fully-immersive mode A simplified lecture hall environment
was created in addition to the interaction elements described earlier.
The minimalist design aims to minimize distractions and reduce cog-
nitive load. While real-world movement is possible, it is constrained
by hardware limitations (e.g., cable length and tracking space). To ad-
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dress this, users can teleport through the environment using their con-
trollers. Range-limited teleportation was deliberately implemented to
enhance the sense of security, preventing users from walking through
walls or altering essential objects in the VLE. A blend between the two
locations is designed to further reduce cognitive load and prevent
user disorientation [320].

Unlike the VST MR mode, the fully immersive MR mode allows for envi-
ronments of any size. However, a direct representation of other users
is missing in this scenario. To address this, other MR participants are
represented by basic avatars, including an HMD and two controllers.
Each user is automatically assigned a unique headset color upon join-
ing to facilitate identification. Additionally, users can display a name
of their choice above their headsets (see Figure 44).

Head and hand movements are transmitted in real-time, enabling
actions such as nodding, shaking heads, or waving to be recognized
by other participants. A ray originating from the user’s controller
serves as a pointer and matches the color of their HMD. Figure 44

illustrates multiple users in the CMVLE, collaboratively examining a
scaled-up 3D liver model in Spectator and fully immersive MR mode.

spectator mode If a fully immersive MR mode is selected but no
HMD is connected, the prototype runs as a desktop application (see
Figure 46). This enables users to participate without requiring MR

hardware. In this mode, desktop users are represented as binoculars
(see Figure 44), which are also color-coded and can display a cus-
tom name. Unlike HMD users, desktop participants are passive and
operate in a so-called Spectator Mode, without the ability to actively
manipulate objects.

Interaction in the Spectator Mode is facilitated through mouse and
keyboard input. Movement is controlled using the arrow keys or al-
ternatively the WASD keys, while the space bar activates a pointer
ray. The mouse is used to change the orientation, and the user’s ver-
tical position can be adjusted with the mouse wheel. Additionally,
the Spectator Mode allows users to view the perspective of a fully im-
mersive MR user, enabling them to see exactly what the MR user is
experiencing. This feature is particularly beneficial for lecturers, who
can supervise a group of students and provide immediate feedback.

It should be noted that participation in the Spectator Mode is not
supported in the VST MR mode.

video-see-through mode In preliminary consultations with
medical experts, it was noted that complete isolation from the real
world could cause discomfort for lecturers. Concerns included poten-
tial collisions within the physical space and unease stemming from
the lack of awareness of students’ physical presence. To address these
issues, a VST MR system was developed. Unlike the fully immersive MR
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mode, the VST environment removes virtual elements such as the lec-
ture hall and reduces the area where objects are positioned. This ad-
justment is necessary because free teleportation is not feasible in VST

MR, and object placement is constrained by real-world factors such as
physical space, headset cable length, and tracking area.

Figure 46 illustrates a user’s perspective in the VST MR environment,
showing a 3D liver model in front of the DICOM Board. In contrast to
the fully immersive MR mode, real-world structures such as walls and
tables are visible. Interaction with the stations (via controller) and the
user interface is identical to that in the fully immersive MR mode.

7.2.2.6 System Architecture & Technical Details

An overview of the system architecture, combined with the VR/AR

modes described in Section 7.2.2.5, is shown in Figure 45.
The application was implemented using Unity 2019.1.2f12. To fa-

cilitate data exchange—including the position and rotation of objects
or users—the prototype employed a network connection powered by
the Photon Unity Networking 2 (PUN2) package3. Several Vive HMDs4

were used to run the fully immersive MR scenario; however, the use of
this specific headset was not mandatory. The headsets were operated
via Steam VR5, and user interaction was facilitated through the Vive
controllers.

For the implementation of VST MRs, the same HMDs were used in
combination with the ZED Mini camera6, enabling the realization of
VSTs MRs within a VR headset. The Microsoft HoloLens7—despite its
widespread use in research—did not meet the requirements regard-
ing detail level and model complexity. To synchronize the coordinate
system for the VST MR setups, the “lighthouse settings” and “chaper-
one files” generated during the Steam VR room setup were utilized.

In a fully immersive MR environment, participants can move freely
through space using teleportation, and sharing a real-world registra-
tion among users is not mandatory. However, in the VST MRs setups,
all participants must operate within the same real-world coordinate
system. While separate registrations are typically performed for each
system, it is essential in this case for all systems to share the same
room registration.

To facilitate this, a small tool was developed to automatically trans-
fer and replace the required registration files from one fully immer-
sive MR setup to all others via the network. These files primarily in-
clude the “lighthouse settings” and “chaperone files” generated dur-

2 Unity Technologies, https://unity.com
3 Exit Games GmbH, https://www.photonengine.com/pun
4 HTC Corporation, https://www.vive.com
5 Valve Corporation, https://store.steampowered.com/steamvr
6 Stereolabs Inc., https://www.stereolabs.com/zed-mini/
7 Microsoft Corporation, https://www.microsoft.com/en-us/hololens

https://unity.com
https://www.photonengine.com/pun
https://www.vive.com
https://store.steampowered.com/steamvr
https://www.stereolabs.com/zed-mini/
https://www.microsoft.com/en-us/hololens
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Figure 45: Overview of the system architecture. Adapted from Schott et al.
(2021) [Core7], copyright 2021 IEEE. Used with permission.

ing the Steam VR room setup, which are stored in the Steam VR con-
figuration folder.

For the Spectator Mode, only standard desktop peripherals (e.g., key-
board, mouse, monitor) are required.

7.2.3 Evaluation

An explorative study format was selected, focusing on the collection
of qualitative feedback. The insights gathered from potential users
were intended to refine and better define usage scenarios for the dif-
ferent modes of the prototype. Particular attention was given to indi-
vidual aspects related to the quality, quantity, and presentation of the
medical data, as well as the Usability of the interactions.

The study also emphasized evaluating the suitability of the appli-
cation for multi-user scenarios, with a specific focus on the fully im-
mersive MR mode and the corresponding desktop application.

7.2.3.1 Study Design

The evaluation procedure was based on the TAP method, where partic-
ipants were asked to continuously verbalize their thoughts while in-
teracting with the prototype. Participants were free to move through-
out the environment and were encouraged to interact with it in an
exploratory manner. Only the fully immersive MR prototype was ad-
ditionally evaluated using the SUS and IPQ scales. A concluding in-
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Figure 46: Top: Perspective of a user in the VST MR mode examining a 3D
model of a liver and the DICOM Board. Reprinted from Schott
et al. (2021) [Core7], copyright 2021 IEEE. Used with permission.
Bottom: User in front of a PC in Spectator Mode.

terview was conducted using a semi-structured questionnaire, with
audio recordings made for later analysis.

7.2.3.2 Participants

The different modes were demonstrated to a test group of ten partici-
pants, aged between 23 and 34 (M = 27.4), all of whom had a medical
background. To gain independent insights into the needs of students
and experts, the test group was divided into two subgroups:

The first subgroup consisted of five non-paid experienced surgeons
(three male, two female) from the University Medical Center of the
Johannes Gutenberg-University Mainz, Germany. All but one par-
ticipant in this subgroup had teaching experience, including tutori-
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als for courses in ophthalmology, surgical suturing, ultrasound, and
anatomy. Two participants had more than five years of professional
experience as medical doctors. All participants in this subgroup had
prior experience with fully immersive MR, while two indicated that
they had no experience with VST MR. No participants in this study
were involved in the development of the system.

The second subgroup comprised five medical students (three male,
one female, one not specified) from the same university, who were
compensated with 20 Euros for their participation. One participant
had experience as a teaching assistant, and four participants had com-
pleted at least their fifth academic semester. All participants in this
subgroup had prior experience with MR applications, though two re-
ported having no experience with VST MR.

7.2.3.3 Setup

Both test groups completed the experiment in an MR lab within a
3 × 3 meter tracking space. The study for instructors (medical experts)
was conducted via video call. At the participant’s location, a technical
assistant was present in the same room as the test subject to manage
the technical equipment and ensure the participant’s well-being. In-
structions were provided exclusively by the investigator through a
loudspeaker. During the experiment with the medical students, the
investigator was physically present in the same room as the test sub-
ject.

In both scenarios, the investigator was supported by an assistant
located in a separate room, who joined the session as a fully immer-
sive MR user. The investigator conducted the interview and operated
in Spectator Mode during the MR application.

To test the system’s load capacity, a technical test was conducted in-
volving three participants in fully immersive MR mode (wearing HMDs)
and 15 participants in Spectator Mode. No latency issues were ob-
served during the 20-minute test. Due to the limited tracking space
and compliance with COVID-19 hygiene regulations, the VST MR mode
was not tested with multiple users.

7.2.3.4 Procedure

The study lasted approximately one hour and included a step-by-step
demonstration of the different modes: first, the fully immersive MR

mode; second, the Spectator Mode; and third, the VST MR mode. After
explaining the process to the participants and obtaining written in-
formed consent along with demographic data, the experiment began
in the virtual environment, starting with a demonstration of user-to-
user interactions, such as waving hands and shaking heads.

Once participants indicated they were ready, the three stations were
visited sequentially, beginning with the Liver Shelf. Participants were
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regularly encouraged to verbalize their thoughts, observations, expec-
tations, and the reasoning behind their actions.

During the first station, the focus was on interaction with the 3D

representation. Participants were asked to explore the interaction
techniques as independently as possible. If they encountered diffi-
culties, the study assistant demonstrated the techniques. Different 3D

models were passed between participants, and structures were exam-
ined collaboratively. The sorting functions listed in Table 15 were then
presented, and participants were required to change the sorting of the
Liver Shelf at least once.

Next, participants selected a 3D representation and placed it on
the platform of the Information Board (second station). There, they ex-
plored the medical background information associated with the cho-
sen data set. At the third station, the DICOM Board was introduced.
After a brief explanation, participants engaged in a free interaction
period where they sliced through a dataset and created photocopies.
Each participant was required to select at least one random slice, cre-
ate a copy, and hand it over to the assistant. They were then instructed
to test the DICOM Cube by using the slice plane at the final station.
At the conclusion of the session, participants were asked if they felt
unwell during their time in the fully immersive MR mode.

After completing the main routine, participants exited the fully im-
mersive MR mode and re-entered as Spectators. Once they became famil-
iar with the controls using the keyboard, they were given the oppor-
tunity to explore the virtual environment. Inside, the study assistant,
still in fully immersive MR mode, interacted with the environment.

During the setup for the VST MR mode, participants completed ques-
tionnaires on Usability and Presence for the fully immersive MR mode.
Due to hygiene and travel restrictions, it was not possible to demon-
strate the VST MR mode in a multi-user setup. Instead, this mode was
presented via a live video stream from the perspective of the study as-
sistant. The assistant performed interactions within the VST MR mode
while the participants observed and provided comments.

7.2.3.5 Data analysis

Upon completion of the study, the recorded individual statements
were compiled into a table. In the first step, the statements were la-
beled to associate them with specific stations and participants. Subse-
quently, the statements were categorized into themes, including input
methods and devices, visual processing, and contextual awareness.
Overlaps were then identified, and clusters were formed containing
at least two similar statements. Finally, a summarizing statement was
created for each cluster.
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7.2.4 Results

A total of 435 individual statements were recorded. Forty-nine of
these statements were summarized and assigned to ten categories, as
presented in Table 16. The categories include feedback on the virtual
organ model or the DICOM Cube (“3D Representation”), the placement
of these models (“Spatial Arrangement”), and direct interaction with
models and the cube (“3D Interaction”). Interactions explicitly related
to the graphical (UI) were classified under “2D Interfaces.”

Additional categories addressed statements about multi-user ap-
plication scenarios (“Multi-user”), the input device used (“Input De-
vice”), locomotion within the virtual environment (“Locomotion”),
and the perception of the virtual world (“Virtual Environment”). One
participant reported feeling slightly uncomfortable in the virtual en-
vironment during the initial phase of the experiment. All other par-
ticipants reported no discomfort. It was not possible to demonstrate
the VST MR mode to two participants.

The fully immersive MR mode achieved a Usability score of 79 (maxi-
mum = 100; SD = 7.8) on the SUS. According to the results of the IPQ,
spatial presence received the highest rating (M = 4.8; SD = 0.5), while
experienced realism was rated the lowest (M = 3.08; SD = 0.87). No
significant differences were identified between experts and students
regarding Usability or Presence aspects. A visualization of these results
can be found in Figure 47.

(a) (b)

Figure 47: IPQ score (a) and SUS score (b) with respect to participants’ back-
ground. ■ represents Expert background, while ■ represents
Student background. Shaded error bands in (a) represent the stan-
dard deviation. ■ dashed lines indicate Mean Values for each
Total Score. Adapted from Schott et al. (2021) [Core7], copyright
2021 IEEE. Used with permission.
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Table 16: Summary of the collected statements of the respective stations un-
der allocation of different categories. The identifier (ID) represents
the respective test person and serves for contextualization. ID =
1-5 experts; ID = 6-10 students. Reprinted from Schott et al. (2021)
[Core7], copyright 2021 IEEE. Used with permission.

Category Statements ID

Liver Shelf

3D Representation

Color scheme of the structures is appropriate 1,2,7,8,9,10

More detailed exploration of individual pathologies desired 2,9,10

Pathologies are clearly visible and adequately presented 1,2,6,7,9

When enlarging the model more information should appear 7,8

When rotating the model the context to the position in the body is missing 8,10

Spatial Arrangement
3D models were placed too low 1,5,7

Arrangement of 3D representation is suitable 5,8

Hierarchy of 3D models is not obvious 7,9,10

3D Interaction

Direct 3D interaction (scaling, translation, rotation) with Organs feels natural 1-7,9,10

Exploration methods are easy to understand 2,4,5,9

Mix of direct and ray interaction leads to confusion 6,7,9

Object removal is expected with ray instead of gripping it directly 3,5,7,10

Possibility to hide specific structures, change transparency and brightness 1,2,3

Ray should hit internal structures 5,6,7,9

Unused models should automatically sort themselves into shelves 1,3,5,8

2D Interface

Extension of the sorting function by adding more sub parameters 1,3

Labeling is poorly readable 4,5

Sorting option of patient ID is not helpful 7,8

Sort function is useful 1,5,6

Information Board

3D Interaction Individual structures should be selectable and point to information board details 4,8,9

2D Interface Scope and presentation of the information appropriate 3,6,8

Text is too small and contrast is too weak 1,4,5

Multi-user Presence of several information boards for parallel interaction and exploration 7,8

DICOM Board

3D Representation DICOM Cube needs further orientation hints 3,4,6,8

Registration between 3D model and DICOM Cube 2,4

3D Interaction

Board functionalities should be available on preview image and photocopies 3,5,8

DICOM Cube is a helpful addition because it promotes spatial understanding 2,4,6,7,8

DICOM Cube and plane should be scalable, because visible areas are wasted 2,3,4

Interactive photocopies are a useful addition to the static view 1,2,4,5,9

Ray should better hit the plane directly instead of ending at the DICOM Cube 3,7

2D Interface

Data set should start centered for better orientation 1,3,4,8

Preview image should be scalable 4,5

Ray interaction leads to confusion while using Sliders 7,8

Step by step slicing by using +/- symbol was interpreted as zoom function 2,5,8

Input Device Ray interaction (slider movement) via controller is too inaccurate to slice data 1,4

Miscellaneous
Insufficient resolution of CT data in DICOM Cube 1,5,6,8,9

Terms such as DICOM unknown 6,10

Uncertainties during initialization of the DICOM board 1,2,3,5,6,9

General

Multi-user

Adopting the fully immersive MR user view is helpful for better understanding 5,9,10

No more than 5 people should be in VST MR mode at the same time 2,3,5,9

Spectator does not disturb the immersion 6,7

Spectator mode is suitable for passive participation in larger groups 1,2,3,6

Teacher is in spectator mode and can passively support students in fully immersive MR mode 8,10

fully immersive MR mode is especially suitable for small learning groups 1,3,8,10

Virtual Environment
VST MR mode looks more familiar, because participants and environment are in view 2,6,8

Spatial conditions limit movement in VST MR mode 6,7

The distraction from the environment is greater in VST MR mode 7,9,10

Locomotion Preference for walking instead of teleporting in fully immersive MR mode 6,10

Miscellaneous Implementation of VST MR mode seems unstable 4,8
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7.2.5 Discussion

Overall, the prototype was well received by participants, with the
fully immersive MR mode achieving a Usability score of 79, as measured
by the SUS. This positive result can be attributed to the fact that most
controls were explained in advance. However, many interactions were
explored independently by users, with some being described as intu-
itive (e.g., enlarging 3D objects). The ability to directly grasp virtual
organ models was positively noted. Nonetheless, the combination of
direct interaction and indirect interaction (using a ray) occasionally
caused confusion and limited user actions.

Participants highlighted the benefit of additional information for
students. The preparation of the data and the presentation of the 3D

model were particularly praised for providing realistic insights into
liver anatomy (see Table 16, 3D Representation, 3D Interaction). The
inclusion of separate functions to show or hide individual structures
and enable highlighting was suggested as a means of improving con-
textual understanding.

Some terms and hierarchical structures were occasionally misun-
derstood, which might be due to the early stage of medical education
of some participants (see Table 16, 2D Interface). Additionally, the
shelf-based presentation had certain disadvantages; objects located in
the lower compartments received less attention and were more chal-
lenging to reach. As a result, users often needed to bend down when
manually returning a model, as only direct grabbing was possible
(see Table 16, Spatial Arrangement).

7.2.5.1 Information Board

The Information Board, containing all case data and prepared similarly
to a classic medical report, was positively received by participants.
However, the interaction between the 3D model and the displayed text
was identified as an area for improvement. It was suggested that se-
lecting structures on the 3D model should automatically highlight cor-
responding passages in the text. Conversely, marking text passages
could also trigger the highlighting of specific structures (see Table 16,
Information Board).

7.2.5.2 DICOM Board

The interface of the DICOM Board, designed to resemble familiar desk-
top interactions from the real world, was positively received, as it
allowed participants to navigate it quickly. However, the initial rela-
tionship between patient data (e.g., the 3D liver model) and the DICOM

CT display was not immediately clear to users. Difficulties arose in ac-
tivating the DICOM Board, as participants were required to adjust the
CT slices using sliders first, which was not intuitive.
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The creation of photocopies and the ability to interact freely with
them were especially appreciated. This functionality allowed views
from different sectional planes to be generated and discussed in par-
allel. However, the image resolution had been reduced to improve
performance, which was negatively perceived by users, as the lower
resolution made it difficult to discern structures clearly.

Almost all participants highlighted the benefits of presenting the
data set as a three-dimensional cube. This representation, particu-
larly in the fully immersive MR mode, was noted as effective for cre-
ating an interactive relationship to body positioning. However, some
student participants experienced initial difficulties in orienting them-
selves with respect to the human body and suggested that a posi-
tional hint would be helpful. Additionally, there was a desire to dis-
play the liver directly within the cube to enable hybrid rendering (see
Table 16, DICOM Board).

7.2.5.3 Interaction

With respect to the 3D interaction with the organ models and the
DICOM Cube, it was suggested that the ray interaction be improved to
enable both direct manipulation and precise pointing on surfaces or
structures. While the adaptation of the 2D interface from real-world
applications was noted as intuitive, some interface elements were re-
ported as difficult to reach (e.g., small buttons) or inconsistent in their
controls, being either too fine or too coarse (e.g., sliders). These limi-
tations were attributed to the hardware choice (Vive Controller) and
its implementation.

Issues related to poor readability and text size being too small were
also reported. These challenges were associated with improper head-
set placement and the absence of lens correction adjustments.

7.2.5.4 AR Mode

VST MR technologies are known to provide a sense of presence, en-
abling cooperative and situational learning, which can be beneficial
for educational purposes [330]. Unlike fully immersive MR, VST MR al-
lows users to see each other, increasing the sense of social interaction.
However, the VST MR application in this study could not yet be tested
with multiple participants. Participants did, however, note potential
spatial limitations and the increased space requirements associated
with the VST MR mode.

It was suggested that the teacher might experience an enhanced
sense of being seen and heard in VST MR, but participants raised con-
cerns that the students’ focus could be disrupted due to increased
distractions. Additionally, the lower fidelity in the representation of
structures was criticized. Although the interactions for system oper-
ation are identical to those in the fully immersive MR environment,
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the Usability was deemed less comparable due to differences in the
perceived sense of presence.

7.2.5.5 VR Mode

The IPQ measurement shows that the fully immersive MR mode induces
a sense of presence. Particularly high scores for the subscales “Spatial
Presence” and “General Presence” indicate that participants in the
sample felt present in the virtual environment and were able to act
independently and freely. This suggests that the environment is well-
suited as an explorative learning environment.

As expected, the subscale “Experienced Realism” received low
scores due to the abstract representation of the virtual environment.
The first item of this subscale, “How real did the virtual world seem
to you?” recorded an Avg value of 2.2 (SD = 1.14). In contrast, the
second item, “How much did your experience in the virtual environ-
ment seem consistent with your real-world experience?” received the
highest rating within this subscale (M = 3.9; SD = 1.52), emphasizing
the intuitive interactions and real-time communication.

On the subscale “Involvement,” the Avg score of 4.8 (SD = 0.63) re-
flects a strong level of engagement. Specifically, the last item, “I was
completely captivated by the virtual world,” highlights the suitability
of the environment for learning scenarios that demand concentration.
However, the third item in this subscale, “I still paid attention to the
real environment,” received a low value, corresponding to the low
degree of realism in the virtual environment.

7.2.5.6 Learning Environment

A high level of Presence enhances motivation, which is essential for
achieving learning objectives. The fully immersive MR and VST MR

environment promotes active learning by allowing users to explore
anatomical structures through natural interactions, thereby enabling
embodied cognition and reducing cognitive load [213]. The CMVLE

approach facilitates collaborative learning groups, fostering commu-
nication and social interaction [109].

The evaluation revealed several potential learning scenarios. When
all students participate in the fully immersive MR environment, the
concept is particularly suited for small learning groups. In this sce-
nario, students can benefit from interactivity, knowledge exchange,
and collaborative discussions. However, this requires a more dynamic
structure, allowing each participant or group to access individual
information via dedicated boards. The placement system presented
in the current concept is more appropriate for a traditional teacher-
student setting, where the teacher serves as the primary source of
information. The inclusion of the Spectator Mode was originally in-
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tended to enable participation for a larger audience without requiring
specialized hardware.

Given the increased adoption of virtual teaching methods during
the COVID-19 pandemic, this type of virtual environment could pos-
itively influence students’ learning behavior. However, the evaluation
highlighted that the current interaction possibilities are too limited,
which may negatively impact motivation. For teaching concepts in
this domain, it is recommended that the teacher adopts a passive
role, providing support, instructions, and guidance to the students.

Additionally, a single observer does not appear to significantly im-
pact the Presence of fully immersive MR users. However, this aspect
should be further evaluated with larger groups, as multiple observers
could potentially cause distractions. To address this, a fade-out and
mute function would be a valuable addition. Furthermore, the per-
ception of participants among themselves requires improvement. The
inclusion of avatars with facial expressions and gestures could en-
hance communication and social interaction among users.

7.2.6 Conclusion

A CMVLE was presented to support students in liver surgery edu-
cation using clinical cases. Various teaching scenarios were demon-
strated, enabling collaborative and cooperative learning in diverse
group constellations. The system was designed with multiple modes,
allowing users to select configurations suitable for specific applica-
tions, including distance learning. Due to hygiene regulations, the VST

MR system was only presented as a video demonstration. Future eval-
uations under more study-friendly conditions are expected to provide
comprehensive insights. The integration of user feedback and subse-
quent improvements has been identified as a key next step. These
enhancements should be incorporated into real training sessions and
validated in those contexts. Additionally, the prototype remains ex-
pandable, both in terms of the number of participants and the vol-
ume and variety of medical data, including the potential integration
of concepts such as the Bento Box [126].

This setup also holds potential for adaptation to training in ad-
ditional surgical disciplines. The approach presented here offers a
promising outlook for complementing complex theoretical and prac-
tical teaching content in surgical education using fully immersive MR

and VST MR technologies.
This technical foundation, including some of the 3D models and

interaction principles, served as the basis for further developments
by Chheang et al. (see Chapter 3), particularly in [Further2] and [Fur-
ther7], with contributions from the original paper discussed in this
chapter. These advancements highlight the versatility and scalability
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of CLEs, building upon the foundational concepts established in this
thesis.

7.3 chapter summary

In this chapter, the final Experiment 7 introduced a CMVLE that fa-
cilitates both independent self-exploration by students and teacher-
guided learning. The system was designed to prepare students in ad-
vanced clinical semesters for liver surgery training. The chapter pro-
vided an overview of the medical background and challenges in liver
anatomy. Requirements were gathered in collaboration with experts,
allowing curated clinical cases to be integrated into an interactive MR

environment. Furthermore, the developed MR system combines mul-
tiple modalities, enabling participation in a shared virtual space with
varying levels of immersion. Potential teaching and learning scenar-
ios using various modalities were explored, and approaches for in-
tegrating MR into anatomical education were proposed. The study
demonstrated the potential of the CMVLE to support collaborative
and explorative learning in liver surgery education. Positive feedback
highlighted the system’s Usability and Presence qualia, while areas for
improvement included interaction consistency and the representation
of structures within the VEs. This experiment represents the method-
ological conclusion of the investigations conducted in this thesis. The
following chapter summarizes the overall findings, discusses the ad-
vantages and disadvantages of MR systems in medical education, ad-
dresses the limitations of this work, and outlines future potential.
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C L O S I N G

closing

synopsis This chapter summarizes the findings of this thesis by address-
ing the research questions posed at the beginning and throughout the in-
dividual experiments. Furthermore, it discusses limitations and highlights
directions for future research.
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8.1 thesis summary

This thesis begins by posing the overarching question: How can im-
mersive experiences be designed to enrich medical education? Its primary
objective is to explore this question through a series of experiments
employing various MR systems and learning approaches. The investi-
gation starts with an experiment aimed at understanding the role of
design components in creating engaging and effective MRs environ-
ment for medical education and task simulation.

8.1.1 Effects of Visual and Interaction Fidelity on Medical Task Simula-
tions

rq1 The first research question, What are the critical visual and inter-
action fidelity factors that contribute to creating engaging and effective medi-
cal task simulations in MR?, was addressed through Experiment 1 (Chap-
ter 4). This study identified key factors in VF and IMs that enhance Us-
ability and engagement in MRs simulations. High levels of VF, such as
realistic rendering, appropriate lighting, and detailed textures, were
shown to improve measures like General Presence, Involvement, and UX.
Interestingly, lower VF environments, while less immersive, remained
effective for specific tasks, especially when development constraints
or performance limitations were considered.

These findings align with previous research that highlights the pos-
itive influence of UX on Presence [37, 44], which in turn significantly
affects a learner’s ability to engage with their environment [63]. En-
hanced Presence has been linked to increased motivation, problem-
solving capabilities, and knowledge construction [109]. Thus, the ex-
periment not only validates prior findings but also extends them by
addressing medical education-specific use cases.

The simulation environment developed for this experiment was
versatile, functioning both as a testing platform for prototypical eval-
uations and a training environment for various interventional scenar-
ios. Tangible IMs were also compared to traditional controller-based
inputs. The results showed no significant differences in task per-
formance between the two IMs, suggesting that interaction fidelity
depends more on individual user preferences than on the fidelity
levels themselves, at least for the tasks studied. However, for tasks
requiring higher precision, tangible IMs paired with realistic visual
representations may offer advantages. This aligns with findings that
mismatched fidelity levels—such as realistic visuals combined with
subpar interaction paradigms—can lead to an Uncanny Valley effect,
causing discomfort or distraction [186]. The study emphasizes the im-
portance of maintaining congruence between the user’s expectations
(coherent sensory elements) and the VE to ensure an effective and
engaging experience.
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Thus, effective simulations must balance VF and IMs, aligning them
with the specific task and context to maintain user expectations and
engagement. These results underscore the interplay of visual and in-
teraction fidelity in determining the effectiveness of medical simula-
tions. While high fidelity enhances Presence and engagement, Usability
and task performance depend on aligning fidelity with educational
goals and user expectations. The insights from Chapter 4 provide a
practical framework for designing VEs, offering a balance between re-
alism, development effort, and user needs.

8.1.2 Individual Learning Environments

rq2 The second research question, How can suitable visualizations
and interactions in MR be designed to effectively represent embryonic heart
development?, was addressed through Experiment 2, which focused on
a specific application in anatomical education: the developmental pro-
cesses of the embryonic heart. Foundational visualization and inter-
action principles were developed for this concrete use case, yielding
significant insights.

Expert feedback emphasized the value of dynamic visualizations
for understanding structural deformations, particularly when inte-
grated into a fully immersive MR-based environment. The presented
concept effectively fostered 3D comprehension of embryonic heart de-
velopment, offering clear insights into complex morphological pro-
cesses through streamlined visualizations and guided interactions tai-
lored to the study sample. These visualizations successfully directed
attention to key anatomical changes while minimizing visual distrac-
tions. The high levels of Spatial Presence and General Presence further
underscore the efficacy of these models in immersing users and sup-
porting anatomical understanding.

In terms of interaction, active deformation was shown to encour-
age engagement and motivation but posed initial challenges for some
users. This highlights the importance of designing simplified inter-
activity and providing guidance, particularly for users with limited
technical experience or lower spatial reasoning abilities.

In summary, effective visualizations in MR must balance simplicity
with sufficient contextual detail, while interactions should accommo-
date varying levels of user expertise and spatial reasoning. Combin-
ing active engagement with guided interactions and ensuring adapt-
ability for diverse educational contexts can significantly enhance the
effectiveness of MR-based learning environments in representing em-
bryonic heart development.

rq3 Building upon the technical foundation established in the pre-
vious experiment, the third research question, Are there measurable
learning effects when using MR to understand embryonic heart develop-
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ment, and which factors influence these outcomes?, sought to explore the
educational impact of MR on medical students.

Through improvements to the application developed in Experiment
2, based on user and expert feedback, a large-scale evaluation was
conducted with medical students during their examination period
in Experiment 3. The findings revealed that a single VLE session sig-
nificantly enhanced knowledge of embryonic heart development, as
evidenced by increased Heart Embryology scores in the tailored knowl-
edge test. These gains were retained after two weeks, with only mini-
mal decline in scores observed among the post-VLE group. This stabil-
ity underscores the VLE’s potential for supporting long-term memory
retention. These results align with prior research indicating that im-
mersive MR environments can enhance both immediate learning and
sustained knowledge retention [335].

Presence, particularly as measured by Spatial Presence and General
Presence, demonstrated a strong correlation with learning outcomes,
echoing the findings of RQ1. While Subjective Workload and UX played
secondary roles, higher engagement-related workload was associated
with improved learning, emphasizing the importance of active en-
gagement and immersion in educational settings.

The VLE proved effective in supporting both knowledge acquisition
and retention, suggesting its utility as a supplementary learning tool
for medical students.

In summary, this study demonstrated that MR-based VLEs can ef-
fectively enhance knowledge acquisition and retention for complex
anatomical topics such as embryonic heart development. Presence
emerged as a pivotal factor in facilitating learning, while UX, Sub-
jective Workload, and immersive tendencies served as complementary
influences. These findings reinforce the potential of VLEs as valuable
educational tools, particularly when integrated into broader medical
curricula.

8.1.3 Collaborative Learning Environments

rq4 While previously discussed VLEs facilitate individual learning,
integrating them into seminar-style settings or combining them with
traditional teaching methods could further enhance their utility. This
insight formed the basis for the development of the fourth research
question, What are the technical and pedagogical requirements for a collab-
orative MR-based system to effectively support the learning of embryonic
heart development?

To address this question, the existing concept developed in Experi-
ment 2 and 3 was adapted to new hardware, incorporating novel inter-
action and visualization techniques specifically tailored for a seminar-
based use case. The system was evaluated in collaboration with ex-
perts to assess its functionality and pedagogical efficacy.
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The evaluation revealed general acceptance among experts, who
praised the system’s design and functionality. Among the tested con-
figurations, the Flat setup was preferred for its equal visibility and
space efficiency in seminar settings. The MR-based approach was com-
mended for its ability to guide small groups through step-by-step
explanations, fostering vivid understanding and dynamic communi-
cation. The designated role distribution within the CLE was identified
as a critical factor in enhancing the learning process. Moderators fo-
cusing on visualization and interaction significantly contributed to
student engagement and comprehension. However, the learning ap-
proach was noted to be more effective for smaller groups, emphasiz-
ing the importance of tailoring the CLE to group size and interaction
dynamics.

This experiment underscores the importance of balancing technical
and pedagogical requirements to create an effective CLE for teaching
complex anatomical topics like embryonic heart development. Key
findings highlight the need for intuitive interaction modalities, er-
gonomic considerations, and tailored learning approaches to foster
engagement and accommodate diverse learner needs. These insights
serve as a foundation for optimizing the CLE and expanding its appli-
cation to other organ systems and educational contexts.

rq5 The next step was to determine how this concept could be ef-
fectively and practically applied, leading to the fifth research question
of this thesis: How can a collaborative MR-based learning environment for
understanding embryonic heart development be effectively integrated into an
anatomy seminar setting?

To address this question, a simulated anatomy seminar was con-
ducted, utilizing the refined prototype from Experiment 4 in a user
study. Moderators—recruited medical professionals with teaching ex-
perience—used the application to guide two students through the
topic of embryonic heart development. Both students and moderators
reported favorable experiences with the CLE, as reflected in high im-
mersion scores and strong Usability ratings. The general acceptance
of the approach was further supported by positive results from the
Technology Acceptance Model.

This more traditional seminar-style setup demonstrated that stu-
dents benefited from a reduced Subjective Workload compared to mod-
erators, allowing them to concentrate more effectively on the learning
content. The system proved particularly well-suited for small-group
settings, encouraging active participation and peer-to-peer interac-
tions. However, limitations were identified for larger groups, where
interaction quality could diminish due to restricted space and visual
clutter caused by multiple interaction markers.
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rq6 The CLEs developed thus far demonstrate strong potential as
supplemental tools for anatomy seminars, effectively integrating in-
teractive and immersive features to enhance anatomical education
while fostering dynamic group interactions and engagement. How-
ever, further refinements—such as scaling for larger groups, increas-
ing sample size in evaluations, enhancing visualization capabilities,
and addressing hardware-related issues—are necessary to fully real-
ize their potential. Similarly, the ILEs explored in Experiments 2 and 3
proved efficient by promoting individual knowledge reconstruction
and serving as complementary approaches for this use case. Conse-
quently, the sixth research question arose: How do individual and col-
laborative MR-based learning environments differ in supporting educational
outcomes for embryonic heart development?

To address this question, the study compared the individual learn-
ing environment (ILE) and the collaborative learning environment
(CLE) to evaluate their effectiveness in supporting educational out-
comes for embryonic heart development. Both approaches were im-
plemented on the same (new) hardware, a VST HMD, to ensure compa-
rability and leverage the benefits of immersive and semi-immersive
MR systems.

The findings revealed no significant differences in knowledge gain
between ILE and CLE groups, with evidence indicating comparable
knowledge acquisition across the two environments. Both approaches
were shown to effectively support the increase of anatomical knowl-
edge related to embryonic heart development, confirming their value
as educational tools.

Both ILE and CLE received high ratings for Usability, and no sub-
stantial differences in Subjective Workload were observed. However,
students in the CLE groups demonstrated slightly higher engagement
through increased social presence, attributed to interaction with real
individuals in the collaborative environment. Participants expressed
a marginal preference for ILE due to its self-directed and interactive
features, while CLE was praised for fostering collaboration and en-
hancing social presence.

In conclusion, the study found no significant differences in edu-
cational outcomes between ILE and CLE, with both environments ef-
fectively supporting knowledge acquisition for embryonic heart de-
velopment. While ILE promoted individualized learning with greater
user control, CLE enhanced social presence and collaborative learning
dynamics. The choice between ILE and CLE may depend on specific
learning objectives and user preferences.

8.1.4 Cross-Modality Learning Environments

rq7 The exploration of the transition from ILE to CLE underscored
the practical advantages of collaborative MR environments in en-
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hancing foundational medical education. Building on these findings,
the final experiment aimed to broaden the scope by exploring liver
anatomy education within the context of surgical training. While
previous experiments primarily utilized abstract, animated visualiza-
tions to illustrate developmental processes, the integration of real clin-
ical cases had not yet been addressed. Clinical cases provide an effec-
tive means of conveying applied knowledge about medical conditions
and treatments, preparing students more comprehensively for clinical
practice. Additionally, prior systems were designed distinctly for ei-
ther student-driven self-exploration or teacher-guided learning. This
raised the question of how students and instructors can efficiently
share a virtual space to foster collaborative learning while maintain-
ing educational effectiveness. These considerations led to the final
research question: What design principles can enhance collaborative MR

environments for advanced medical training, specifically in liver anatomy
education, by integrating real clinical cases and accommodating varying lev-
els of immersion?

To address this question, Experiment 7 introduced a CMVLE tailored
to prepare advanced medical students for liver surgery training. The
system integrates multiple modalities, enabling participants to share
a virtual space while accommodating varying levels of immersion.
This approach bridges technological gaps, promotes barrier-free ac-
cess to MR systems, and fosters inclusivity in educational contexts.

Co-developed with surgeons and evaluated by experts and stu-
dents, the application revealed valuable insights into technical chal-
lenges, interaction mechanics, and collaborative dynamics. The fully
immersive MR mode demonstrated good Usability and received high
Spatial Presence ratings, reflecting strong engagement and effective in-
teraction. Participants praised intuitive features like direct manipu-
lation of 3D organ models, which facilitated anatomical exploration
and group discussions. However, Experienced Realism received lower
ratings, attributed to the abstract representation of the virtual envi-
ronment compared to the detailed models.

The interplay between 2D and 3D medical data functioned effec-
tively, providing valuable support for navigation and understanding.
However, the integration between 3D models and corresponding 2D

datasets was found to be less intuitive and offers room for further
improvement.

The CMVLE showcased strong potential as an innovative tool for
liver anatomy education. Key design principles for optimizing collab-
orative MR environments include ensuring intuitive and seamless inte-
gration between 3D models and medical imaging data, enhancing con-
textual understanding through advanced features such as dynamic
visualization and hybrid rendering, implementing high-performance
network structures to ensure a smooth UX for multiple users, and
selecting hardware tailored to the specific application needs. These
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principles establish a robust foundation for advancing MR technolo-
gies in medical education and training.

8.2 limitations & future directions

This thesis has several limitations, which are summarized in the fol-
lowing sections.

8.2.1 Experimental Design and Fidelity

The first limitation relates to the exploration of VF and its impact on
learning outcomes and user engagement. While Experiment 1 identi-
fied the importance of factors such as lighting, shadows, and textures,
it did not isolate which specific components were most influential.
Follow-up studies are needed to examine the individual effects of
these VF elements on overall UX, task performance, and learning out-
comes.

Additionally, the environments used across experiments varied sig-
nificantly, from laboratory settings in Experiment 2 (Chapter 5) to ab-
stract designs in Experiment 3, real-world-inspired classrooms in Ex-
periment 6 (Chapter 6), and hybrid spaces in Experiment 7 (Chapter 7).
These differences likely influenced UX and Presence but were not sys-
tematically analyzed. Future research should investigate the interplay
between environmental fidelity and educational effectiveness to iden-
tify optimal settings for sustained engagement and learning.

8.2.2 Representation of Users and Interaction Modalities

Limited attention was given to virtual user representation. Earlier ex-
periments relied on AI-driven voice presence or UI-based interactions,
while Experiment 6 integrated real human interaction. Future studies
could explore the use of photorealistic avatars or AI-generated vir-
tual agents with expressive features, such as facial expressions and
gestures, to enhance Social Presence and engagement, as suggested by
prior research [Further2, 54].

Interaction modalities were also underexplored. While Experiment
1 in Chapter 4 compared tangible IMs, later experiments did not eval-
uate how users might benefit from selecting their preferred inter-
action methods. For instance, hand-based interactions in Chapter 5

promoted 3D morphological understanding, but their comparative
effectiveness against other modalities remains unclear. Future work
should examine how interaction preferences influence Usability and
learning across various tasks.
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8.2.3 Evaluation Metrics and Cognitive Load

The evaluation methods used in this thesis presented challenges.
While widely validated metrics such as UX, Presence, and Usability
were employed, their variability across experiments limited compa-
rability. Future studies should standardize evaluation frameworks to
ensure consistency and generalizability.

The N-TLX was used to measure Subjective Workload, but it proved
less suitable for assessing cognitive load specific to learning tasks.
Domain-specific cognitive load questionnaires, such as those devel-
oped for educational VLEs, could provide more precise insights. Ad-
ditionally, cybersickness, which could influence learning outcomes
and UX, were not systematically addressed in this thesis.

Custom knowledge tests, developed in collaboration with experts
and modeled after real examination questions, were used to measure
learning outcomes. However, these tests were not validated through
broader longitudinal studies. Employing standardized tests could im-
prove the reliability and applicability of findings. Future research
should also explore long-term retention through repeated VLE ses-
sions, as suggested by Makransky et al. [162].

8.2.4 Development Limitations and Hardware Variability

The systems developed for this thesis were research prototypes, op-
timized for specific experimental needs rather than for end-user de-
ployment. This led to certain technical constraints, such as transmis-
sion errors in CLEs and interaction inconsistencies, which may have
affected the results.

Various HMDs were utilized to explore their respective advantages
and limitations. However, this variability prevents firm conclusions
regarding the ideal hardware for balancing ergonomics, VF, and Us-
ability. Future studies should evaluate hardware-specific factors, such
as comfort during prolonged use and the impact of display quality
on learning outcomes.

8.2.5 Generalizability

Although the iterative HCD approach ensured that the systems were
tailored to the needs of the target audience, the requirements and
evaluations were primarily based on participants from a single insti-
tution. Educational needs, teaching methods, and available resources
vary significantly across institutions. Future research should adapt
and validate these systems in diverse educational contexts to ensure
broader applicability.

Emerging technologies, such as AI-driven 3D model generation, of-
fer promising avenues for scaling MRs systems cost-effectively. Lever-
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aging these technologies could streamline development processes
and reduce costs, making MRs systems more accessible to educational
institutions.

Gamification elements could further enhance engagement and mo-
tivation, while uniform design guidelines and consistent feedback
mechanisms could improve Usability and user satisfaction. The flexi-
ble, platform-independent approaches discussed in Chapter 7 offer a
promising foundation for expanding MRs systems to broader educa-
tional applications.

Finally, while technology acceptance was high, the practical imple-
mentation of MR-based systems requires balancing development ef-
fort, resource allocation, and demonstrated educational effectiveness.
Longitudinal studies evaluating cost-effectiveness and learning im-
pact will be critical for the sustainable integration of MR technologies
into medical education.

8.3 general contribution

How can immersive experiences be designed to enrich medical education?
This guiding question shaped the foundation of this thesis. The an-
swers lie in the research questions it raised. In line with the inte-
gration of MR and HCI considerations, this thesis employed a HCD

process to identify and address the specific needs of students and
teachers. Through this approach, the development of tailored learn-
ing applications was aligned with HCD principles, enabling system-
atic evaluation of various MR technologies for their effectiveness in
achieving educational objectives while enhancing both Usability and
learning outcomes. The findings of this work contribute to a deeper
understanding of the challenges associated with integrating MR into
medical education. They provide valuable insights into the design
principles, technical implementation, and evaluation methodologies
required for developing immersive technologies tailored to medical
training contexts. Overall, this thesis advances the field of immersive
technologies in medical education, offering promising avenues for im-
proving learning outcomes and fostering greater user engagement.
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A P P E N D I X

appendix

synopsis The appendix provides essential supplementary materials for
the conducted experiments, including demographic questionnaires, custom
knowledge tests, a spatial reasoning test, moderator guidelines, and more.
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9.1 videos

This section provides an overview of the MR applications featured in
this thesis, accompanied by QR codes that link directly to demonstra-
tion videos. Each QR code corresponds to a specific experiment and
chapter, offering a visual representation of the described MR systems
and their functionalities.
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9.2 demographic data sheet

This questionnaire was used to survey demographic data and was
employed in either its original form or with slight modifications in
all experiments conducted as part of this work. For example, the ac-
tivity status was adapted based on the specific target group being
investigated, such as medical students, experts/teachers, or general
users (e.g. with a technical background). Additionally, the last ques-
tion about the use of virtual reality was replaced by questions pertain-
ing to the technology used (e.g., augmented reality, mixed reality).
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9.3 anatomy knowledge test

This section presents the anatomy knowledge test developed for use
as described in Experiment 2 of Chapter 5. The test comprises 30 ques-
tions/tasks divided into three categories. To ensure variability and
prevent repeated exposure, the order of questions/tasks and image
placement on pages were randomized, resulting in two test versions
for each participant. The images are screenshots from a Unity appli-
cation developed specifically for the purposes of this study. In the
experiment, the questions were formulated in German.

9.3.1 Category 1: Shape

This category consists of 15 questions where participants must iden-
tify illustrations that deviate from anatomical structures learned dur-
ing training. Discrepancies are introduced through mirroring, omis-
sion, or distortion of sections.
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9.3.2 Category 2: Time

In this category, participants encounter 4 questions requiring them to
arrange 6 illustrations in the correct chronological order.
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9.3.3 Category 3: Location

Comprising 11 questions, this category tasks participants with identi-
fying a cube resembling the navigation cube from the VR application.
They must select the variant that matches the illustration presented.
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9.4 mental rotation test

In this section, excerpts from the MRT used in Experiment 2 of Chap-
ter 5, following the variant proposed by Ganis and Kievit [89], are
presented. The images are screenshots of the original Unity applica-
tion, which was developed in German specifically for the purposes
of this study. After the end of the practice phase (10 tasks), a button
had to be pressed, which was followed by a countdown and the start
of the measured test (96 tasks) that no longer provided feedback on
whether the answers were correct or incorrect.
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9.5 advanced embryology knowlege test

Questionnaire for Assessing Knowledge in General Embryology (1 -
10) and Cardiac Embryology (11 - 20), as Employed in Section 5.3
of Chapter 5 and in Section 6.4 of Chapter 6. The questionnaire is
provided in German, consistent with the study’s methodology.
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9.6 moderators training questions

This questionnaire served as a guide for the moderator in the exper-
iment presented in Chapter 6. The questions reflected the content
conveyed by the application, allowing the moderator the flexibility
to choose which questions to ask. These were intended as guidelines
and were not mandatory nor required to be followed verbatim. Re-
sponses could also be more elaborate, with the overall purpose being
to provide orientation and stimulate discussion.
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9.7 expert interview questions

Questionnaires distributed to educators after the study to collect feed-
back on the use of the MR system described in Experiment 6 in Chap-
ter 6.
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