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Abstract

This thesis explores the dimerization of amyloidogenic proteins – polyglutamine, amyloid-beta
(Aβ), and parathyroid hormone (PTH) – using computational methods to uncover key thermo-
dynamic and structural properties. Simulations characterize phase transitions and molecular
structures within distinct phases. For polyglutamine, the dependence of phase transition tem-
peratures on chain length and aggregate formation is analyzed. Aβ(1-40) and Aβ(1-42) systems
reveal structural and thermodynamic differences driving aggregation. PTH of various length is
studied to assess chain length effects on dimerization and aggregation. A comparison between Aβ
and PTH dimerization is conducted. The intermediate-resolution PRIME20 protein model and
stochastic approximation Monte Carlo (SAMC) simulations are employed. This work advances
understanding of the thermodynamic and structural principles underlying amyloid dimerization
and aggregation.
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Zusammenfassung

Diese Arbeit untersucht die Dimerisierung amyloidogener Proteine – Polyglutamin, Amyloid-
Beta (Aβ) und Parathormon (PTH) – mittels computergestützter Methoden, um zentrale ther-
modynamische und strukturelle Eigenschaften aufzudecken. Simulationen charakterisieren Pha-
senübergänge und molekulare Strukturen in verschiedenen Phasen. Für Polyglutamin wird der
Zusammenhang zwischen Phasenübergangstemperaturen und Kettenlänge sowie der Aggregate
untersucht. Aβ(1-40)- und Aβ(1-42)-Systeme zeigen strukturelle und thermodynamische Unter-
schiede, die die Aggregation bestimmen. PTH mit verschiedenen Kettenlängen wird analysiert,
um deren Einfluss auf Dimerisierung und Aggregation zu bewerten. Ein Vergleich zwischen Aβ
und PTH Dimerisierung wird durchgeführt. Das PRIME20-Proteinmodell, welches intermediäre
Auflösung hat, sowie stochastische Monte-Carlo-Simulationen (SAMC) werden eingesetzt. Diese
Arbeit liefert neue Einblicke in die Prinzipien der Amyloid-Dimerisierung und -Aggregation.
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Chapter 1

Introduction

Death is an inevitable reality that all living beings must face. However, over the past centuries,
remarkable advancements in medicine and public health have significantly extended the average
human life expectancy, transforming how we perceive aging and health. This increased longevity,
while a testament to scientific progress, has been accompanied by a rise in age-related diseases,
particularly neurodegenerative disorders. These diseases, marked by a gradual loss of neuronal
structure and function, lead to debilitating symptoms such as memory impairment, cognitive
decline, and motor dysfunction, profoundly impacting individuals and society.

Among neurodegenerative diseases, Alzheimer’s disease (AD), Parkinson’s disease (PD) and
Huntington’s disease (HD), have received significant attention due to their prevalence and dev-
astating effects. AD, in particular, has left a lasting mark on countless lives, either directly or
through its impact on loved ones. Despite decades of research and some very recent success in
the approval of antibody Alzheimer-therapy(1) the underlying molecular mechanisms of these
diseases are not yet fully understood, posing significant challenges to the development of effective
pharmaceutic strategies. A defining feature of many neurodegenerative diseases is the formation
of amyloid fibrils. These are filamentous protein aggregates strongly linked to disease pathology
and progression.

The term ”amyloid” was first coined by Rudolf Virchow in 1854 to describe the starch-like
appearance of a macroscopic tissue abnormality of cerebral corpora amylacea [2]. Following
this misidentification as polysaccharides, Friedrich and Kekulé in 1859 correctly identified the
substance as proteinaceous in nature [3, 4]. At the beginning of the 19th century, Alois Alzheimer
first described amyloid plaques in the brain of a patient with dementia, a hallmark of what would
later be known as AD [5]. This added AD to the growing list of diseases associated with the
formation of amyloid fibrils, called amyloidoses.

Building on the discoveries of Alzheimer and co., William Astbury pioneered X-ray diffrac-
tion studies on amyloid fibrils in the 1930s. His work provided a groundbreaking glimpse into
the structural organization of amyloid fibrils, revealing their distinctive stacked beta-sheet archi-
tecture [6, 7]. These insights laid the foundation for future structural investigations. Notably,
in the 1960s, researchers at the University of Leeds, lead by Geddes et al., established the
cross-β structure as a definitive structural fingerprint of amyloid fibrils [8]. Their work not
only cemented the association of amyloid fibrils with disease but also highlighted their potential
physiological roles, reflecting the dual nature of these intriguing protein assemblies.

The cross-β structure is the central structural motif of the amyloid fibril. It consists of a
series of stacked β-strands arranged perpendicular to the fibril axis, forming a stacked ladder-
like structure. The β-strands are separated by a distance of approximately 4.7–4.8 Å, a spacing
that arises from the hydrogen bonding between them. Typically, two of these β-sheet ladders
are paired and stabilized by a network of intermolecular side chain (SC) interactions. This

(1)On November 14th 2024 the European Medicines Agency (EMA) recommended the granting of marketing
authorization for the antibody Lecanemab for the treatment of Alzheimer’s disease [1].
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Chapter 1. Introduction

arrangement forms what is known as a steric zipper, where the SCs from opposing β-strands
interdigitate to create a tightly packed, dry, and zipper-like interface. This additional stacking of
the β-sheets introduces a second periodic spacing of approximately 10 Å, which can be observed
in X-ray diffraction patterns of amyloid fibrils [8, 9].

The formation of amyloid fibrils is a complex, multi-step process that involves the aggregation
of proteins into intermediate species, such as oligomers and protofibrils, before maturing into
fibrils. While mature fibrils are often considered biologically inert, growing evidence indicates
that oligomers formed on the pathway to fibril formation can be more toxic and play a crucial
role in disease progression [10–14]. These toxic species disrupt cellular homeostasis, leading to
neuronal dysfunction, cell death and ultimately cognitive decline.

The aggregation process is specific to the amyloidogenic protein involved in each particular
neurodegenerative disease. In the case of AD, the primary amyloidogenic protein is the Aβ
peptide. This peptide is derived from the transmembrane amyloid precursor protein (APP)
through sequential cleavage by β- and γ-secretase enzymes. The γ-secretase cleavage generates
Aβ peptides of varying lengths, with the 40-residue and 42-residue variants being the most
prevalent. While Aβ fibrils are a hallmark of AD pathology, the connection between Aβ ag-
gregation and disease progression is complex. Notably, cognitive decline in AD patients does
not strongly correlate with the presence of amyloid plaques, suggesting that soluble pre-fibrillar
aggregates are the primary drivers of neurotoxicity [15–19]. Supporting this hypothesis, studies
have demonstrated that pore-forming Aβ oligomers disrupt membrane integrity and contribute
to neuronal toxicity [20, 21]. Furthermore, different Aβ variants exhibit distinct aggregation be-
haviors, with the Aβ(1-42) peptide being more prone to aggregation and considered more toxic
than the Aβ(1-40) variant [21–24]. These findings emphasize the importance of focusing on the
early stages of Aβ aggregation in order to better understand the formation and pathological
role of toxic oligomers in AD. Additionally, they underscore the necessity of investigating the
molecular interactions that stabilize these early aggregates and their connection to mature fibril
structures.

Another neurodegenerative disorder associated with amyloid fibrils is HD, named after
George Huntington who first described the disease in 1872 [25]. HD is characterized by involun-
tary movements, cognitive decline and psychiatric disturbances. The amyloidogenic protein in-
volved in HD is the aptly named Huntingtin protein, which contains an elongated polyglutamine
(PolyQ) stretch near its N-terminus. This PolyQ sequence is responsible for the aggregation of
Huntingtin into amyloid fibrils, with the propensity for aggregation increasing as the PolyQ
stretch lengthens [26–28].

The length of the PolyQ stretch is determined by variations in the IT15 gene, which encodes
the Huntingtin protein. These variations arise from mutations in a stretch of trinucleotide
CAG repeats that encode the glutamine (Gln) residues. During DNA replication, slippage –
a process where one DNA strand misaligns and binds at an incorrect site – can lead to the
insertion of additional nucleotides in the replica [29–31]. Repeating sequences, such as the CAG
repeats in IT15, are particularly prone to slippage due to multiple complementary binding sites.
This mechanism underlies the progressive expansion of the PolyQ stretch over generations,
contributing to the hereditary nature of HD [32–34]. Importantly, the length of the PolyQ
sequence is strongly correlated with the onset, severity and progression of HD. Longer PolyQ
stretches lead to earlier disease onset, with a critical threshold of approximately 40 Gln residues
required for the aggregation of Huntingtin into amyloid fibrils to occur [26, 28, 34, 35].

Despite significant advances, the aggregation behavior of PolyQ remains incompletely un-
derstood. Studies by Wetzel et al. have explored the critical nucleus size for PolyQ aggregation,
revealing that beyond a chain length of 26 residues, the nucleus size is monomeric [27, 36,
37]. This suggests that even slightly longer chains should have a high propensity to aggregate.
Furthermore, spectroscopic analyses by Crick et al. found no significant structure changes in
PolyQ around the disease-associated chain-length threshold. These findings highlight the need
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for further investigation into the folding and aggregation behavior of PolyQ as well as the molec-
ular interactions that stabilize the aggregation nucleus, and the precise role of chain length in
modulating aggregation propensity.

While the aggregation of amyloidogenic proteins is a hallmark of neurodegenerative diseases,
not all amyloid fibrils are pathological. In fact, the formation of non-pathological amyloids is
a crucial biological process in a variety of organisms, including bacteria, fungi, and mammals.
These functional amyloids serve diverse roles, such as storage of proteins, structure, information,
loss-of-function, and gain-of-function [39]. One example of a functional-amyloid-forming protein
is the human parathyroid hormone (hPTH), which will only be referred to as parathyroid hor-
mone (PTH) in this work. PTH is produced in the parathyroid glands as a pre-pro-hormone
containing 115 amino acids [40]. The pre- and pro- sequences are cleaved off through proteolytic
processing, which yields the mature 84-residue PTH hormone [41, 42]. This mature PTH(1-84)
is stored in the secretory granules of parathyroid cells in an amyloid fibril form. Upon secretion,
the fibrils disassemble rapidly into monomeric PTH, which is then released into the bloodstream,
where it fulfills an important role in regulating blood calcium and phosphate homeostasis and
in bone metabolism [43, 44].

In contrast to the pathological fibrils, the formation of PTH fibrils is a reversible process,
with the fibril acting as a stable storage reservoir of PTH that can be rapidly mobilized when
needed. This reversible behavior raises important questions about the molecular interactions
that stabilize PTH fibrils and how they differ from those in pathological amyloids. Investigating
the folding and aggregation behavior of PTH offers an opportunity to elucidate the thermody-
namic differences between neurodegenerative and functional amyloids, shedding light onto the
mechanisms that govern amyloid fibril formation and stability.

This thesis addresses these critical questions about the early stages of amyloid aggregation by
investigating the dimerization of amyloidogenic proteins using a combination of the advanced
Stochastic Approximation Monte Carlo (SAMC) simulation technique [45] and the Protein In-
termediate Resolution Model 20 (PRIME20) [46]. By employing this powerful combination, this
work aims to provide a detailed and comprehensive picture of the configuration space and the
thermodynamics underlying the dimerization process of the amyloidogenic proteins PolyQ, Aβ
and PTH.

The PRIME20 protein model is an intermediate-resolution model. As such it sits between
the atomistic all-atom models and the coarse-grained models. Atomistic models, which model
proteins at the atomic level by considering every atom individually, offer a detailed and compre-
hensive representation of protein structure and dynamics. However, this level of detail comes at
the expense of computational cost, which, significantly limits the size of systems and timescales
that can be realistically simulated. On the other hand, coarse-grained models simplify protein
structure and interactions by grouping multiple atoms into a single bead, often representing each
amino acid as one bead. Additionally, solvent interactions are typically accounted for through
mean-field approximations, eliminating the need to simulate individual solvent molecules. This
reduction in complexity significantly reduces the system’s degrees of freedom, enabling simula-
tions of larger systems and longer timescales. One-bead models have been widely and successfully
applied to study protein folding and aggregation, capturing essential features of these processes
[47–52]. However, the computational efficiency gained with coarse-grained models comes at the
cost of reduced detail, potentially omitting crucial structural and dynamic features.

The PRIME20 model [46] bridges the gap between atomistic and one-bead coarse-grained
models by achieving a balance between computational efficiency and structural detail. In the
PRIME20 model, each amino acid is represented by four beads: three beads capture the back-
bone structure, enabling access to dihedral angles and directional hydrogen bond (HB) inter-
actions between the backbone amino and carboxyl groups. The fourth bead represents the
SC of the amino acid. The PRIME20 model is capable of differentiating between all 20 natu-
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rally occurring amino acids. A clever grouping of amino acids into classes based on their SC
properties reduces the number of SC interaction parameters down to just 19 from 210. This
approach retains critical features of protein structures while reducing computational demands.
The PRIME20 model has been successfully applied to a wide range of proteins, demonstrating
its utility in studying protein folding, aggregation, and other complex behaviors [53–58].

The SAMC simulation technique [45] is a powerful Monte Carlo (MC) method [59, 60]. Unlike
molecular dynamics (MD) simulations [59, 60], which solve Newton’s equations of motion to
sample phase space, MC simulations use random sampling to explore configuration space. While
MD seems more intuitive, as it mimics time evolution in a physical system, the random sampling
approach of MC offers several advantages. Most notably, MC simulations are more efficient
in exploring configuration space, making them particularly well-suited for studying complex
systems. However, this gain in efficiency comes at the cost of losing dynamical information
about the system. Therefore, whether MD or MC is the more suitable method depends on the
specific research question that one tries to answer. The SAMC method that is used in this
thesis is part of the family of flat-histogram methods. These methods aim to achieve an even
visitation of energy levels, and by doing so they provide an estimation of the density of states.
Since this quantity is a key factor in calculating thermodynamic properties, the SAMC method
is particularly well-suited for studying the thermodynamics and structural properties of complex
protein systems.

1.1 Research questions and aims

This thesis investigates the dimerization of amyloidogenic proteins using the SAMC simulation
technique in combination with the PRIME20 protein model. The study focuses on three distinct
protein dimer systems: PolyQ, Aβ, and PTH. Each system presents unique challenges and
opportunities for exploring their folding and aggregation behavior. While PolyQ and Aβ are
associated with neurodegenerative diseases, PTH represents a functional amyloid, offering a
contrasting perspective on amyloid formation.

The research addresses key physicochemical questions from a computational-physical per-
spective. These questions are categorized into two groups: common questions that apply to
all three protein systems, and system-specific questions tailored to the unique properties and
behaviors of each protein system.

Common questions for all three systems:

▷ What are the dimer structures formed by the amyloidogenic proteins PolyQ, Aβ, and
PTH?

▷ What are the intra- and inter-molecular interactions that stabilize these dimers?

▷ How does the interplay of intra- and inter-molecular interactions affect the folding and
aggregation process?

System-specific questions:

▷ How is the aggregation propensity of PolyQ influenced by chain length?

▷ What are thermodynamic differences between the Aβ(1-40) and Aβ(1-42) peptides?

▷ How do the aggregated dimer structures differ between Aβ(1-40) and Aβ(1-42)?

▷ How do the intra- and inter-molecular interactions in PTH dimers relate to the fibril
structures?
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1.2 Structure of the thesis

▷ Do the HB networks in PTH(1-34) and PTH(1-84) dimer systems differ?

▷ Does the thermodynamic behavior of Aβ and PTH dimers differ?

▷ If so, how does this relate to the differences between neurodegenerative and functional
amyloids?

By applying the SAMC method and the PRIME20 model to address these research questions,
this thesis aims to provide a fundamental thermodynamic understanding of these amyloidogenic
systems. By focusing not only on physiological conditions but considering thermodynamic be-
havior over a wide temperature range, this work presents a broader perspective on the protein’s
aggregation behavior which is essential for understanding the molecular mechanisms underlying
amyloid fibril formation.

1.2 Structure of the thesis

The remainder of this thesis is structured as follows: Chapter 2 provides an introduction to
protein modelling in general and a comprehensive description of the PRIME20 protein model.
Subsequently, Chapter 3 introduces the SAMC simulation technique and lists the relevant ob-
servables used to analyze the peptide systems. Chapters 4, 5, and 6 present the results of the
dimerization simulations for the PolyQ, Aβ, and PTH systems, respectively. Each chapter in-
cludes a detailed discussion of the results and their implications for the folding and aggregation
behavior of the respective protein. Finally, Chapter 7 summarizes the key findings of this work
and provides an outlook on future research directions.
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Chapter 2

Protein Model

The work at hand employs computer simulations to generate data on the thermodynamic prop-
erties of protein systems. A computer simulation, in this context, consists of two components: a
model representation of the system under investigation and an algorithm that defines the rules
for manipulating and altering the state of the system. This chapter will focus on the model,
while the algorithm, or simulation method, will be discussed in chapter 3.

The model representation of the real polymer system is commonly referred to as the polymer
model. It holds all the physical information of the system that is deemed relevant for addressing
specific scientific inquiries. Typically, this information includes atom positions and sizes, as well
as types of interactions between atoms and their respective energy contributions. In this study,
the protein model employed is the PRIME20 [46, 53, 61]. It is a coarse-grained model which
means that it simplifies the protein structure by representing multiple atoms by a single bead.
In the PRIME20 model this results in four beads per amino acid.

In order to understand the modeling of proteins in general and the PRIME20 model in
particular, this chapter begins with an overview of proteins and their structural properties.
Subsequently, various approaches to protein modeling are discussed, encompassing considera-
tions such as the level of detail and the selection of force fields. In this chapter’s final section,
the PRIME20 model is detailed, covering its geometry, interaction potentials, and the relevant
parameters involved.

2.1 Proteins

Proteins play a vital role in life on earth. They are the most prevalent biological macromolecules
and are found in all living cells where they adopt diverse roles in numerous biological functions
[62]. Proteins are the building blocks for a wide array of biological structures, such as enzymes,
hormones, transporters, muscle fibers and many others. Hence, in 1838 the Swedish chemist
Jöns Jacob Berzelius introduced the term ’protein’, derived from the Greek adjective proteios
(πρωτϵιος) which signifies a position of primary importance or first rank, reflecting their signif-
icance in the biological hierarchy [63, 64].

Proteins are biological polymers. Polymers are large molecules composed of multiple re-
peating subunits that are of similar chemical structure. These subunits are called monomers
and in the case of proteins, the monomers are the amino acids. There are 20 different amino
acids that are commonly found in proteins. They all have the same backbone structure which
consists of an amino group (NH2) and a carboxyl group (COOH) that are bound to the same
α-Carbon (Cα). The general structure formula for an amino acid is shown in fig. 2.1(a). The
amino acids differ from each other by their SC, also called R-group, which is attached to the
α-Carbon. This gives them the name α-amino acids. The structure formulas of all 20 amino
acid SCs are shown in fig. 2.8. The α-Carbon is a chiral center, which means that it has four
different substituents forming a tetrahedral structure which can exist in two different spatial
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2.1 Proteins
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Figure 2.1: (a) Structure of an α-amino acid and a peptide chain. The amino acid consists of an amino
group (NH2), a carboxyl group (COOH), and an α-Carbon. The side chain (R) is attached to the
α-Carbon. (b) The peptide chain is formed by linking amino acids together by peptide bonds.

arrangements. The two structures with identical chemical formula and distinct arrangement in
space are called stereoisomers. They are distinguished as either ’left-handed’ (Latin: lævus →
L-isomer) or ’right-handed’ (Latin: dexter → D-isomer). However, only the L-isomers of amino
acids are found in protein molecules, while their D-isomers are rarely found in nature.

In order to form proteins, multiple amino acids are linked together by covalent bonds. The
process involves a condensation reaction, where the carboxyl group of one amino acid reacts
with the amino group of another amino acid, leading to the release of water. The resulting
bond is known as a peptide bond, and the resulting chain of amino acids is called a polypeptide
chain. Depending on biological function and chain length, one can distinguish between peptides
and proteins. Generally, shorter chains are called peptides, while longer chains with a distinct
biological function are referred to as proteins. However, since the distinction by length between
the two terms is not clearly defined, and biological function does not play a significant role in
this thesis, the terms peptide, polypeptide, and protein will be used interchangeably from here
on out.

The sequence of amino acids in the polypeptide chain defines its primary structure. Addi-
tionally, there are the polypeptides secondary, tertiary and quaternary structure which describe
varying levels of detail of the spacial arrangement of the peptide chain(s). The secondary struc-
ture describes the local folding of the chain, while the tertiary structure refers to the 3D structure
of the entire chain. If a protein consists of multiple polypeptide chains, then the quaternary
structure describes the assembly of multiple chains into a large molecular complex. The spacial
arrangement of the protein chain is crucial for its functionality. Only by assuming the ’correct’
structure, a protein fulfills its intended biological function.

The two most common secondary structure motifs are the α-helix and the β-sheet They were
first described by Linus Pauling and Robert Corey in 1951 [65–67]. A way of identifying both of
these structures is by their backbone HB networks. In general, HBs of the protein’s backbone
form between the amino- and the carboxyl-group of different amino acid residues [68]. If a
protein is in α-helix conformation, HBs form between the amino group of the ith residue and the
carboxyl-group of the (i+4)th residue. This is a repeating pattern and applies to all residues that
are involved in the helix structure. The β-sheet on the other hand forms HBs between residues
of adjacent stretched out chain segments. These stretched out segments are called β-strands.
When these β-strands are connected by a loop, the resulting structure is known as a β-hairpin.
This arrangement aligns two β-strands of the same polypeptide chain in an anti-parallel fashion
and is stabilized by HBs between the β-strands. The classification of β-hairpins is based on the
number of residues in the loop. The most common β-hairpin motifs consist of 2 or 3 residues
in the loop between the first residues in the β-sheet that form HBs [69–71]. Accordingly, these
two β-hairpin motifs are referred to as class 2 and class 3 β-hairpins, respectively. In class 2
β-hairpins, the first HB after the loop is formed between the ith and (i + 3)th residue, thereby
skipping 2 residues. In class 3 β-hairpins, the first HB after the loop is formed between the
ith and (i + 4)th residue, thus skipping 3 residues. Unlike the repeating pattern of HBs in an
α-helix, the HB pattern in a β-hairpin is non-repeating. This occurs because in the stretched
chain, neighboring residues are oriented in opposite directions (see fig. 2.1(b)). Consequently,
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Chapter 2. Protein Model

Figure 2.2: Ramachandran plot for L-Ala residues showing how different combinations of ϕ and ψ
angles correspond to different secondary structure motifs. The Ramachandran plots for other amino
acids vary from that of Ala shown here. The blue areas designate combinations of ϕ and ψ angles that
are legally accessible for the protein backbone, based on calculations using known van-der-Waals radii
and bond angles. Dark blue areas reflect conformations without steric overlap; medium blue areas
belong to conformations only allowed at the extreme limits of unfavorable atomic contacts; and light
blue areas are conformations that are only allowed if some flexibility is permitted in the bond angles.
The white areas designate conformations that are not allowed due to steric hindrance. The figure was
adapted from Nelson et al. [62].

subsequent HBs in the β-hairpin form between the next-nearest neighbors of the previous HB
partners. This implies that if the initial HBs after the loop were formed between the ith and
(i + n)th residue, then the subsequent HBs are formed between the (i − 2)th and (i + n + 2)th

residue and subsequently between the (i − 4)th and (i + n + 4)th residue, and so forth. Inside
the anti-parallel β-sheet structure, both the amino- and the carboxyl-group of one residue are
forming a HB to the respective carboxyl- and amino-group of the other residue. This leads to
two HBs being formed per residue contact. Next to α-helices and β-sheets, other secondary
structure motifs exist which are less common. Examples include the π-helix with a reoccurring
HBs pattern between amino- and carboxyl-groups (i + 5, i), the 310-helix with HBs between
(i+ 3, i), and the 2.27-helix or ribbon with HBs between (i+ 2, i) [62, 72]. In the absence of any
regular secondary structure motif, the polypeptide chain is said to be intrinsically disordered.

Along the backbone of the polymer chain exist three recurring covalent bonds: (N–Cα, Cα–
C, C–N). The third one is the peptide bond connecting amino acid residues. Due to its partial
double-bond character the peptide bond is unable to rotate freely and is planar. Its associated
dihedral angle ω can only take on values around ∼ 180° (trans configuration) or ∼ 0° (cis
configuration). The other two bonds can rotate freely. Consequently, the polypeptide chain can
be seen as a series of rigid planes in which consecutive planes share the Cα as a common point
of rotation. The rotation around the N–Cα and the Cα–C bonds are described by the dihedral
angles ϕ and ψ, respectively. Equivalent to the HB networks described above, these dihedral
angles are important parameters to characterize the secondary structure of proteins. A common
method are Ramachandran plots [73–76]. In a Ramachandran plot the ϕ and ψ angles of a residue
are represented as a point in a 2D map. Residues that are part of different secondary structure
motifs occupy different regions in the Ramachandran plot. How the different regions correspond
to the different secondary structure motifs is shown in fig. 2.2. The Ramachandran plot is a
powerful tool to analyze the secondary structure of proteins and has been used repeatedly in
their identification.
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2.1 Proteins – Amyloid fibrils

Figure 2.3: Schematic representation of the cross-β-sheet motif in amyloid fibrils. The β-strands are
oriented perpendicular to the fibril axis. The β-strands are connected by HBs between the backbone
atoms. The two stacked β-sheets are held together by hydrophobic interactions between the side
chains in a steric zipper.

2.1.1 Amyloid fibrils

A common feature of the proteins investigated in this work is their ability to form amyloid
fibrils. Amyloid fibrils are highly ordered protein aggregates that are associated with a variety of
diseases, including Alzheimer’s disease and Huntington’s disease, but also with non-pathological
functions such as storage of hormones like PTH (see chapter 1). They are super-molecular
fibrillar structures that can reach up to micrometer lengths. Within the amyloid fibril, the
defining structural motif is the cross-β structure, which is shown schematically in fig. 2.3.

The cross-β motif consists β-strands that are oriented perpendicular to the fibril axis. These
β-strands are connected by HBs between the backbone atoms to form a β-sheet, which results in
the characteristic inter-strand spacing of approximately 4.8 Å. The β-strands within the sheets
can adopt either an anti-parallel orientation, as observed in PolyQ fibrils [77], or a parallel
orientation, as seen in fibrils formed by Aβ [78] and PTH [79]. An example of the parallel
arrangement is depicted in fig. 2.3, where broad arrows represent β-strands, with β-strands of
the same color (orange or purple) belong to the same β-sheet. The zoom-in graphic on the left
side of fig. 2.3 portraits the hydrogen bonding network within a β-sheet.

In the fibril, two β-sheets are paired, and the structure is stabilized by a closely packed dry
interface of self-complementary side chains protruding from the β-sheets. This is illustrated by
the zoom-in graphic on the right of fig. 2.3. This interface is known as a steric zipper. The steric
zipper creates an inter-sheet spacing of approximately 10 Å, a key feature consistently observed
in X-ray diffraction patterns of amyloid fibrils [3, 8, 9, 78–80].

2.2 Modeling of proteins

When studying polypeptides one needs to choose an appropriate model. The choice of model
depends on the system one wishes to study and the scientific question that one wishes to answer.
Broadly speaking, protein models fall into one of two categories: atomistic or coarse-grained
(CG) models. The two categories differ in the level of detail they provide. This allows for a
trade-off between the accessibility of certain information about the system and the computational
cost of the simulation.

Atomistic models represent the arguably most intuitive approach to protein modeling by
representing each atom in the system individually. This granular representation allows for a com-
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prehensive description of the system and the interactions between its constituents. Interactions
among atoms are typically governed by a force field, which is a set of equations and parameters
designed to reproduce the geometry, dynamics, thermodynamics, and other chemical and phys-
ical properties of a system. Despite their thoroughness, force fields are always an abstraction of
the underlying electronic structure of the atoms, typically derived from experimental data and
quantum mechanical calculations. Models that explicitly consider quantum mechanical effects
are known as ab initio models. While atomistic models excel in providing detailed insights, this
level of granularity comes at high computational cost and time effort. A protein system for
example may easily contain hundreds of atoms. In addition, solvent molecules have to be con-
sidered which further increases the number of atoms in the system. Updating the positions and
interactions between such a huge number of particles renders calculations on atomistic models
computationally expensive. This imposes limitations on time scales and system sizes that can
be effectively studied.

Coarse-grained models take a different approach by grouping atoms together and repre-
senting them as a single bead. This simplification significantly reduces the number of particles
in the system, leading to more efficient calculations. Consequently, CG models prove invalu-
able for investigating large systems and long time scales. However, this simplification comes
at the cost of loosing detailed information about the system. By condensing multiple atoms
into a single bead, potentially crucial information is neglected, resulting in a decreased level of
detail compared to atomistic models. Nevertheless, CG models are capable of reproducing key
structural and thermodynamic properties of the system and have been successfully applied in
numerous studies of polymer systems [48]. The level of detail a CG model can provide varies
significantly depending on its degree of coarse-graining. Some CG models are designed to be
generic and applicable across various polymer systems. Classical examples of such CG polymer
models include the bead-spring model [81, 82] and the lattice models [83]. On the other hand,
some CG models are tailored specifically towards representing proteins, and they include certain
structural details that are specific to particular proteins [84].

Another important distinction between types of CG models is made by their method of
establishing the force field. On the one hand, physics-based models derive their interaction po-
tentials from the inherent physical properties of the system’s constituents [85–88]. On the other
hand, there are the knowledge-based models which construct their force fields based on known
secondary and tertiary peptide structures. This approach renders knowledge-based models par-
ticularly useful for simulating the native structures of proteins but less effective at modeling
their disordered states. A prominent example of knowledge-based models is the Gō-model [89,
90] which, along with its derived models [91–93], has been widely utilized in numerous studies.
The core concept of the Gō-model revolves around capturing the protein’s native globular state
and then defining energy potentials which primarily influence beads that are in close proximity
when the protein is in its native state. Obviously, this puts a bias of the model towards the
proteins native state.

As mentioned before, CG models vary in their level of detail. A popular approach is to
represent each amino acid by a single bead [47, 49, 50, 52, 94]. However, this approach de-
nies access to information about the internal structure of the amino acids in the chain. An
intermediate-resolution approach between one-bead representation and atomistic modeling are
the four-bead models. In these models, the backbone of the protein is typically represented by
three beads [95, 96], which allows for access to the dihedral angles ψ and ϕ of the backbone.
The SC is then modeled by a single bead. This simplification reduces the number of particles
in the system while still providing access to important structural information. An example of a
four-bead model is the PRIME20 model [46] which was used in this study and will be discussed
in the following section.
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(a) (b)

Figure 2.4: (a) Schematic representation of an α-amino acid residue in the PRIME20 model. The
backbone of the amino acid residues is represented by three beads: the green bead represents the
amino group (NH), the red bead the α-Carbon (Cα), and the cyan bead the carboxyl group (CO).
The side chain is represented by a single gray bead. In (b) two amino acid residues are connected by
a peptide bond. Physical bonds between the beads are depicted as white sticks, while pseudo-bonds
are shown in black and yellow.

2.3 PRIME20 protein model

The Protein Intermediate Resolution Model 20 (PRIME20) model is a four-bead CG model
for proteins, designed to study their secondary structure formation. It is an extension of the
Protein Intermediate Resolution Model (PRIME) model which was originally developed by Voe-
gler Smith et al. [97–100] to investigate the secondary structure formation of polyalanine. The
PRIME20 model, developed by Cheon et al. in 2010, expands the PRIME model to include
all 20 amino acids [46]. A significant achievement of the PRIME20 model is a reduction of
the number of energy parameters required to describe residue interactions, which was realized
through strategic grouping of SCs (see 2.3.1). This approach mitigates some of the bias towards
native structures inherent to knowledge based models as discussed previously. Both model vari-
ants utilize discontinuous interaction potentials, which allowed for simulations using an efficient
molecular dynamics (MD) algorithm called discontinuous molecular dynamics (DMD) [97]. Al-
though it is not a requirement, discontinuous potentials also make the PRIME20 model a well
suited candidate for MC simulations. Additionally, the four-bead representation allows for a
more detailed modeling of backbone HBs by introducing directional HB potentials, enhancing
the model’s ability to capture native protein structures.

The PRIME and PRIME20 model share identical basic structures and backbone geometry.
They differ from each other in the SC parameters and interactions. In the subsequent discussion,
the geometry, interaction types, and model development, including the reduction of the number
of energy parameters, will be explored in detail. Furthermore, a comprehensive overview of the
model’s parameters relevant to the systems investigated in this work will be provided.

2.3.1 Geometry and interaction potentials

As mentioned earlier, the PRIME20 model employs a four-bead representation for the amino
acid residues. This is illustrated in fig. 2.4(a). Three beads are used to model the backbone of
the amino acids: the green bead represents the amino group (NH), the red bead the α-Carbon
(Cα), and the cyan bead the carboxyl group (CO). The fourth bead in gray (R) represents the
SC of the amino acid. The backbone beads are centered at the position of their respective N and
C atoms and the R-bead is placed at the center of mass position of the SC. With this assignment
of atoms to the beads, the PRIME20 model has a relatively detailed backbone representation,
which allows access to the dihedral angles ϕ and ψ. However, the single-bead representation of
the SC is a rather coarse approximation, particularly for complex SCs like those of arginine or
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Figure 2.5: Schematic representation of the interaction potentials in the PRIME20 model. (a) Bond
potential. (b) Hard-sphere potential. (c) Square-well potential.

tryptophan.

Interactions between bonded beads are modeled by infinite well potentials as shown schemat-
ically in fig. 2.5(a). This allows the bond lengths to fluctuate around an ideal bond value:

Ubond(rij) =

{
0 if (1 − ∆)bij ≤ rij ≤ (1 + ∆)bij

∞ else,
(2.1)

where rij is the distance between beads i and j, bij is the ideal bond length, and ∆ is the
fluctuation parameter. The fluctuation parameter is set to ∆ = 2.375% [101]. The value of bij is
specific to the interacting bead types and will be discussed in section 2.3.2 and appendix A. In
addition to the physical bonds between neighboring beads (NH–Cα, Cα–CO, CO–NH and Cα–
R), the model also includes pseudo-bonds. They are treated like the physical bonds, according to
eq. (2.1). Figure 2.4(b) shows two amino acid residues represented in the PRIME20 model that
are connected by the peptide bond. Physical bonds are depicted as white sticks, while pseudo-
bonds are shown in black and yellow. Generally, the pseudo-bonds in PRIME20 eliminate
the need for bond angle potentials in the model. Those depicted as black sticks are established
between beads that are next-nearest neighbors and which are thus separated by 2 regular bonds.
The pseudo-bonds involving the SC bead R ensure that the residue remains in L-isomerization.
The pseudo-bond depicted as a yellow stick in fig. 2.4(b) is established between consecutive Cα

beads, maintaining a distance of 3.8 Å between these atoms. This setup ensures the polymer
remains in trans conformation. The cis variant of the peptide bond is not considered in the
PRIME20 model.

Non-bonded beads generally interact via hard-sphere repulsion (see fig. 2.5(b)). This assigns

a specific hard-sphere diameter d
(HS)
i to each bead i. When two beads i and j interact, the

effective bead diameter d
(HS)
ij is calculated as the arithmetic mean using the Lorentz-Berthelot

combining rule [102]:

d
(HS)
ij =

1

2

(
d
(HS)
i + d

(HS)
j

)
. (2.2)

However, there are exceptions to the regular treatment of hard-sphere repulsion in ten specific
instances where beads are separated by 3, 4, or, in one case, 6 bonds along the chain. In
these instances, specific squeeze parameters are applied, altering their effective bead diameters.
Further details on these parameters will be provided in section 2.3.2. It is important to note
that bead diameters vary depending on the context, so the bead diameters shown in fig. 2.4 are
merely illustrative and were chosen with the purpose of visual clarity.

In addition to hard-sphere repulsion, there are two types of non-bonded beads that ex-
perience additional interactions: ’side-chain – side-chain’ and the backbone HB interactions.
Attractive interactions are modeled using square-well potentials, while repulsive interactions are
modeled using square-shoulder potentials (see fig. 2.5(c)). Both types of ’side-chain – side-chain’
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interactions depend solely on the distance between the interacting beads, with the attractive
and repulsive interactions being described by the same equation:

Usw(rij) =


∞ if rij < d

(HS)
ij

εij if d
(HS)
ij ≤ rij < d

(SW)
ij

0 if d
(SW)
ij ≤ rij

(2.3)

where rij is the distance between beads i and j, d(HS)
ij is the hard-sphere diameter, d(SW)

ij is the
square-well distance, and εij is the interaction strength. The last three parameters are specific
to the interacting bead types. The interaction strength εij can be either negative or positive,
which results in an attractive or repulsive interaction, respectively.

Backbone HBs form between the NH and the CO beads. They are modeled with square-well
potentials (eq. (2.3)), akin to the ’side-chain – side-chain’ interactions. However, HB interac-
tions introduce an additional constraint related to the angle between the HB and bonds in the
backbone of the peptide chain. In real proteins, a HBs are most stable when they exhibit coaxial
geometry, where the N-H-O and the C-O-H angles are both 180° and the H and the O atoms
are positioned 2 Å apart. However, deviations of the angle are common, with angles down to
110° still being considered indicative of HB formation [68]. In the PRIME20 model, four criteria
have to be met for a HB to form:

1. Neither of the two beads are part of an established hydrogen bond.

2. The residues associated with the two beads are separated by at least 3 other residues.

3. The NH and CO beads are within the HB square-well distance. In the original PRIME
model, this distance was set to d(SW)

ij = 4.2 Å [97]. In the PRIME20 model, this distance

was increased to d(SW)
ij = 4.5 Å [46] which provides are more accurate description of HB

formation in proteins with larger SCs.

4. Both two angles ∠(N–H–O) and ∠(C–O–H) fall within the range of [120°, 180°].

Figure 2.6: Schematic representa-
tion of the construction of the
virtual positions of the amide
hydrogen and the carboxyl oxy-
gen, used for hydrogen bonding.

The implementation of the fourth criterion demands some
further explanation since neither the amide hydrogen nor
the carboxyl oxygen are modelled explicitly in the PRIME20
model. Instead, virtual positions of the atoms are calculated.
Therefore, lines are constructed that go through the respec-
tive N and C atoms, and are perpendicular to the pseudo-
bond between the neighboring beads. The virtual position of
the hydrogen atom is then placed at a distance of 1 Å from
the N atom along the constructed line. Likewise, the location
of the oxygen atom is at a distance of 1.2 Å from the C atom
along its line. With this construction, the angles ∠(N–H–O)
and ∠(C–O–H) can be calculated and their adherence to cri-
terion 4 can be checked. The method is illustrated in fig. 2.6,
where the dots at the end of the dashed lines symbolize the
virtual N and O atoms. The dashed lines themselves represent
the constructed lines through the N and C atoms and the an-
gles α and β represent the angles ∠(C–O–H) and ∠(N–H–O),
respectively.

In the original PRIME model, an additional method was
used to stabilize the HB once they were formed [97]. This
method involved the introduction of auxiliary interactions be-
tween the NH and CO beads and the beads that neighbor
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Figure 2.7: Schematic representation of a peptide conformation in the PRIME20 model, where a single
CO (cyan) bead has two possible NH (green) beads to form a hydrogen bond (yellow sticks) with.
Side chain beads (R) are hidden for visual clarity.

their HB partners. Once a HB is formed, the effective hard-sphere diameters d(HS)
ij between the

NH bead and both neighbors of the CO bead is increased, as well as d(HS)
ij between the CO

bead and both neighbors of the NH bead. In DMD simulations for which the PRIME20 model
was originally designed for, this effectively reduces the risk of breakage for established HBs.
However, since dynamic bending processes like those found in molecular dynamics simulations
do not exist in MC simulations, the auxiliary interactions effectively serve the same purpose as
the fourth criterion for HB formation. They were implemented as an additional constraint on
HB formation, regardless.

Another criterion for HB formation that warrants further discussion is the first one, which
requires that neither of the two considered beads can already be part of an existing HB. This
criterion acknowledges the possibility of a peptide conformation where a single bead can par-
ticipate in two different HBs. In other words, one bead can serve as a partner in two separate
HBs, allowing both to form simultaneously. A schematic representation of such a conformation
is depicted in fig. 2.7. The first criterion then makes sense when considering the dynamics of
the polymer system in ’real’ time as is the case for DMD simulations, the PRIME20 model was
originally designed for. In a polypeptide system evolving in time, the partial positive charge
of the donor group (NH) is already engaged in a HB and compensated for by the negatively
charged acceptor group (CO). Thus, it is unlikely for the proton to engage in another HB.
However, in MC simulations, there is no ’real’-time development of the system. If multiple HB
are possible, none of them should be considered preexisting and more favorable than the other.
Moreover, MC moves allow for large scale changes in the system in a single step. These moves
can potentially result in a conformation where two HB involving the same bead can newly form
without one already existing. Since none of the HBs are already established, the question arises
of how the PRIME20 model determines which HB to form. This question is solved by the SAMC
simulations requirement of a unique and unambiguous assignment of configurations to energies.
Thus, a random selection of HB would violate this requirement. Instead, the PRIME20 checks
for HB formation by sequentially evaluating residues from the N-terminus to the C-terminus. If
a potential HB meeting all criteria is found, it is formed. If multiple HB are possible, the first
one encountered is the one that is formed. This method ensures that the HB formation is un-
ambiguous and unique. However, it introduces a bias towards HBs formation at the N-terminus
of the chain. This bias is not present in real proteins and is a limitation of the PRIME20 model.

Reduced units

In the PRIME20 model a HB yields an energy gain of EHB = −1. This sets the energy scale
for the entire model. As a result, all energy related physical quantities are given relative to
the energy of a HB interaction, denoted as εHB. By assigning a value to εHB one can map
the reduced energy E and temperature T of the model to physical quantities E′ = εHBE and
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Figure 2.8: Classification of amino acids in the PRIME20 model. The Amino acids are represented by
their structure formula, their 3- and their 1-letter name. They are grouped based on their side chain
properties. Groups and atoms that are able to form side chain hydrogen bonds are marked by purple
circles. The figure is adapted from the PhD thesis of Böker (2019) [61].

T ′ = εHB T/kB, respectively. The PRIME20 model utilizes an implicit solvent, implementing a
mean field approximation for its potentials. This approach does not explicitly simulate solvent
molecules and solvent interactions. Instead, it incorporates their effects by averaging them into
the overall energy scale. As a result, εHB must account for the energy gain of backbone HBs, as
well as other interactions such as those between peptide and solvent, and potential side chain
hydrogen bonds. The specific value of εHB is unique to the modelled peptide system and must
be determined for every investigated system individually. For PolyQ, see section 4.3; for Aβ,
see section 5.1.1; for PTH, see section 6.1.1.

Model development

The PRIME20 model was developed by Cheon et al. in 2010 [46]. The authors used an energy
gap optimization approach to derive the model’s interaction parameters. The approach assumes
that the native state of a protein resides in the global minimum of the free energy landscape
[103]. Thus, the goal of the optimization was to identify interaction parameters that make
the energy of the native state lower than the energies of a large number of decoy structures.
Therefore, a set of 711 structures from the protein data bank (PDB) in their native states was
compared to nearly 2 million decoy structures generated using a gapless threading algorithm
[104]. The optimization of the energy parameters was performed using a modified stochastic
perceptron learning algorithm [46, 105]. Additionally, radial distribution functions for all pairs
of united atoms were calculated for the native structures to estimate the effective hard sphere
diameters.

What distinguishes the PRIME20 model from other knowledge-based optimization ap-
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proaches is its significant reduction in the number of independent pair interaction parameters.
The authors aimed to strike a balance between the number of parameters and the accuracy of
the model. Traditional optimization approaches for interactions among 20 amino acid types
typically result in

∑20
n=1 n = 210 energy parameters [106, 107]. In contrast, the PRIME20

model reduced this number to just 19 pair interaction parameters. This reduction was achieved
by grouping amino acids according to their SC properties. As illustrated in fig. 2.8, the amino
acids were classified into 14 groups based on properties such as hydrophobicity, polarity, size,
charge, and HB donor/acceptor properties. The four amino acids cysteine (Cys), proline (Pro),
alanine (Ala), glycine (Gly) were treated as special cases. By assuming that Gly has no SC and
by considering other specific properties, the initial grouping resulted in

∑13
n=1 n = 91 energy

parameters. These were further reduced by combining similar interaction types. For example,
large hydrophobic SCs (phenylalanine (Phe), tyrosine (Tyr), tryptophan (Trp)) were combined
with small hydrophobic SCs (leucine (Leu), isoleucine (Ile), valine (Val)) because the latter
do not form SC HBs and the polar groups of Tyr and Trp are not relevant. This reduction
ultimately resulted in a total of 19 energy parameters for SC interactions [46]. The exact values
of these parameters will be discussed and presented for a selection of amino acids in the following
section. A complete list of the parameters of the PRIME20 model can be found in appendix A.

2.3.2 Parameters

The parameters of PRIME and PRIME20 can be found in numerous publications (PRIME:
[108–111]; PRIME20: [46, 54, 55, 58, 112–119]). However, until recently there was no single
source that contained all the parameters as a complete set. Thankfully, Böker et al. undertook
the task of reviewing all available literature to compile a comprehensive list of parameters for
the PRIME20 model, which they published in [53]. The lists of parameters presented here are
derived from their research and have been implemented in this work.

Table 2.1: List of ideal bond lengths
(
bij

)
, ideal pseudo-bond lengths

(
b
(pseudo)
ij

)
, bead diameters

(
d
(HS)
ij

)
and bond angles of the backbone of the protein chain in the Prime model. Lengths and diameters are
given in Å, angles in rad.

bij b
(pseudo)
ij d

(HS)
ij Bond angle

NH–Cα 1.46 NHi–COi+1 4.25 NH 3.3 ∠(NH–Cα–CO) 1.937
Cα–CO 1.51 Cα i–NHi+1 2.41 Cα 3.7 ∠(Cα–CO–NH) 2.025
CO–NH 1.33 COi–Cα i+1 2.45 CO 4.0 ∠(CO–NH–Cα) 2.129

Cα i–Cα i+1 2.80

We will first look at the parameters of the backbone geometry since it is identical for the
different amino acids, and therefore as well for the two model variants PRIME and the PRIME20.
In table 2.1 the bond lengths, pseudo-bond lengths, bead diameters, and bond angles of the
polymer backbone in the PRIME20 model are listed. The lengths are given in Å, and the bond
angles in rad. The bond lengths are the ideal values around which the distance between bonded
beads can fluctuate by ∆ = 2.375% [53, 101] (see eq. (2.1)). In the 2001 paper by Voegler Smith
et al. [97] which first introduced the PRIME model, the originally chosen square-well diameter
of 4.2 Å for HB interactions can be found. This was later increased to d(SW)

ij = 4.5 Å [46] for the
PRIME20 model, which is the value used in this work.

Backbone interactions also include HB formation. Once a HB is formed, auxiliary inter-
actions stabilize the HB by increasing the effective hard-sphere diameters between the specific
beads involved in the HB and their neighbors. This has been already discussed in a previous
section. The parameters for the auxiliary interactions of HBs are listed in table 2.2.

In extending the PRIME model to the PRIME20 model, individual parameters were assigned
to interactions between different amino acids. Since the backbone remains unchanged, these
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Table 2.2: Distances for auxiliary interactions after hydrogen bond formation between beads NHi and
COj . All distances are given in Å.

NHi–Cα j COj–COi-1 NHi–NHj+1 COj–Cα i

5.00 4.86 4.74 4.83

adjustments only concerns SC interactions. The protein chains investigated in this work are
PolyQ, Aβ and PTH. Together, they contain 19 of the 20 amino acids found in nature — all
except Cys. As PolyQ is a homopolymer chain and consists only of Gln, glutamine, along with
the three most commonly occurring residue types in Aβ and PTH (2), will serve as example
residues in the following discussion. A full list of the parameters for all 20 amino acids and their
pairings is available in the appendix of this work (see appendix A).

Table 2.3: Bond and pseudo-bond lengths between the selected side chains and their backbone beads.
Furthermore, the masses of the side chain (Mass(R)) and backbone beads (Mass(BB)) are listed. All
lengths are given in Å and all masses in Dalton (Da).

Cα–R NH–R CO–R Mass(R) Mass(BB)

Gln 3.300 3.750 4.000 72.0 NH 15.0
Val 2.002 2.775 2.959 43.0 Cα 13.0
Leu 2.625 3.299 3.500 57.0 CO 28.0
Lys 3.550 4.050 4.250 73.0

The ideal bond and pseudo-bond lengths, as well as the masses of the SC beads for Gln,
Val, Leu, and lysine (Lys), are listed in table 2.3. The lengths are provided in Angstrom (Å)
and the masses in Dalton (Da). Additionally, the masses of the backbone beads are included
for reference. The masses of the SC beads are determined by summing the masses of the atoms
represented by each bead, following the same method used to determine the masses of the
backbone beads.

Table 2.4: Energies (square-well depths) for interactions between the selected amino acids. All energies
are given in units of εHB

Energy (εHB)

Gln Val Leu Lys
Gln -0.080 0.015 0.015 -0.086
Val -0.200 -0.200 0.015
Leu -0.200 0.015
Lys 0.073

SC interactions are modeled by square-well potentials (eq. (2.3)). The interaction strengths

εij are given in units of εHB. The interaction range (square-well widths) d
(SW)
ij and the hard-

sphere diameters d
(HS)
ij are given in Å. The energy parameters for the selected amino acids are

listed in table 2.4. The diameters and interaction ranges are listed in table 2.5. The bead
diameters as well as the square-well width and depth vary for interactions between different
amino acids. The complete set of parameters can be found in the appendix of this work (see
appendix A). For interactions between SC beads and backbone beads, the self-interaction bead
diameter is used for the SC bead when calculating the effective bead diameters of the hard-sphere
interaction (eq. (2.2)).

(2)For the amino acid sequences of Aβ and PTH see eqs. (3.31) and (3.32)
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Table 2.5: Side chain bead diameters and square-well widths for interactions between the selected amino
acids. All lengths are given in Å

Bead diameter (Å) Square-well width (Å)

Gln Val Leu Lys Gln Val Leu Lys
Gln 3.6 3.3 3.5 3.4 6.6 6.5 6.3 6.7
Val 3.3 3.0 3.1 6.3 6.2 6.6
Leu 3.4 3.5 6.4 6.5
Lys 3.5 6.9

As Böker et al. have shown [53], the thus far here presented set of parameters fails to
reproduce peptide configurations that are to be expected in realistic polypeptides. The missing
features are the so called ’squeeze parameters’. These parameters are used to adjust the effective
bead diameters of beads that are close to each other along the chain and will be discussed below.

Squeeze parameters

In the original publication of the PRIME model [97], it is mentioned that for interactions between
pairs of beads separated by three or fewer bonds, an overlap of the beads by up to 25% is allowed.
This corresponds to a reduction of the effective bead diameter to 75% of the regular diameter.
The goal of the reduction was to allow for physically reasonable motion around the NH–Cα

and Cα–CO bonds. However, as mentioned above, the model fails to reproduce certain realistic
polypeptide conformation. As shown by Böker et al. [53], the model as it is presented thus far
produces γ-helices as a folded state for polyalanine chains, which is an unrealistic result, since
the folded state of polyalanine is known to be the α-helix. At least one additional parameter
reducing the effective bead diameters for 4-bond distances is necessary for this kind of secondary
structure to form. To this end, the PRIME20 model applies 10 squeeze parameters to specific
bead interactions.

Table 2.6: Squeeze parameters sqz1–5 for pure backbone interactions and how they affect the effective
bead diameters.

sqz1 sqz2 sqz3 sqz4 sqz5
Cα i–COi+1 NHi–1–Cα i COi–NHi+2 NHi–NHi+1 COi–COi+1

sqz 1.1436 0.88 0.87829 0.8 0.7713

’Old’ d
(HS)
ij (Å) 3.85 3.5 3.65 3.3 4.0

’New’ d
(HS)
ij (Å) 4.40286 3.08 3.2057585 2.64 3.0852

The squeeze parameters (sqz ) can be divided into two groups of five. The first five parameters
(sqz1–5 ) are applied to interactions between backbone beads. They can also be found in the code
appended to the PhD thesis of Voegler Smith [100, p. 256], however they were not mentioned in
the thesis text itself. The parameters sqz1–5 are listed in table 2.6. They affect bead interactions
of 3-bond distance (sqz4, sqz5 ), as well as some 4-bond distance interactions (sqz1–3 ). The
second group of five parameters (sqz6–10 ) are applied to interactions between SC beads and
backbone beads. They can also be found in the code appended to Voegler Smith [100, p. 256].
They affect 3-bond (sqz7, sqz8 ), 4-bond (sqz6, sqz9 ), and 6-bond (sqz10 ) distance interactions.
The parameters sqz6–10 are listed in table 2.7. A full list of the sqz parameters can again be
found in table A.5.
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Table 2.7: Squeeze parameters sqz6–10 for interactions between side chains and backbone. Also, the
resulting diameters for relevant side chains (values are in Å).

sqz6 sqz7 sqz8 sqz9 sqz10
Ri–COi-1 Ri–NHi+1 Ri–Cαi+1 Ri–Cαi-1 Ri–Cαi-2

sqz 0.7607 0.7930 1.0956 1.1244 0.9259

Gln 4.139 3.996 5.062 5.134 5.000
Val 3.312 3.000 4.353 4.598 4.997
Leu 3.918 3.724 4.863 4.936 5.001
Lys 4.384 4.191 5.163 5.323 4.974
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Chapter 3

Simulation Method

In my work, I used the advanced flat-histogram Monte Carlo method Stochastic Approximation
Monte Carlo (SAMC) to study the dimerization of different proteins in the Prime20 model. The
latter has been discussed in the previous chapter 2. This chapter will give an introduction to the
basic concepts of statistical mechanics and the Monte Carlo method, followed by a description
of the SAMC method including the system specific program features and parameters relevant
to the investigated systems.

3.1 Statistical mechanics

In order to understand the Monte Carlo (MC) simulation method used in this work, it is nec-
essary to introduce some basic concepts of statistical mechanics. This section will give a brief
overview of statistical concepts and methods deemed important to this work and in particular
for understanding the following sections on the MC method. For a comprehensive introduction
to statistical mechanics, the reader is encouraged to consult the standard literature such as [120]
and [121].

3.1.1 Statistical ensembles

Statistical mechanics becomes relevant, when describing macroscopic systems. These are systems
that consist of a very large number of particles, like atoms or molecules. If one would use a
classical mechanics description, one would need to establish and integrate the equations of
motion. Because the number of these equations is equal to the degrees of freedom in the system,
for systems with a large number of particles this quickly becomes impracticable. And even if
one would manage to set up all the equations of motion there would still remain the task of
determining the initial conditions for the positions and velocities of all the particles. When
considering for example a room filled with approximately NA ≈ 6.022 · 1023 gas particles the
futility of this endeavor becomes obvious rather quickly.

Instead, in statistical mechanics the state of the macroscopic system is described by macro-
scopic variables such as the number of particles N , the temperature T or the pressure P . They
define the so called macrostate of the system. The corresponding microstate of the system is
defined by the positions and momenta of all the particles in the system. The microstate can be
represented as a point x in the 6N dimensional space of these positions and momenta. This space
is called the phase space Γ. When the system evolves in time, the point x moves through phase
space along a trajectory. This time evolution is governed by deterministic laws, like Newtons
equations of motion.

When determining any macroscopic observable A experimentally, one essentially takes the
time average ⟨A⟩t over a long time interval. This observable could be the energy of the system
for example. The Law of large numbers tells us that for sufficiently large observation times the
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average will converge to its true value [122]:

⟨A⟩t = lim
t→∞

1

t

∫ t

0
A(t)dt. (3.1)

This situation is mimicked by molecular dynamics (MD) simulations. They solve Newtons equa-
tions of motion to incrementally develop the system and calculate time averages of observables
along the way. For discrete time steps, as is the case in MD simulations, one can rewrite eq. (3.1)
as

⟨A⟩t = lim
N→∞

1

N

N∑
i=1

A(ti), (3.2)

where ti are the discrete time steps. However, this is not the way we think about a system’s
thermodynamic properties in statistical mechanics, since in 1902 Gibbs suggested replacing the
time average by an ensemble average [123]. An ensemble is a collection of points xi in phase
space, where each point represents a possible microstate the system could be in, given a specific
macrostate. The xi are distributed according to a probability distribution p(xi). This p(xi)
is determined by the set of fixed macroscopic parameters that one chooses (e.g. (N,V,E) or
(N,V, T )). The average of an observable then becomes the average over all the points in the
ensemble weighted by the probability distribution of the states p(xi):

⟨A⟩ens = ⟨A⟩ =
∑
i

p(xi)A(xi). (3.3)

Using this definition of the observable average, one can sample phase space by randomly drawing
points from the probability distribution p(xi), as opposed to letting the system evolve in time.
This constitutes the basic idea behind Monte Carlo simulations. They do not solve Newtons
equations of motion to let the system develop in time, but instead randomly select microstates of
the system to calculate ensemble averages. The probability distribution p(xi) is determined by
the ensemble we choose. The so called microcanonical ensemble is defined by fixing the number
of particles N , the volume V and the energy E. In equilibrium all microstates are equally
probable. Therefore, their probability distribution is

pNV E(xi) =

{
1/Ω if H(xi) = E

0 otherwise,
(3.4)

where H is the Hamiltonian and Ω is the total number of microstates at fixed (N,V,E). This
Ω is also called the microcanonical partition function. Another statistical ensemble would be
the canonical ensemble. It is defined by fixing the number of particles N , the volume V and
the temperature T . This corresponds to a system that is connected to a heat bath, keeping it a
constant temperature. The probability distribution of the microstates in the canonical ensemble
is given by the Boltzmann distribution:

pNV T (xi) =
1

Z
e−βH(xi) (3.5)

where β = 1/kBT is the inverse temperature and Z is the canonical partition function. Z acts as
a normalization factor that ensures that the probability distribution integrates to one, meaning
the probability of the system being in any state is equal to one. It is thus given by

Z =
∑
i

e−βH(xi). (3.6)

As in the microcanonical ensemble, the canonical partition function is the sum over all mi-
crostates weighted by their probabilities. However, in the canonical ensemble the states do not
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have equal probabilities as is the case in the microcanonical ensemble. Instead, they are weighted
by the Boltzmann factor e−βH(xi).

An important quantity in statistical mechanics is the entropy S. It is a measure of the
number of possible microstates the system can be in, given a specific macrostate. The entropy
is defined as:

S := −kB
∑
i

p(xi) ln p(xi). (3.7)

Using the probability distributions for the different ensembles (eqs. (3.4) and (3.5)), one can
show that in the microcanonical ensemble the entropy is given by the Boltzmann formula:

S = kB ln Ω (3.8)

and in the canonical ensemble the expression for the entropy becomes

S = ⟨E⟩/T + kB lnZ. (3.9)

From this formula, one can derive an expression for the Helmholtz free energy F . This establishes
a connection between F and the canonical partition function Z:

−kBT lnZ = ⟨E⟩ − TS =: F. (3.10)

The logarithm of the partition function of a statistical ensemble is generally how the thermo-
dynamic potential of the ensemble is defined. It marks the connection between the statisti-
cal mechanics description of the system and the thermodynamic description. Thermodynamic
potentials are functions of the macroscopic parameters of the system and describe the equilib-
rium state of the system. They are used to calculate the thermodynamic observables and thus
knowledge of the thermodynamic potential of a system is equivalent to knowing the system’s
thermodynamic properties. As the Helmholtz free energy can be derived from Z, all the thermo-
dynamic information about the system is also stored in Z. Knowing Z is the key to connecting
the microscopic description of the system to its macroscopic thermodynamic properties.

3.2 Standard Monte Carlo methods

The MC method is a numerical method that uses random sampling to calculate integrals. It was
developed in the 1940s by von Neumann, Ulam and Metropolis to simulate neutron diffusion
[124, 125]. Their research was part of the Manhattan Project for the development of nuclear
weapons at Los Alamos. As of today, the MC method is arguably amongst the most important
and useful numerical method for studying numerous scientific problems. This holds especially
true in physics and in particular in statistical mechanics. The MC method is especially useful
when calculating high-dimensional integrals, where deterministic methods become impracticable.
This section will give a brief overview of standard MC methods. Starting with the basic simple
sampling method, touching on Markov Chain processes and including the importance sampling
Metropolis method. Understanding the basic principles of standard MC methods is important
for understanding the more advanced MC methods. Following the description of the standard
method the remainder of this chapter will focus on a description of the flat-histogram MC
method Stochastic Approximation Monte Carlo that is used in this work.

3.2.1 Simple sampling Monte Carlo

As mentioned above, the MC method excels at calculating integrals. Take a function f(x) that
we want to integrate over the interval [a, b]:

I =

∫ b

a
f(x)dx. (3.11)
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By expanding the integral with a probability distribution p(x) one can rewrite the integral as

I =

∫ b

a

f(x)

p(x)
p(x)dx =

〈
f

p

〉
. (3.12)

Comparison with the summation representation of the average in eq. (3.3) reveals that the
integration has effectively become the average of f(x)/p(x) where the x are distributed according
to the probability distribution p(x). By sampling N points xi=(1,...N) from a uniform probability
distribution p(x) = 1/(b − a) for x ∈ [a, b], and evaluating the function at the sample points it
is possible to approximate the integral:

I =
1

N

∑
i

f(x)

p(x)
+ O

(
N−1/2

)
(3.13)

⇒ I ≈ (b− a)

N

N∑
i=1

f(xi). (3.14)

This approach is called simple sampling. The error ϵ of the approximation scales with ϵ ∝ 1/
√
N .

Note, that this error scaling is independent of the dimensionality of the integral. In contrast, the
error of traditional integration schemes like the midpoint-rule or the trapezoidal rule is dependent
on the dimensionality of the integral. Since for these schemes each space component has to be
partitioned separately a d-dimensional integral will have an error scaling of ϵ ∝ N−ν/d, where ν
is the one-dimensional error scaling. Therein lies the power of the MC method. It is a rather
convenient method for calculating high-dimensional integrals with error scaling independent of
the dimensionality of the integral.

In statistical mechanics the calculation of high-dimensional integrals is a frequently occur-
ring problem. An example is the calculation of the average in phase space. Suppose we want to
calculate the statistical average of the macroscopic quantity A(x) in the canonical ensemble (see
eq. (3.3)). Following the simple sampling approach, one would then generate microstates xi with
a uniform probability distribution. These microstates can for example be positions of beads in
a model representation of a polymer, like the PRIME20 model. We then calculate the average
⟨A(xi)⟩NV T over our sample. However, the specific shape of the probability distribution in the
canonical ensemble creates an interesting problem. The Boltzmann distribution (eq. (3.5)) is
sharply peaked at states xi that are in an energy minimum, making these states contribute the
most to the average, while other states contribute almost nothing. Looking at systems investi-
gated in this work, the system has 2 polymer chains with 20 residues each. A representation in
the PRIME20 model results in 160 beads, which in turn leads to 480 coordinates in 3D space.
In large systems that have this many degrees of freedom and where the number of possible
microstates is huge, most of the generated states will have negligible contribution to the average
as the Boltzmann factor will be near Zero for most of them. A far more efficient approach would
be to generate microstates with a non-uniform probability distribution that is proportional to
the Boltzmann distribution. This way, states that contribute the most to the average will be
generated more often than those with a lower contribution. Doing so would greatly reduce the
time needed for the integral approximation to converge to its true value. This idea is called
Importance Sampling MC.

3.2.2 Importance sampling Monte Carlo

Importance sampling Monte Carlo aims to generate microstates with a probability distribution
proportional to the probability distribution of the states in the investigated ensemble pens. In
the case of the canonical ensemble the problem arises that pens = pNV T includes the partition
function Z (see eq. (3.5)) which is a priori unknown. Therefore, pNV T cannot be calculated
directly. In 1953 Metropolis et al. introduced the Metropolis algorithm which solves this problem
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[126]. The Metropolis algorithm is a Markov Chain Monte Carlo (MCMC) method. A Markov
Chain process is a sequence of states (xn)n∈N in which the probability of transitioning to the
state xi in the sequence only depends on the previous state xi−1. The idea of MCMC is derived
from the Master equation. It describes the time evolution of the probability distribution between
state pt−1(xi) and pt(xi) in a simulation and is given by:

pt(xi) − pt−1(xi) =
∑
j ̸=i

[pt−1(xi)w(xj |xi) − pt−1(xj)w(xi|xj)] . (3.15)

Here w(xi|xj) is the conditional probability of reaching state xi when starting from state xj .
As eq. (3.15) sums up the probability flow in and out of state xi it effectively describes conser-
vation of probability in Markov Chain processes. Note, that in thermodynamic equilibrium the
probability distribution p(x) is constant in time, which simplifies the Master equation to:∑

j ̸=i

[p(xi)w(xj |xi)] =
∑
j ̸=i

[p(xj)w(xi|xj)] . (3.16)

The detailed balance condition is a specific realization and a more strict case of conservation of
probability. It is valid for systems in equilibrium and requires that the probability of transitioning
from state xi to state xj is equal to the probability of transitioning from state xj to state xi.
Therefore, the detailed balance condition effectively gets rid of the sums in eq. (3.15). It is given
by:

p(xi)

p(xj)
=
w(xi|xj)

w(xj |xi)
∀i ̸= j, (3.17)

The transition probability w(xj |xi) in eqs. (3.15) to (3.17) is divided into two steps: the prob-
ability α(xj |xi) of proposing the new state xj given the current state xi and the probability
τ(xj |xi) of accepting the proposed state. It follows, that w(xj |xi) = α(xj |xi)τ(xj |xi). The
mechanism of proposing the new state xj is specific to the system that is investigated. It will
be discussed in detail for polymer systems in the PRIME20 model in section 3.3.3. It usually
involves small variations of the current state xi and has to obey the microscopic reversibility prin-
ciple: α(xj |xi) = α(xi|xj). Thus, the proposition probabilities α(xj |xi) cancel out of eq. (3.17)
and the transition probability w(xj |xi) is given by the acceptance probability τ(xj |xi). Any
choice of w(xj |xi) that satisfies the detailed balance condition (eq. (3.17)) will also satisfy the
Master equation (eq. (3.15)). In an ergodic system, this w(xj |xi) will lead to a Markov Chain
process that converges to the equilibrium distribution p(x) [127]. Ergodicity means, that any
state in the system can be reached in a finite number of steps, utilizing a Markov Chain process
in this case. Furthermore, if p(x) is the Boltzmann distribution pNV T (x) (eq. (3.5)) then the
partition function cancels out of the quotient on the left of eq. (3.17):

pNV T (xi)

pNV T (xj)
=
e−βH(xi)

e−βH(xj)
= e−β∆H, (3.18)

where ∆H = H(xj) − H(xi) is the energy difference between the states xi and xj . This ob-
servation motivates the acceptance probability that was originally proposed by Metropolis et
al.:

w(xj |xi) = min [1, exp(−β∆H)] . (3.19)

It enables importance sampling without a priori knowledge of Z and only requires a calculation
of the energy difference ∆H between the old and the new state.

Unfortunately, there are some downsides to the Metropolis algorithm. First, Z cancels out
of the equations, which is the core idea of Metropolis MC. However, knowledge of the partition
function would enable us to derive the entire canonical thermodynamics of the system (see
eq. (3.10)). Thus, obtaining Z would be highly desirable. Another problem occurs in complex
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systems with rough energy landscapes. MCMC methods are local search algorithms, which only
make relatively small changes to the state of the system. In complex systems with multiple
energy minima, this can lead to the algorithm getting stuck in low energy states that have a
high probability density p(x), because the acceptance probability w(xj |xi) penalizes transitions
to states with higher energy (see eq. (3.19)). This can especially be a problem in systems with
many degrees of freedom, like polymers in the PRIME20 model. In such systems, performing
large steps in configuration space is difficult and thus, the ability to escape local energy traps is
limited. If the simulation gets stuck, thermodynamic averages can not be calculated correctly, as
the microstates will not be sufficiently sampled. Multiple advanced MC techniques try to address
these shortcomings. Most notably, flat-histogram MC methods, like Umbrella Sampling [128],
Multi-canonical MC [129, 130], Wang-Landau MC [131–136] and Stochastic Approximation MC
[45, 56, 131, 135–140].

3.3 Stochastic Approximation Monte Carlo

SAMC was developed by Liang et al. [45] in 2007. It is very similar to the Wang-Landau Monte
Carlo (WLMC) method and can be seen as its mathematical pendant. Both of these methods
are part of the flat-histogram MC methods. As such, they aim to sample the energy space
of a system in a uniform manner. By doing so, they achieve an even visitation histogram of
the energy states in the system. The idea behind SAMC and WLMC is to approximate the
microcanonical density of states (mDOS) g(E), which counts the number of states with energy
E.(3) A major motivation behind obtaining the mDOS is that with it one can calculate the
partition function Z by replacing the sum over states (see eq. (3.6)) with a sum over energies:

Z =
∑
E

g(E)e−βE . (3.20)

Since g(E) is independent of the temperature it can be used to find all thermodynamic properties
of the system at any temperature. From observable averages A(E) collected in the microcanoni-
cal ensemble during the simulation runs it is possible to calculate the canonical ensemble averages
as

⟨A⟩(T ) =
1

Z

∑
E

g(E)e−βEA(E). (3.21)

It is worth noting, that the mDOS can depend on multiple parameters, not only the energy
E. It can be used for even sampling of any parameter space and their combinations [140–143].
However, in the work at hand only energy dependence was considered and the mDOS will be
denoted as g(E). Furthermore, configurational energy space was sampled (E = U) because
kinetic information is not directly accessible in Monte Carlo simulations. The ”missing” kinetic
part of the mDOS will be included post-simulation. How this is done and its effects on derived
thermodynamic variables will be discussed in more detail in section 3.4.

In order to motivate the algorithm of flat-histogram MC approaches, let us consider a random
walk through configuration space Γ(x) of the system. The probability of arriving at a state x′

which has an energy E′ in the interval [E′, E′ + ∆E) is proportional to the number of states
g(E′)∆E in that energy interval. Vice versa, the probability to start from a specific state x
with energy E is proportional to 1/(g(E)∆E). Thus, performing MCMC with an acceptance
probability that is proportional to the ratio of the density of states of the old and the new state
g(E)/g(E′) will lead to uniform sampling of energy states in the system. The problem at hand
now is that one does not know g(E). SAMC aims to approximate g(E) in an iterative manner,
which will be described in the following section.

(3)This density of states g(E) is the same as the density of states Ω, that was introduced in section 3.1.1. The
change to g(E) is made at this point to keep nomenclature consistent with literature [45]
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3.3.1 Algorithm of Stochastic Approximation Monte Carlo

We start by assuming a microscopic probability density Ψ(x) on configuration space Γ(x). Fur-
thermore, we chose an energy interval [Emin, Emax] with M discrete energy states Ei. The chosen
minimum energy Emin can be below the ground state energy Eg of the system. The energy states
can either be intrinsic to the system or, for systems with continuous energy range and states,
constructed by appropriate binning of adjacent energies [144]. This set of energies leads to a
unique partitioning of Γ [130]:

g(Ei) =

∫
Ei≤U(x)<Ei+1

Ψ(x)dx. (3.22)

Since SAMC aims to approximate g(Ei) = gi, there is a current working estimate of the mDOS
at simulation time step t which will be denoted ĝi(t). We start with an unbiased guess for ĝi,
for example ĝi(t = 0) = ĝi,0 = 1, ∀i [45]. However, it has been shown, that for fast convergence
it is beneficial to have a good initial guess of ĝi,0. A good first estimate would be the mDOS
of previous simulation runs of similar systems. Alternatively, one can utilize short preliminary
runs to get a rough approximation of ĝi [140]. Furthermore, it is advantageous to work with
the logarithm ln gi, because gi varies over multiple orders of magnitude. Next to the estimate
ln ĝi(t), the simulation keeps track of the histogram Hi(t) of visited energy states. It counts the
number of times the system visited an energy state in the interval [Ei, Ei+1) within t simulation
time steps. At the beginning of the simulation we set Hi(t = 0) = 0, ∀i. The simulation then
performs MCMC steps until a finalization criterion is met. Usually, this criterion is a maximum
number of simulation time steps tmax. Let’s assume the simulation at time step t proposes a
move from state xa to xb, which have the energies Ea and Eb respectively. This move will be
accepted with the probability:

w(xa,xb) = min

{
1,
ĝa(t)

ĝb(t)

}
. (3.23)

After accepting or rejecting the move, the new microstate of the system is x⋆ with the energy
E⋆. The simulation then updates the mDOS estimate ln ĝi(t) and the histogram Hi(t) at the
position of E⋆ according to:

ln ĝi(t+ 1) → ln ĝi(t) + γtδ(E
⋆, Ei), (3.24)

Hi(t+ 1) → Hi(t) + δ(E⋆, Ei). (3.25)

Here δ(E⋆, Ei) is the Kronecker delta function that is equal to one if the energy of the new state
E⋆ is in the energy interval [Ei, Ei+1) and zero otherwise. The modification factor γt decreases
over the course of the simulation according to

γt = min

(
γ0,

t0
t

)
. (3.26)

The convergence of the SAMC algorithm has been proven mathematically by Liang et al. [45].
For convergence γt has to satisfy

∞∑
t=1

γt = ∞ and

∞∑
t=1

γζt <∞, (3.27)

for some ζ ∈ (1, 2). In the convergence criteria for the time development of γt lies the main
difference between SAMC and WLMC. While in WLMC the algorithm waits for the histogram
to be sufficiently flat before reducing γt, SAMC reduces γt at a predetermined rate. Though it
might be more intuitive to wait for convergence, it has been shown that SAMC leaves a non-zero
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3.3 SAMC – Implementation details and simulation parameters

residual error when γt is changed exponentially [145]. Furthermore, in WLMC the time to reach
a desired precision is unpredictable, whereas in SAMC the simulation reaches the minimum
value of γt in a predefined number of moves. Another advantage of SAMC over WLMC is that
the energy range over which g(E) is to be approximated does not have to be fully within the
boundaries of the energy range of the investigated system but can in fact exceed it. This comes
in handy if the ground state energy of the system is unknown.

Finally, it should be noted, that in the SAMC scheme ln g(E) converges to the true value of
ln g(E) only up to an unknown constant S0 [130]. That is, because the acceptance probability
in eq. (3.23) depends on the ratio of the g(E) of different states.

3.3.2 Implementation details and simulation parameters

The SAMC simulation code used in this work was written in the C++ programming language. It
is based on the simulation code by Arne Böker [53, 61], which he developed in the C programming
language for the simulation of single chain homopolymers in the PRIME20 model. The change
in programming language (C → C++) is due to author preference. The simulation code that
is used in this work implements the option to simulate multi-chain systems into the previous
program version. This change demanded adjustments to a number of features in the base code.
The most important adjustments are discussed below.

Change to multi-chain systems

First, there is the issue of keeping the density in the system constant. On the one hand this
is important for keeping the system at physiological conditions. On the other hand this as-
sures that the polymer chains are kept in close proximity to each other which lets them interact
frequently. If the system is left unconfined, initially close chains would most probably end up
far apart from each other and outside their interaction range after a few MC steps. To keep
the chains close to each other, they are put inside a simulation box with periodic boundary
conditions (PBC). This means that the simulation box is replicated throughout space forming
an infinite lattice. As particles move through the simulation box, their periodic replicas in the
other boxes move in the exact same way. If a particle leaves its box, a respective replica enters
the box from the opposite side. At all times, one replica of each particle will be in the primary
simulation box. Thus, it is only necessary to store coordinates of the particles in the primary
simulation box, not those of all the periodic replicas in the image boxes. By using PBC, the
system is effectively infinite and not influenced by boundary effects, as would be the case if the
simulation box had solid border walls.
In systems with PBC, extra attention has to be paid when calculating distances between parti-
cles. Multiple versions of the same particle exist, i.e. one in each replica box. Hence, only the
shortest distance to a particle, which means to the closest version of this particle, should be
considered in distance calculations. This is called the minimum image convention. With this in
mind, the distance between two particles is calculated in the following way:

d
(α)
PBC = d

(α)
SB − L sgn(d

(α)
SB )

⌊∣∣∣d(α)SB

L
+ 0.5

∣∣∣⌋ , α ∈ (1, ... , D). (3.28)

Here d
(α)
PBC is the shortest distance between the two particles when taking PBC into account

and d
(α)
SB is the distance calculated in the primary simulation box. The superscript (α) indicates

separate calculations for each coordinate in a Cartesian coordinate system with Dimension D.
L is the side length of the simulation box and the operator ⌊x⌋ is the floor function that returns
the largest integer smaller than x.

Distance calculations have to be performed multiple times per simulation time step. For
example, it is required in the calculation of the acceptance probability of a proposed MC move.
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Chapter 3. Simulation Method

For this one needs to determine the energy of the old and the new state (see eq. (3.23)). Energy in
the PRIME20 model depends on the distance between particles (see section 2.3). A brute-force
approach would be to calculate all distances between all particles in the system and then check
which ones are within each other’s interaction range. This would require O(N2) operations,
where N is the number of particles in the system. This is computationally expensive and
unnecessary, because most particles are too far apart from each other to contribute to the
energy of the system. To reduce the number of distance calculations, the simulation code uses
a cell structure and a linked list [60, 146, 147]. A linked list is a type of neighbor list that acts
as a bookkeeping device to keep track of neighboring particles. The idea behind the method is
to divide the simulation box into square cells which have a side length Lcell that is greater than
the largest interaction distance dhuge in the system. In the case of PRIME20, dhuge = 7.4 Å (see
table A.4). By choosing Lcell > dhuge, particles that are within each other’s interaction range
will be in the same cell or in neighboring cells. During the course of the simulation, a list is
maintained that keeps track of which particle belongs to which cell. In this way, when calculating
distances between particles, one only needs to go through the lists of particles in the relevant
cells in order to get all particles relevant for the distance calculation. This massively reduces the
computational effort of distance calculations to O(N) operations [60]. Consider the 2D example
in fig. 3.1(a), where the simulation box is divided into 5 × 5 cells. If the particle of which the
energy is to be calculated is located in cell 7 then only particles in cells (1,2,3,6,8,11,12,13) have
to be considered. Extra attention has to be paid when looking for neighbors of a particle close
to the border of the simulation box. Their neighbors can be located in cells on the opposite side
of the box, due to the PBC. Looking again at the example in fig. 3.1(a), neighboring cells to
cell 11 include cells 10,15 and 20.

The linked cell list method has a sophisticated way of listing the particles in the cells which
works as follows: First, one sorts every particle into its appropriate cell. As this step has a low
computing cost, it can be performed after every position update. During the sorting process two
lists are created: a Head-Of-Chain list (HOCL) and a Linked-List (LL). The HOCL contains
one entry for each cell. Each entry contains the largest particle index q1 in the respective cell.
This marks the entry position LL[q1] into the linked list. LL[q1] then contains the index q2 of the
particle in the cell with the next-lower index, which in turn contains the next-lowest index q3,
and so on. The linked list terminates when reaching an element with index Zero. This indicates
that there are no further particles in the cell. As an example, again consider the system with
5 × 5 cells from before (fig. 3.1). Let’s assume, that 12 particles are distributed between cells 7
and 8 as seen in fig. 3.1(b). Cell 7 contains particles (2,5,6,9,10,11) and cell 8 contains particles
(1,3,4,7,8,12). This results in the two lists, HOCL and LL, being set up as shown in table 3.1.
When looking for the particles in cell 7, one would start the LL at position HOCL[7] = 11.
Following the linked list through the cells, one would find the indices of all particles in cell 7 by
following the linked list:

LL[11]=10 → LL[10]=9 → LL[9]=6 → LL[6]=5 → LL[5]=2 → LL[2]=0.

In the same way one can retrieve the indices of all particles in cell 8 by starting in the LL at
position HOCL[8] = 12 and going through the linked list:

LL[12]=8 → LL[8]=7 → LL[7]=4 → LL[4]=3 → LL[3]=1 → LL[1]=0.

This way, the linked cell list method allows for efficient distance calculations in systems with a
finite simulation box size, including systems with PBC.

Another change made to the simulation code due to the accommodation of multi-chain
systems was the implementation of additional MC moves. Since a different relative distances
and orientations of the chains constitutes a different microstate of the system, it is necessary to
introduce moves that change the position and orientation of entire chains. The implementation
of all MC moves utilized in the simulation will be discussed in more detail in section 3.3.3.
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3.3 SAMC – Implementation details and simulation parameters

Table 3.1: Head-of-chain array (”HOCL”) and Linked List (”LL”). For cell i starting at LL[q1] with
q1 specified in HOCL[i] one can follow the trail through LL where each element specifies the index of
the next particle in the cell.

Index 1 2 3 4 5 6 7 8 9 10 11 12

HOCL 11 12
LL 0 0 1 3 2 5 4 7 6 9 10 8

(a) (b)

Figure 3.1: (a) Example of a 2D simulation box divided into 25 cells. (b) The linked List in table 3.1
is used to find the particles in cells 7 and 8.

Simulation parameters

Interaction potentials in the PRIME20 model are discontinuous (see section 2.3). This leads
to the energy of a microstate only assuming discrete values. Therefore, the energy scale was
divided into bins of width dbin = 0.1. In homopolymer systems of PolyQ chains, the energy
contribution of a single side chain contact is εSC = −0.08. The energy contribution of a HB is
εHB = −1.00. From this is follows, that the energy E of a microstate can assume values that
are multiples of 0.08, when E ∈ [−1; 0]. Since 0.08 · 13 = 1.04, E can reach values that are
multiples of 0.04, when E < −1. However, especially at shorter chain lengths, these discrete
energy values can not be fully populated. Thus, dbin = 0.1 was chosen, as it yields a good
compromise between resolution and population of the energy states. The division of energy
space with dbin = 0.1 was kept the same for the investigation of the heteropolymer systems of
Aβ and PTH. It should be mentioned that this energy binning is rather basic and does not
account for the fact that it groups microstates with different microscopic probability densities
into the same energy bin. Because the sampling takes place in the microcanonical ensemble,
it is assumed that the probabilities of the microstates in the same energy bin are equal. But
especially at low energies, microstates with an energy at the lower border of the energy bin can
have a much lower probability of occurring than a state with an energy at the upper border of
the energy bin. A way to alleviate this problem would be to interpolate ln ĝi between the energy
states Ei and Ei+1. This would allow for a more accurate accumulation of ln ĝi by assigning
different mDOS to different states in the same energy bin when calculating the acceptance
probability of the MC steps [148]. However, this requires a more complex implementation of the
acceptance probability calculation and was not done in this work.

As described above in section 3.3.1, the choice of γ0 and t0 is important for the convergence of
the SAMC algorithm. The initial modification factor γ0 was chosen in the interval [0.001, 0.004].
Convergence of simulations of larger polymer systems benefited from larger values of γ0 as the
mDOS has to be accumulated over a large energy range. On the other hand, when improving
upon the accuracy of previous simulation runs of which the ĝi was used as initial guess for the
new simulation run, a smaller γ0 was chosen to reach a smaller target γt. As was shown by
Shakirov, the accuracy of the simulation results also depends on the ratio of t0 to the number of
energy bins Nbin in the sampling range [140]. To achieve high accuracy, t0 was chosen according
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Table 3.2: Simulation box side lengths L for the different polymer systems. Nres is the number of
residues in the polymer chain, also referred to as the chain length.

Polymer Nres L

Polyglutamine
14,16,18,20,22,24,26 112.5Å
28,36 150.0Å

Amyloid-β 40,42 300.0Å

PTH 34,42,84 300.0Å

to the formula:

t0 =
Nbin

Nbead
ν, ν ∈ (1.5, 5.0). (3.29)

Here Nbead is the number of beads in the system. Its inclusion in the calculation of t0 accounts
for the fact that one MC step, after which γt is recalculated, involves Nbead MC moves. This
ensures that every bead in the system has a chance of being moved during one MC time step.
The choice of the factor ν again depends on the accuracy of previous results that were used as
initial guess for the new simulation run. A smaller ν leads to a smaller t0, which in turn leads to
a smaller target γt and thus a potentially higher accuracy of the simulation results. This comes
with the trade-off, of accumulating less mDOS over the course of the simulation, which leaves
less room for adjusting errors in the initial guess of ĝi.

The three different polymer systems (PolyQ, Aβ and PTH) have different amino acid se-
quences and different chain lengths (number of residues per chain) Nres. The sequences are:

PolyQNres
= (Q) ·Nres (3.30)

Aβ(1 − 42) = DAEFR5 HDSGY10EVHHQ15KLVFF20AEDVG25SNKGA30−
IIGLM35VGGVV40IA (3.31)

PTH(1 − 84) = SVSEI5 QLMHN10LGKHL15NSMER20VEWLR25KKLQD30−
VHNFV35ALGAP40LAPRD45AGSQR50PRKKE55DNVLV60−
ESHEK65SLGEA70DKADV75NVLTK80AKSQ. (3.32)

Subsets and variants of these proteins are identified by the positions of the start and end residues.
For example Aβ(1− 40) is the first 40 residues of the full Aβ sequence. The colors in eqs. (3.30)
to (3.32) help differentiate between the different chain lengths that were used in the simulations.
The simulation box side lengths L were chosen in such a way that the systems were at a molecular
concentration of c ≈ 1 mM. This was done to ensure that the concentration in the systems were
close to in vitro experiment conditions. The systems that were simulated with the chosen Nres

and L are shown in table 3.2. L has not the same value for the different simulated systems,
because the different lengths of the polymer chains put different restrictions on the minimal box
length Lmin. If Lmin is too small, a single chain could stretch from one side of the simulation
box to the other and interact with itself. This in turn would lead to an overestimation of the
number of intra-chain contacts and other undesirable effects.

Simulations were performed on the high performance computing (HPC) cluster of the theo-
retical physics faculty of the Martin-Luther University Halle-Wittenberg. On Intel Xeon E5-2640
CPUs with 2.40 to 2.60 GHz and a minimum of 16 GB of RAM, simulations runs took approx-
imately 60 days on average to converge on a mDOS with a precision of γt < 10−7. 8 or 16
simulation runs were performed in parallel on the cluster. The number of parallel runs was
chosen according to the number of available cores on the cluster. Converged simulation runs
over the same energy window were averaged. Multiple energy windows were combined to form
the total mDOS of the system.
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Additional software tools

Analysis of the simulation results was performed with the help of various software tools. The
most important of which are listed here:
Data analysis was mainly performed in the python programming language using the NumPy
library [149]. Additional analysis, was performed in C++ [150]. GNU bash scripts were used
for automation of data handling and minor data analysis tasks [151]. Plots were created using
the Matplotlib library in python. Other diagrams and figures were created and edited using
GIMP (GNU Image Manipulation Program) [152] and Inkscape [153]. Polymer structures were
visualized with PyMOL [154].

3.3.3 Monte Carlo moves

The SAMC algorithm is a type of MCMC method. As such, it requires a set of MC moves
to change the current state of the system. A thorough description of different MC moves for
polymer systems can be found in [155]. The following MC moves were implemented in the
simulation code: local displacement of a single bead, pivot rotation moves and whole chain
moves.

The most commonly selected MC move is the local displacement of a single bead. It is
selected 50 times as often as the other MC moves. The move is a small local change of the
position of a single randomly selected bead in a random direction. The maximum distance of
displacement in each cardinal direction is set to 0.02 Å. It is the only move type to change local
distances and bond lengths between beads. Thus, it is an essential move in order to fully sample
configuration space. Furthermore, the potentials in the PRIME20 model are short-ranged and
the energy of the system is highly dependent on these local distances.

The Pivot rotation move changes the configuration of the polymer chain by rotating the Ψ or
Φ angle of a randomly selected residue by a random amount (the angles are shown in fig. 2.4(a)).
The maximum angle of rotation is set to π/3, which optimizes the move’s acceptance rate while
still potentially producing large changes to the conformation with large energy jumps. In single
chain systems, the choice of the chain end that is rotated is arbitrary, since it does not make a
difference in the microstate of the system. However, in multi-chain systems, rotating different
sides of the chain leads to different microstates due to the relative positions of beads of different
chains. Thus, in the multi-chain systems the chain ends on both sides of the selected angle can
potentially be selected for rotation. The pivot moves do not change any bond lengths. Instead,
they are used to make large scale changes to the configuration of the polymer chain. This leads
to a lower acceptance rate of the pivot move compared to the local displacement move. This is
especially noticeable when the system is in a low energy state, were the steric restrictions are
high and the free volume is low.

The third kind of MC moves are the whole chain moves. They consist of two types: the whole
chain translation and the whole chain rotation. The translation move is a large scale random
displacement of the entire chain in a random direction. In each cardinal direction, a random
distance in the interval [−dmax, dmax] is selected, where dmax is set to around 0.5L. The whole-
chain rotation move is a rotation of the entire chain around its geometric center and around
a randomly selected rotation axis. The maximum angle of rotation is 2π. These whole chain
moves are important to change the relative position and orientation of the chains in multi-chain
systems.

Acceptance rates varied for all move types over the energy range of the system. In high
energy regions, the acceptance rates were high, because there are less steric restrictions due to
the hard sphere repulsion. In low energy regions, the acceptance rates were low, because there
are more steric restrictions and less free volume. This holds especially true for the large scale
moves.
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3.4 Observables

Simulations were performed in two stages: the SAMC runs and the production runs. The
SAMC runs were used to estimate the mDOS of the system. The production runs then used
the approximated ĝi to uniformly sample the energy space of the system. Production runs did
not change the mDOS any further. Instead, they were used to calculate the observables of the
system in dependence of the energy. As mentioned before, in MC only the potential energy of
the system is accessible. This section will discuss how to transition from the configurational
microcanonical ensemble to the full-energy microcanonical ensemble. Furthermore, conversion
of observables to the canonical ensemble will be discussed. Finally, the observables that were
calculated in the simulation runs will be presented, which are grouped into thermodynamic and
structural observables.

3.4.1 Transition between ensembles

During the SAMC runs, observables ⟨A⟩(U) were collected in the microcanonical ensemble.
To convert the microcanonical ensemble averages to the canonical ensemble, one can use the
mDOS g(U) to calculate the canonical ensemble averages according to eq. (3.21). However, the
microcanonical ensemble is usually defined in phase space, not in configuration space. Thus, one
needs to include the kinetic part of the mDOS to get from the configurational microcanonical
ensemble (NV U) to the full-energy microcanonical ensemble (NV E). Here, E = U +K is the
total energy of the system with the potential energy U and the kinetic energy K. Shakirov et al.
presented a method of obtaining the mDOS in phase space from the mDOS in configuration
space via the convolution of the two [142]:

g(E) ∝
∑
U

(E − U)f/2−1g(U)Θ(E − U)

=
∑
U

exp

[(
f

2
− 1

)
ln[E − U ] + ln[g(U)]

]
Θ(E − U) . (3.33)

Here, Θ(x) is the Heaviside step function and f is the number of degrees of freedom of the
system. In the PRIME20 model, a system of two polymer chains, each with Nres residues, has
f = 24Nres−3 degrees of freedom. This is because each of the Nres residues in the 2 chains
has 4 beads, each with 3 degrees of freedom. Three coordinates are restricted by conservation
of momentum. As was the case for the configurational mDOS, g(E) is only known up to an
unknown constant, hence the proportionality in eq. (3.33).

Observables in the configurational ensemble can be transformed to the full-microcanonical
ensemble using the conditional probability p(E|U) of finding the system in a state with energy
E given a potential energy U :

A(E) =
∑
U

A(U)p(E|U) (3.34)

with p(E|U) =
(E − U)f/2−1g(U)Θ(E − U)∑
U (E − U)f/2−1g(U)Θ(E − U)

. (3.35)

Next to the microcanonical ensemble, the canonical ensemble is of interest. As already discussed
in section 3.3, canonical ensemble averages can be obtained by calculating the partition function
Z (eq. (3.20)). With knowledge of Z the canonical ensemble averages are calculated using the
mDOS g(E) according to eq. (3.21). By replacing the total energy E with the potential energy
U in both equations one gets configurational results in the canonical ensemble.

Thus, there are four different ensembles up for consideration: the configurational and full-
energy microcanonical ensemble and their respective canonical ensembles. However, comparing
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Figure 3.2: Comparison of thermodynamic observables in the configurational (black) and full-energy
(blue) microcanonical ensemble and their respective canonical ensembles. (a) Temperature T as a
function of energy E. (b) Squared radius of gyration Rg

2 as a function of energy E. (c) Canonical
heat capacity CV as a function of temperature T . (d) Rg

2 as a function of temperature T . Values of
U , E, T and CV are given in PRIME20 model units, while Rg

2 is given in Å2.

the configurational and full-energy ensembles shows, that in the canonical ensemble the distinc-
tion between configurational and full-energy ensemble is not required. A comparison between
the different ensembles is shown in fig. 3.2. The temperature (fig. 3.2(a)) and the squared radius
of gyration are common observables in the microcanonical ensemble. The representation in the
configurational microcanonical ensemble is colored in black, while the full-energy microcanoni-
cal ensemble is assigned the color blue. It is immediately evident, that both graphs look very
different and hold different information. Therefore, both the configurational and the full-energy
microcanonical ensemble will be used in the thermodynamic analysis of the simulation results.
For the canonical ensemble, fig. 3.2(c) shows the canonical heat capacity and fig. 3.2(d) again
shows the radius of gyration, but this time as a function of temperature. In the full-energy
canonical ensemble, the heat capacity is shifted upwards by a factor of f/2, compared to the
configurational canonical ensemble. This is due to the fact that the heat capacity is a measure
of the fluctuations of the energy of the system and the expected kinetic energy gain is kBT/2 per
degree of freedom. Apart from this shift, the shape of the two heat capacity curves is identical.
Since in the analysis, the maxima positions of the heat capacity are of interest, the shift does
not affect the results. For the radius of gyration, the change from the configurational to the
full-energy canonical ensemble does not affect the results at all. The situation is similar for
other structural observables. Thus, a distinction between the configurational and full-energy
canonical ensemble is not necessary for the analysis of the simulation results.

3.4.2 Thermodynamic observables

The primary result of the SAMC simulation is the mDOS g(E). Since g(E) spans hundreds
of orders of magnitude, the simulation operates using its logarithm ln g(E), which is directly
related and proportional to the system’s entropy:

S(E) = kB ln g(E) + S0. (3.36)

Here, kB is the Boltzmann constant and S0 is the unknown constant up to which SAMC ap-
proximates the mDOS. This S0 originates from the MC acceptance criterion (eq. (3.23)) which
uses the ratio of the g(U) of different states. Entropy is a measure for the number of microstates
that correspond to a certain energy. By setting kB = 1 the logarithm ln g(E) directly represents
the entropy S(E).

In order to investigate the thermodynamic properties of the system one turns to its deriva-
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tives, namely the temperature T (E) and the microcanonical heat capacity c(E):

T (E) =

(
∂S

∂E

)−1

(3.37)

c(E) =

(
∂T

∂E

)−1

= − 1

T 2

(
∂2S

∂E2

)−1

. (3.38)

The configurational versions of the entropy, temperature and heat capacity are calculated from
the configurational mDOS g(U) in the same way as described above, by replacing E with U in
the equations.

In the canonical ensemble, the average energy ⟨E⟩(T ) and the heat capacity cV (T ) are of
interest. The average energy is calculated as follows:

⟨E⟩(T ) =
1

Z

∑
E

E g(E) e−βE = −∂ lnZ

∂β
, (3.39)

where β = 1/kBT is the inverse temperature. The heat capacity is then calculated as the
derivative of the average energy:

CV (T ) =
∂⟨E⟩
∂T

=
⟨E2⟩ − ⟨E⟩2

T 2
(3.40)

With knowledge of the mDOS g(E), the partition function Z can be calculated as shown
in eq. (3.20). This allows any observable that was collected in the simulation’s microcanonical
ensemble to be transformed to the canonical ensemble using eq. (3.21). Consequently, the
simulation results can be presented as functions of both the energy and the temperature of
the system, offering a comprehensive perspective of its thermodynamic behavior. However, the
temperature dependence of the observables is of particular interest, as it more closely relates to
experimental conditions.

Identifying phase transitions

With the thermodynamic quantities described above, it is possible to identify phase transitions
(PTs) in the system. According to the Ehrenfest classification, a PT is of n-th order if the
thermodynamic potential exhibits a discontinuity in its n-th derivative with respect to some
thermodynamic variable, while all lower-order derivatives remain continuous. In the canonical
ensemble, the relevant thermodynamic potential is the Helmholtz free energy F (T, V,N), which
can be obtained from the logarithm of the partition function Z and can therefore be computed
from the mDOS (see eqs. (3.10) and (3.20)). The first derivative of F with respect to T is
proportional to the average energy ⟨E⟩(T ), as can be derived from eq. (3.39):

⟨E⟩(T ) = −∂ lnZ

∂β
= F − T

∂F

∂T
, (3.41)

where F = −kBT lnZ and β = 1/(kBT ). The second derivative of F with respect to T is used
to calculate the heat capacity:

CV (T ) =
∂

∂T

(
F − T

∂F

∂T

)
= −T ∂

2F

∂T 2
. (3.42)

In a first-order PT, ⟨E⟩ is discontinuous at the PT temperature T ∗, leading to a divergence
of CV (T ) at T ∗. In finite systems, however, CV (T ) does not diverge but instead exhibits a
sharp peak. For a second-order PT, CV (T ) diverges in the thermodynamic limit, while in finite
systems, this divergence manifests as a broad peak.
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Figure 3.3: Schematic example of an en-
tropy curve S(E) featuring a convex in-
truder. S(E) is colored in blue, while the
tangent to the convex intruder is colored
in red.

In addition to the canonical ensemble, the micro-
canonical ensemble can also be used to identify PTs.
Here, the shape of the entropy S(E) is directly an-
alyzed. The slope of S(E) is proportional to the in-
verse temperature 1/T , as can be seen from eq. (3.37).
For a given energy E1 and the corresponding entropy
S(E1), the temperature T1 defines a tangent to S(E)
with slope 1/T1 = dS

dE

∣∣
E1

. The equation of said tan-
gent is given by:

S − S(E1) =
E − E1

T1
⇒ E − T1S = E1 − T1S(E1) = F1. (3.43)

Thus, all points on the tangent have the same free
energy F1. If S(E) exhibits a convex region, then
there exists a tangent on S(E) with slope 1/T ∗ and
two contact points E1 and E2, at which the system
has the same free energy. This indicates a first-order

PT, with two phases coexisting at the PT temperature T ∗ that corresponds to the slope of
this tangent. A schematic example of an S(E) curve featuring a convex intruder is shown in
fig. 3.3. The convex behavior in S(E) translates to a loop-like feature in T (E), which is also
called a Gibbs-loop. The connection points of the tangent to S(E) correspond to the points of
an equal-area-construction in T (E), analogous to the well-known Maxwell-construction in the
p-V diagram. This method defines the coexistence region and the PT temperature and will be
called Gibbs-construction in this work.

Additionally, one can use the microcanonical heat capacity c(E) to gain further insights into
the phase behavior of the system. c(E) is related to the negative of the second derivative of the
entropy with respect to energy, as shown in eq. (3.38). For a first-order PT, the loop region in
T (E) results in an inflection point with a negative slope. This corresponds to a peak in c(E),
which has a negative value at the peak position. In contrast, a second-order PT is characterized
by a monotonous change of the slope of the entropy. The corresponding region in T (E) does not
feature a Gibbs-loop and the inflection point has a positive slope. Consequently, the maximum
in c(E) for a second-order PT exhibits a positive value.

In this way, identification of maxima in the microcanonical heat capacity can be used to
precisely determine the order of a PT. This approach offers greater accuracy compared to the
evaluation of ”sharpness” of peaks in CV (T ).

3.4.3 Structural observables

In addition to the thermodynamic observables, structural observables were determined in the
simulation runs. These observables give insight into the structure of the polymer chains and
their interactions.

A universal and central structural observable is the tensor of gyration Tg. It is a measure
of the spatial extent of a polymer chain, and it is defined as

Tg =
1

Nres

Nres∑
i=1

(r⃗i − r⃗COM) ⊗ (r⃗i − r⃗COM), (3.44)

where Nres is again the number of residues in a single chain. Furthermore, r⃗i is the position of
the i-th bead in the chain, r⃗COM is the position of the center of mass of the chain and ⊗ is the
tensor product. The tensor of gyration can be diagonalized to obtain the eigenvalues λ1, λ2, λ3,
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which are sorted in descending order (λ1 ≥ λ2 ≥ λ3). From the eigenvalues, one can obtain the
squared radius of gyration Rg

2:

Rg
2 =

1

Nres

3∑
i=1

λi
2. (3.45)

Furthermore, one can obtain the relative shape anisotropy κ2:

κ2 = 1 − 3
λ1λ2 + λ2λ3 + λ3λ1

(λ1 + λ2 + λ3)2
. (3.46)

It is a measure for the symmetry and the dimensionality of the confirmation of the polymer
chain. κ2 is limited to the interval [0, 1]. It attains κ2 = 0 for a perfectly spherical confirmation,
and it becomes κ2 = 1 if all particles lie on a straight line.

A final descriptor one can obtain from Tg is the asphericity parameter b. It measures the
conformation’s deviation from the spherical symmetry and is defined as:

b = λ1 −
1

2
(λ2 + λ3). (3.47)

Its interpretation becomes clear, when recalling that the eigenvalues λi are sorted in descending
order.

Another important structural observable is the hydrodynamic radius Rh. It is a measure of
the polymer chain’s size in solution and is experimentally accessible from the diffusion coefficient
D, the viscosity of the solvent η and the temperature T : Rh = kBT/(6πηD). For polymers in
solution, Rh is also defined by

1

Rh
=

1

N2

〈 N∑
i<j

1

rij

〉
, (3.48)

where rij is the distance between the i-th and j-th bead in the chain and the brackets denote
an ensemble average.

Hydrogen bond contact probability maps (HB maps) were used to identify characteristic
HB patterns in the polymer chains. How a HB contact is formed is described in section 2.3.
HB maps (P(HB)

ij ) are (N × N) matrices, where N = NchNres is the total number of residues.
Nch = 2 is the number of chains and Nres the number of residues per chain. A HB map shows
the probability of a HB to be formed between the ith NH and the jth CO bead in the polymer
chain:

P(HB)

ij (U) =
N (HB)

ij (U)

H(U)
. (3.49)

Here, N (HB)

ij (U) is the number times a HB was formed between residues the ith NH and the jth

CO bead, if the configuration had a configurational energy U and H(U) is energy visitation
histogram. Note, that the HB maps are not necessarily symmetric, because HBs form between
different bead types (N and CO). Furthermore, one can calculate contact probability maps for
side-chain interactions as well. They are calculated in the same way as the HB maps, but for
side-chain beads instead of backbone beads.

The secondary structure of polymers can be identified using Ramachandran plots [73–76].
They display the distribution of the Ψ and Φ angles of the residues in the polymer chain in a 2D
map. For a more detailed introduction to Ramachandran plots, refer to section 2.1. Notably,
certain secondary structures, such as α-helices and β-sheets, restrict the Ψ and Φ angles of
the residues involved in these structures to specific regions within the Ramachandran plot (see
fig. 2.2). Amino acids with torsion angles in the range of Ψ ∈ [−100◦, 45◦] and Φ ∈ [−180◦, 0◦]
are considered to be in the α-helical region. Amino acids with torsion angles in the range
of Ψ ∈ [45◦, 225◦] and Φ ∈ [−180◦,−45◦] are considered to be in the β-sheet region. This
allows for the identification of the secondary structure to which a residue belongs. Böker et
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al. used Ramachandran plots of homopolymer systems to identify the correct model version of
PRIME20 [53, 61] by comparing the obtained Ramachandran plots with the proteins known
secondary structure. In this work heteropolymer systems were investigated, which have diverse
secondary structure motifs distributed along the polymer chain. Given the complexity of these
systems, examining the Ramachandran plots of the entire chain proves impractical. Instead,
a more effective approach was chosen that takes the Ramachandran plots of the individual
residues, identifies their corresponding secondary structure and then calculates the probability
distribution of these structures along the chain.
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Chapter 4

Dimerization of Polyglutamine

The model and simulation method described in chapters 2 and 3 were used to investigate three
different peptide systems: polyglutamine (PolyQ), Amyloid beta (Aβ) and parathyroid hormone
(PTH). This chapter focuses on the results obtained from the PolyQ systems, while the findings
for the other two peptides are discussed in chapters 5 and 6. The primary results of the PolyQ
investigation have been previously published [56]. In this chapter, these main findings are
summarized, expanded upon and discussed within a broader context.

Additionally, this chapter will serve as an introduction to the analysis methods used through-
out this thesis. The methods include a thermodynamic analysis, which starts with the configura-
tional density of states (DOS) obtained from the SAMC simulations and leads to an identification
of the systems phase transitions. Furthermore, an analysis of the configurations in the differ-
ent phases will be carried out. This includes using structural observables such as the tensor
of gyration and hydrogen bond contact probability matrices. The chapter will conclude with
a discussion of the results and their implications for the aggregation of PolyQ peptides. The
analysis methods used in this chapter will largely be applied to the Aβ and PTH systems in the
subsequent chapters as well.

Simulations were performed on PolyQ systems of two chains of identical length. The chain
length (Nres) here refers to the degree of polymerization i.e., the number of amino acid residues
in the chain. Nine different chain lengths were studied: Nres ∈ (14, 16, 18, 20, 22, 24, 26, 28, 36).
The side length of the simulation box was set to L = 112.5 or L = 150 depending on the chain
length (see section 3.3.2 and in particular table 3.2). These settings correspond to millimo-
lar concentrations, which is close to in vitro experimental conditions for PolyQ aggregation.
Throughout this chapter, the different PolyQ systems will be designated by the code ’CXQY’,
where X denotes the number of chains and Y represents the number of residues per chain. For
example, C2Q24 refers to a system of 2 chains, each with 24 Gln residues.

4.1 Thermodynamic analysis

As described in chapter 3, the SAMC algorithm produces an approximation of the microcanonical
density of states g(U). More precisely, it produces an approximation of ln g(U) which is equal
to the entropy S(U) when setting the Boltzmann constant kB = 1. It is important to note, that
the approximated S(U) is known only up to an additive constant. However, since the analysis
of phase transitions requires the calculation the derivatives of S(U), the additive constant has
no impact on the here performed analysis. It can thus be chosen freely. The entropies of the
nine different PolyQ systems are shown in fig. 4.1(a). The shift along the y-axis between the
different systems is chosen to better differentiate them. This shift is permissible here due to the
aforementioned unknown additive constant.

Looking at the behavior over the entire energy range, the entropies all exhibit roughly the
same ascending slope. This behavior is to be expected, since the entropy is a measure for the
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Figure 4.1: Configurational and total-energy microcanonical entropy of the 9 polyglutamine systems of
varying chain length. The entropies are shown in (a) as a function of the potential energy U and in
(b) as a function of the total energy E. The different systems are shifted along the y-axis for better
visibility as they are only determined by the SAMC algorithm up to an additive constant.

number of microstates corresponding to a given energy U , and the low energy regime imposes
higher restrictions on the systems conformational freedom. The lower bound of the displayed
S(U) is defined by the lowest energy at which the simulations of the corresponding system
converged.

Another notable observation is that the maximum of the entropy occurs at an energy below
zero, rather than at the system’s maximum potential energy. This behavior of S(U) can be
attributed to the geometric properties of the polymer chain in the PRIME20 model. For a con-
figuration to have an energy of zero, it has to be in a state where neither HB nor SC interactions
are present. For the displayed PolyQ systems, such configurations are possible. However, only
small alterations to these configurations can cause SC beads to experience each others square-
well attraction (eq. (2.3)). This makes these no-contact configurations less probable compared
to those with at least some degree of SC contact. Consequently, the maximum in entropy, corre-
sponding to the highest number of microstates, occurs at an energy below zero. Its exact value
depends on the chain length, with longer chains having a maximum at lower energies compared
to shorter chains.

Another feature of the entropies in fig. 4.1(a) that springs to attention is their oscillating
behavior. This is most prominent in the smaller systems, such as C2Q14 and C2Q16. The
oscillations are the result of the discretization of energy space and the two different energy
scales in the PRIME20 model. Consider the two energy intervals E[−] = (−1 − δE;−1] and
E[+] = (−1;−1 + δE]. Here δE = 0.1 is the width of the energy bin used in the simulation.
The energy gain of a HB in the PRIME20 model is defined as EHB = −1 (see section 2.3.1).
Thus, a configuration which has one established HB falls into the energy bin E[−], just below
E[+]. Configurations can only belong to E[+] if they do not have any established HBs. Instead,
SC contacts have to be formed in order for the configuration to have an energy within E[+].
The energy gain of SC interactions for PolyQ chains in the PRIME20 model is ESC = −0.08.
Consequently, 12 SC contacts have to be formed in order to reach the energy E = −0.96 ∈ E[+].
It is obvious that the formation of 12 SC contacts imposes greater steric restrictions on the
possible configurations compared to the formation of a single HB. This results in a lower
entropy in E[+] compared to E[−]. This holds especially true for systems of shorter chains,
where the number of available SC beads is smaller when compared to systems of longer chains.
The oscillations in the entropy are thus a direct consequence of the two different energy scales
(for HBs and SCs) in the PRIME20 model. The oscillations in S(U) have a significant impact on
its derivatives. The temperature curves T (U), which are the inverses of the first derivatives of
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Figure 4.2: Plots relevant to the thermodynamic analysis of the C2Q16 system. (a) Temperature T (U)
derived from the configurational entropy S(U), (b) temperature T (E) derived from the full-energy
entropy S(E), (c) canonical heat capacity cV (T ) and (d) microcanonical heat capacity c(E). In (b)
and (d) the gray dashed lines mark the energies of the phase transitions.

S(U), exhibit large peaks in both positive and negative direction. For example, the temperature
derived from the configurational entropy of the C2Q16 system is shown in fig. 4.2(a). Negative
values for the microcanonical temperature are not uncommon for finite systems and simulations
of the same. Their physical significance has been widely discussed in the literature [121, 142,
156, 157]. However, the extreme fluctuations in the temperatures of the PolyQ systems are
unusual and not easily interpretable.

Therefore, the S(U) graphs are smoothened by including the contribution of the kinetic part
of the energy. This is achieved using a convolution, according to eq. (3.33). This conversion is
further motivated by the fact, that the microcanonical ensemble is defined in phase space, not
only configuration space, as has already been discussed in section 3.4.

The full-energy microcanonical entropies S(E) for all PolyQ system sizes are shown in
fig. 4.1(b). The S(E) curves are monotonous and smooth, unlike the S(U) curves. Again,
their minimum is defined by the lowest energy at which the simulations of the corresponding
system converged at. The upper energy bound is infinity. When going to large energies, the
DOS will tend towards the DOS of the ideal gas as the kinetic contributions will dominate.
In order to interpret the shape of S(E), its derivatives are calculated. The temperature T (E)
and the heat capacity c(E) are directly related to the first and second derivatives of S(E) (see
eqs. (3.37) and (3.38)). Again, the C2Q16 system is used as an example. T (E) is shown in
fig. 4.2(b) and c(E) in fig. 4.2(d).

Inflection points in T (E) indicate pseudo phase transitions (PTs) in the system [158–160].
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4.1 Thermodynamic analysis

The prefix ”pseudo” arises, because in statistical mechanics, PTs are only defined in the ther-
modynamic limit. However, the here presented results are for simulations of finite systems.
Nevertheless, in the remainder of this work the prefix will be dropped for better readability.
Following the Ehrenfest classification [161], a PT is classified as first-order if the slope of the
temperature T (E) at the corresponding inflection point at E = E∗ is negative. Therefore, the
temperature curve is non-monotonic. Since c(E) is the inverse of the first derivative of T (E), an
inflection point in T (E) corresponds to a local maximum in c(E). If the slope of T (E) at E = E∗

is negative, then c(E∗) < 0 (negative maximum). In this scenario, system is in a ”mixed-phase
regime” in which some parts of the system have completed the transition and others have not.
Conversely, if the slope of T (E) at E = E∗ is positive, the PT is of second order and c(E∗) > 0
(positive maximum). A second-order PT is also called a continuous PT.

In fig. 4.2(d), three local maxima are visible in the heat capacity, two with negative and one
with positive value. The energies of these maxima are marked with gray dashed lines and their
positions are carried over to the temperature curve in fig. 4.2(b). All three maxima correspond
to roughly the same temperature. The two negative maxima in c(E) align with inflection points
in T (E) that are part of the same large-scale oscillation. They occur at the same temperature
and are indicative of the same transition. The temperature of this unifying first-order PT can
be determined using a Gibbs-construction (see section 3.4.2). This involves placing a horizontal
line in the loop region of the T (E) graph such that the areas enclosed by the line and the graph
above and below the line are equal. In fig. 4.2(b) this results in the blue line. The position of
the horizontal line on the T -axis gives the transition temperature. Although the two negative
maxima in c(E) merge into a single first-order transition temperature through the Maxwell
construction, the two inflection points in T (E) indicate that there are indeed two first-order
PTs occurring at this temperature. As will be shown later, these transitions correspond the
folding and the aggregation transition.

The T (E) graphs for the other PolyQ systems all show an oscillating behavior similar to the
C2Q16 system. They can be found in appendix B in fig. B.4. The first-order PT temperatures
for all systems are determined using the Gibbs construction. All systems show two first-order
peaks in their heat capacities. The only exceptions are C2Q20, C2Q28 and C2Q36. In the C2Q20
system a shoulder of the ”missing” maxima is present. However, its peak gets superimposed
with the neighboring peak. The C2Q28 system shows three negative maxima in c(E), which
again are part of the same large-scale oscillation in T (E). The three maxima in c(E) translate
to approximately the same temperature. In the C2Q36 system, no distinction can be made
between two separate first-order transition signatures in the c(E) curve, as just one negative
maximum is visible. The transition temperatures found in the microcanonical ensemble for all
systems are listed in table 4.1. Next to the first order PT temperatures, the table also shows the
temperatures of the second order PTs found in the microcanonical ensemble. Short chain systems
from chain length 14 to 24 show signatures of second order PT in their c(E) curves. Systems
of longer chains do not. These second order PTs occur at lower energies than the first-order
PTs. However, they again translate to roughly the same transition temperature. Additionally,
the C2Q14 systems exhibits a second order PT at a low temperature around T ≈ 0.06. This
indicates a restructuring of the configurations in the system after the folding and aggregation,
which will be explored in further detail later in this chapter. The other systems do not show
this low-energy second order PT peak in c(E).

In order to support the findings in the microcanonical ensemble the heat capacities in the
canonical ensemble are calculated. The canonical partition function Z(N,V, T ) is obtained from
g(E) as described by eq. (3.20). Using Z(N,V, T ), the canonical heat capacity CV (T ) can be
calculated using eq. (3.40). Maxima in CV (T ) again correspond to PTs. In infinite systems the
heat capacity would diverge at the temperature of a first order PT. However, in finite systems
this instead translates to sharp peaks in CV (T ) at this temperature. In relatively small systems
like the one at hand, a second order PT produces a broad maximum in CV (T ). The heat capacity
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Table 4.1: Phase transition temperatures T ∗ for all investigated PolyQ systems as obtained from
microcanonical and canonical analysis of the entropy S(E). First order phase transition temperatures
in the microcanonical ensemble T ∗

micro are determined using the Gibbs construction and second order
phase transition temperatures by finding local maxima with positive value in the microcanonical heat
capacity. T ∗

can is derived from the maxima in the canonical heat capacity.

N
T ∗
micro

T ∗
can

1st order 2nd order

14
0.0601 ± 0.0066 0.0600 ± 0.0009

0.16846 ± 0.00088 0.1670 ± 0.0036 0.1680 ± 0.0009
16 0.1746 ± 0.0026 0.1729 ± 0.0019 0.1740 ± 0.0025
18 0.17555 ± 0.00088 0.1715 ± 0.0037 0.1750 ± 0.0009
20 0.17998 ± 0.00065 0.1764 ± 0.0040 0.1800 ± 0.0007
22 0.1835 ± 0.0014 0.1868 ± 0.0047 0.1840 ± 0.0011
24 0.18369 ± 0.00076 0.1852 ± 0.0027 0.1840 ± 0.0008
26 0.1872 ± 0.0010 0.1870 ± 0.0010
28 0.1825 ± 0.0016 0.1820 ± 0.0016
36 0.1920 ± 0.0011 0.1920 ± 0.0012
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Figure 4.3: Transition temperatures of the polyglutamine systems, determined from canonical and
microcanonical analysis, as a function of chain length. On the left (a) results comparing the different
methods are shown. On the right (b) the canonical transition temperatures are plotted against N−1/3

to show the scaling behavior. The dashed line is a linear extrapolation to infinite chain length. The
origin of the temperature scale in Kelvin on the right y-axis of (b) is discussed in section 4.3.
The figures are adapted from Lauer et al. [56].

for the C2Q16 system is shown in fig. 4.2(c). It exhibits a distinct peak at a temperature around
T ≈ 0.175. The heat capacities of the other chain lengths also exhibit such first order peaks.
The PT temperatures found in the canonical ensemble for all systems are listed in table 4.1.
The table shows that the first order PT temperatures found in the canonical ensemble are in
good agreement with the first order PT temperatures found in the microcanonical ensemble.
This is illustrated in fig. 4.3(a), where the PT temperatures identified in the different ensembles
are plotted vs. the chain length. The low-temperature second-order PT in the C2Q14 system is
not shown in fig. 4.3(a) but as one can see in table 4.1 it is also found in the canonical ensemble.

The deviations between the different ensembles arise from finite size effects in the simulation
environment and should disappear in the thermodynamic limit. The PT temperatures increase
with the chain length. Only the C2Q28 system deviates from this behavior as it has a lower
PT temperature than the C2Q26 system. This is likely due to the convergence issues of the
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Figure 4.4: Quantities derived from the tensor of gyration as a function of temperature. (a) Eigenvalues
λi of the tensor of gyration Tg for all PolyQ systems. (b) Radius of gyration Rg, relative shape
anisotropy κ2 and asphericity ∆ for all PolyQ systems. Units: [λi] =Å, [Rg] =Å2, [κ2] = 1, [b] = 1.

simulations of the C2Q28 system. Because the simulation did not converge for low enough
energies for this system size, the derived PT temperatures are too low. In the thermodynamic
limit, aggregation transitions are of first-order and thus finite size corrections scale as N−1/3

[162, 163]. Folding transitions typically are of first-order as well, which suggests using the same
scaling behavior. This is applied in fig. 4.3(b). The data is fitted with a power law function of
the form T ∗(N) = T ∗

∞ + aN−1/3. The fit is in good agreement with the data. In the scaling
analysis, the C2Q28 system is excluded due to the aforementioned convergence issues.

Using the analysis of ln g(U) and the subsequent calculation of the temperature and heat
capacity, the PT temperatures of the PolyQ systems were identified. The next step is to ana-
lyze the configurations of the systems in the different phases, thereby confirming the previous
attribution of the PTs to the folding and aggregation processes.

4.2 Structural analysis

4.2.1 Tensor of gyration

The tensor of gyration Tg is a measure of the spatial distribution of the particles in a system. It
is defined in the previous chapter in eq. (3.44). When diagonalizing the tensor, the eigenvalues
λi with i ∈ (1, 2, 3) can be obtained. They are sorted in ascending order: λ1 > λ2 > λ3. The
eigenvalues describe the extension of the system along the principal axes. Their averaged values
obtained from the simulations are shown in fig. 4.4(a) for all systems. When cooling, λ2 and λ3
show a significant drop at a temperature that coincides with the PT temperatures T ∗ obtained
from the heat capacity analysis. This drop is present in all systems, although most pronounced
in systems of longer chains. It separates a high-temperature phase from a low-temperature
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phase. In contrast, the drop in λ1 is smaller when compared to λ2 and λ3, yet the drop is still
present. Furthermore, small systems with Nres ∈ (14, 16, 18, 20) show a slight increase in λ1 at
T ∗, which indicates an elongation of the chains. When cooling further, λ1 decreases again to
values smaller than above the transition. The behavior of λ1 is mirrored in λ3, where in small
systems the eigenvalue drops at T ∗ before increasing again until it stabilizes at chain length
specific value at low temperatures.

In small systems with Nres ∈ (14, 16, 18, 20, 22), the two small eigenvalues group around
similar values at low temperatures: λ2 ≈ 9 and λ3 ≈ 7. Additionally, the C2Q26 system also
reaches these values for λ2 and λ3. In λ3 no such grouping can be observed.

In the C2Q14 system a low temperature transition at T ∗
14,low ≈ 0.06 has been identified in

the thermodynamic analysis. At T ∗
14,low no significant change is observed in the eigenvalues of

Tg. However, it is worth noting that T ∗
14,low lies in the regime, where λ1 and λ3 maintain their

stable low temperature values.

The behavior of the Tg eigenvalues of the short chain systems suggests an elongation of the
chains at T ∗, followed by a collapse at lower temperatures. This observation could indicate an
initial aggregation of stretched chains into a β-sheet conformation, which then collapses into
aggregated two β-hairpins. For systems of longer chains, no elongation at T ∗ can be observed.
Instead, the signatures in the Tg eigenvalues are consistent with the formation of β-hairpins
at T ∗. Such a chain length dependent behavior has been suggested previously by Chen et al.
[164]. They found that for short chains (Nres ≤ 20) extended structures are favored, while longer
chains (Nres = 30) prefer to form β-hairpin structures.

This difference between long and short chain systems can also be observed in the radius of
gyration Rg. The Rg describes the average distance of the particles from the center of mass of
the system and can be calculated by summing over the squares of the eigenvalues of Tg (see
eq. (3.45)). Rg is displayed for all PolyQ systems in fig. 4.4(b) in the top graph. The Rg of the
short chain systems shows a significant increase at T ∗, which is indicative of an elongation of
the chains. The Rg of the long chain systems do not show this behavior. Instead, the Rg of the
long chain systems decrease at T ∗, which suggests the formation of more compact configurations
at the PT.

Another quantity derived of Tg is the relative shape anisotropy κ2 (see eq. (3.46)). It
measures symmetry and dimensionality of a conformation. For an ideal rod-like object κ2 = 1,
for a perfect sphere κ2 = 0. The shape anisotropy is shown in the middle of fig. 4.4(b). For
T > T ∗, κ2 has the same value for all chain lengths around κ2 ≈ 0.5. This indicates that in
this high-temperature phase, the configurations in all systems are neither rod like, nor spherical.
They all have a similar shape and are in the random coil state. At T ≈ T ∗, κ2 increases for
all systems. This corresponds to the formation of more rod-like configurations, like β-sheets.
In systems of Nres ∈ (14, 16, 18, 20), κ2 decreases again when cooling further, until it reaches a
system size specific value at low temperatures. In the long chain systems on the other hand, κ2

remains at a high value at low T after the increase at T ∗. The behavior of κ2 is consistent with
the different behavior of the Tg eigenvalues in the short and long chain systems. The chains in
the short chain system elongate at T ∗, followed by a collapse at low temperatures. The long
chain systems show an elongation indicative of β-hairpin formation at T ∗, which persists at
low temperatures. Additionally, κ2 allows some insight into the low temperature transition of
the C2Q14 system. As C2Q14 shares the same behavior around T ∗ with the other short chain
systems, κ2 decreases again after the initial increase, when going from large to small T . In the
low temperature regime, T ∗

14,low sits in the global minimum of κ2, where the conformations are

most symmetric and spherical. Below T ∗
14,low, κ2 increases again as the system restructures into

a more rod-like shape.

The asphericity parameter b, the third quantity derived from Tg, is shown in the bottom
graph of fig. 4.4(b). This parameter measures the configuration’s deviation from spherical sym-
metry. As a linear combination of the Tg eigenvalues (see eq. (3.47)), its behavior is similar to
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that of λ1. In short chain systems, an increase in b is observed at T ∗, followed by a decrease
at lower temperatures. This again is consistent with the picture of elongation and collapse. In
contrast, long chain systems shows only a slight decrease in the asphericity parameter at T ∗. In
systems with Nres ∈ (26, 28, 36), the decrease at T ∗ is followed by a small increase. Even though
the information provided by the asphericity parameter is somewhat redundant, it validates the
findings of the other quantities derived from Tg discussed above.

4.2.2 Hydrogen bond contact probability maps

Hydrogen bond contact probability maps (HB maps) are investigated in order to identify char-
acteristic configurations that are formed below the transition temperature. HB maps are N ×N
matrices, where N = NchNres is the total number of residues, with Nch = 2 being the number of
chains and Nres being the number of residues per chain. Each cell (i, j) represents a possible HB
between bead NHi and COj . The darker the color in the cell, the more likely a HB is formed
between the corresponding beads. For the probability calculation see eq. (3.49). The residues
in the 2 chains are labeled in a consecutive manner, such that the NH and CO beads in chain 1
are labeled from 1 to Nres and the NH and CO beads in chain 2 are labeled from (Nres + 1) to
2Nres. This allows for the simultaneous display of intra and inter-molecular contact. Looking at
the HB maps in fig. 4.5, the top left and bottom right quadrants show the inter-molecular HB
contacts. They will be called inter-quadrants from here on out. The top right and bottom left
quadrants show the intra-molecular HB contacts and will be called intra-quadrants. A feature
common to all intra-quadrants is a zero-probability area stretching from bottom left to top right.
This results in an always-present white diagonal in the intra-quadrants. This is due to the rules
of HB formation in the PRIME20 model, which does not allow HB to form between beads from
residues of the same peptide chain that are separated by less than 4 other residues.

C2Q14

Figure 4.5 displays the HB maps of the C2Q14 system at four different temperatures. The first
map shows the system at a temperature well above the high-temperature transition, T ∗

14,high =
0.168 (fig. 4.5(a)). The second map corresponds to a temperature just below T ∗

14,high (fig. 4.5(b)).
The third map depicts the system at an intermediate temperature, between the high- and low-
temperature transitions, T ∗

14,high and T ∗
14,low (fig. 4.5(c)). Finally, the fourth map illustrates the

system at a temperature below the low-temperature transition, T ∗
14,low = 0.060 (fig. 4.5(d)).

Looking at the HB map at T = 0.200 in fig. 4.5(a), the probability of any HB forming is very
low. The polymer chains are in a random coil state. The only HB signatures that are visible
are in the intra-quadrants. The beads with the highest probability of a HB contact are close
to the turn region with |i − j| = 4, where i and j are the indices of the bead’s residues. This
seems reasonable, considering that only minor bending of the chain is required for the beads of
residues i and j to be in appropriate proximity to each other.

At T = 0.160 (fig. 4.5(b)), just below T ∗
14,high, the probability of HB formation is increased,

compared to the high-temperature state in fig. 4.5(a). Intra as well as inter-molecular HBs are
formed which confirms the previous assignment of the CV (T ) peak at T ∗

14,high to a folding and
aggregation transition. The most notable feature in the HB map in this collapsed state are the
diagonals signatures with descending slopes. They are indicative of anti-parallel alignment of
the chains and β-sheet formation. As described in section 2.1, β-sheets are stabilized by HBs
between the NH and CO beads of the backbone. Subsequent residues that take part in the HB
pattern of the β-sheet are next-nearest neighbors. If HBs are formed between the residue pair
(i, j), then the next residues in the β-sheet to form HBs are (i+ 2, j − 2), (i+ 4, j − 4), and so
on. This results in the diagonal signatures in the HB map. Since every residue has a NH and a
CO bead, 2 HBs can form between residues i and j: (NHi,COj) and (COi,NHj).

In the intra-quadrants, the diagonal signatures indicate the formation of β-hairpins. Two
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Figure 4.5: Hydrogen bond contact matrices for chain length N = 14 at four different temperatures.
Each cell (i, j) corresponds to a possible contact between the NH bead of residue i and the CO bead
of residue j. The color indicates the probability of a hydrogen bond forming between the beads,
according to the color scale on the right of the maps. The colors are scaled to the highest value in the
map. Therefore, equal colors in different maps do not correspond to the same contact probability.

β-sheet segments that form HBs between each other are connected by a turn consisting of a
varying number of residues and no HBs. The minimal number of residues in the turn is again
defined by the PRIME20 model’s HB criteria, which dictates, that the closest possible HB is
(i, i+ 4). The most probable β-hairpins occupy the main-diagonals in the quadrants. Here, the
turn is in the middle of the chain and the configurations therefore have the highest number of
intra-HBs. These β-hairpins then aggregate into proto-fibrils. They consist of 2 β-hairpins with
established HBs between each other, creating an anti-parallel inter-molecular β-sheet. Examples
of such structures can be seen in figs. 4.8(a) and 4.8(b). In the inter-quadrants, the aggregated
β-hairpin structures are visible as diagonals of 3 or 4 HBs that span half the diagonal width of the
quadrant. In β-sheets, the orientation of the backbone alternates between neighboring residues.
Thus, in the chain segments that belong to both β-hairpin and aggregated β-sheet, if residue i
is part of the β-hairpin, then the neighboring residue (i + 1) is part of the aggregated β-sheet.
This fits with the HB maps of the aggregated state (figs. 4.5(b) to 4.5(d)): for every β-hairpin
signature in an intra-quadrant there is a matching β-sheet signature in an inter-quadrant.

Next to the signatures of aggregated β-hairpins, signatures of another aggregated structure
are visible in fig. 4.5(b). In the inter-quadrants, a diagonal signature of high contact probability
that spans over the entire main-diagonal is visible. This signature belongs to configurations in
which both chains form extended β-strands and form a β-sheet consisting of both entire PolyQ
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Figure 4.6: HB matrices of C2Q16 at temperatures below the transition temperature, corresponding to
the two ordered states.

chains in anti-parallel alignment. The PolyQ chains form 7 pairs of inter-molecular HBs to create
a whole-chain β-sheet structure. Figure 4.8(c) shows such a whole-chain β-sheet configuration
of the C2Q14 system.

When going to T = 0.090 (fig. 4.5(c)), the probability of the formed HBs increases. Fur-
thermore, the whole-chain β-sheet signatures that were present at T = 0.160 disappear. The
half-diagonal signatures on the other hand remain. This indicates that the aggregated β-hairpins
are still present, whereas the whole-chain β-sheet structures are not stable anymore at this tem-
perature.

At T = 0.010 (fig. 4.5(d)), the probability of HB formation is further increased. Additionally,
HBs that belong to off-center diagonals in the intra-quadrants become less probable, compared
to those in the main-diagonal. The β-hairpins corresponding to the off-center diagonals are less
optimal than the centered β-hairpins. This can be explained by the decreased number of possible
intra-molecular HBs if the turn in the β-hairpin is not centered in the chain. The configurations
that are most probable at this temperature are those that have 6 intra-molecular HBs in each
chain and 7 inter-molecular HBs (fig. 4.8(b)).

C2Q16

The C2Q16 system exhibits similar behavior to the C2Q14 system. Two HB maps of the C2Q16
system at different temperatures are shown in fig. 4.6. At T = 0.160, just below the transition
temperature T ∗

16 = 0.174, the HB map displays signatures of two types of configurations. On the
one hand, high-probability signatures spanning the entire main-diagonal of the inter-quadrants
indicate the presence β-sheet structures consisting of whole-chains. On the other hand, β-hairpin
signatures are visible as full-diagonals in the intra-quadrants. These have corresponding β-sheet
half-diagonal patterns in the inter-quadrants, suggesting aggregated β-hairpins. An example of
such a structure is shown in fig. 4.8(d). When cooling to T = 0.070, well below the transition
temperature, the whole-chain β-sheet signatures disappear, while the β-hairpin signatures persist
(see fig. 4.6(a)).

C2Q26 and C2Q36

In system of longer chains, the behavior differs significantly. As examples, the HB maps for
C2Q26 and C2Q36 are shown in fig. 4.7. Both HB maps are taken at temperatures below their
systems transition temperature, as identified from the canonical heat capacity analysis. Unlike
the C2Q14 and C2Q16 systems, the HB maps of C2Q26 and C2Q36 do not exhibit signatures of
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Figure 4.7: HB matrices of C2Q26 and C2Q36 at temperatures below the transition temperature,
corresponding to the system’s ordered states.

whole-chain β-sheet aggregation. The full main-diagonal signatures present in the C2Q14 and
C2Q16 systems are absent in C2Q26 and C2Q36. However, signatures of aggregated β-hairpins
are still clearly visible. As in the systems discussed earlier, the β-sheets are aligned in an
anti-parallel manner. They appear in the intra- and inter-quadrants as diagonals of descending
slopes and a HB pattern of (i+ 2, i− 2). Additionally, both C2Q26 and C2Q36 show diagonals
with ascending slope in their inter-quadrants, signifying β-sheets in parallel alignment. The
corresponding HB pattern is (i+2, i+2). In the C2Q26 system, four such ascending diagonals are
visible, starting with HB bonds (1, 29), (14, 30), (27, 1), and (28, 14). In the C2Q36 system, two
ascending diagonals are present, starting with HB bonds (8, 40) and (40, 8). Here, (i, j) denotes
the HB between the NH bead of residue i and the CO bead of residue j. Since these signatures
of parallel β-sheets are only present in the inter-quadrants, they indicate inter-molecular β-sheet
aggregation and correspond to configurations of β-hairpins that aggregate to form a parallel β-
sheet between them. However, these parallel aggregated β-hairpins exhibit a lower probability
compared to those with anti-parallel alignment. The absence of whole-chain β-sheet aggregation
in C2Q26 and C2Q36 aligns well with the simulation results from Chen et al. [164].

Furthermore, the HB maps of C2Q26 and C2Q36 display a greater variety of possible β-
hairpin configurations compared to the shorter chain systems. Notably, more than one β-turn
can occur within a single chain. This result in configurations like an S-shape with a 3-stranded
β-hairpin, as illustrated in fig. 4.8(e). Such 3-stranded β-hairpins have been observed in the
simulations of C1Q32 in the PRIME20 model by Marchut et al. [111]. Another example of
multiple β-turns within a single chain is shown in fig. 4.8(g), where two β-hairpins form on
different sides of the same chain. Aggregates of single-turn β-hairpins, like the one in fig. 4.8(f)
are also present in systems with longer chains.

In addition to an increased number of possible β-turns in the folded chain, longer chains
can exhibit more complex structural motifs. For instance, loops in a β-strand, where one chain
loops over to the opposite side of the other (see fig. 4.8(h)). Despite this complexity, these
configurations still align with the aggregated β-hairpins signatures in the HB maps.

HB maps of the ordered state of the other five PolyQ systems C2Q18, C2Q20, C2Q22, C2Q24
and C2Q28 can be found in fig. B.5 in appendix B.

4.2.3 Intra- vs. inter-molecular contacts

Up to this point, the analysis revealed a PT in the PolyQ systems from a random coil to a folded
and aggregated state, containing β-sheets. However, the folding and aggregation transition occur
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(a) (b)

(c) (d)

(e) (f)
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Figure 4.8: Configuration snapshots of folded and aggregated states for various systems. Side chain
beads are hidden to improve visibility. Bead colors correspond to different backbone bead types,
consistent with fig. 2.4(a). The PolyQ systems of the shown structures are: C2Q14 for (a), (b) and
(c); C2Q16 for (d); C2Q26 for (e) and (f); C2Q36 for (g) and (h).
The figure were taken from Lauer et al. [56].

at the same temperature. In order to distinguish the two processes, the intra- and inter-molecular
contacts will be examined separately. First, the number of intra- and inter-molecular HBs will
be analyzed, as HBs are the main stabilizing force of secondary structure formation. Second,
the number of intra- and inter-molecular SC contacts will be investigated.

Hydrogen bond contacts

In fig. 4.9(a) the number of intra-molecular HBs NHB,intra is shown vs. the temperature T .
NHB,intra is normalized by the number of residues N in the systems. In the high-temperature
region, all systems are in the random coil state and no intra-molecular HBs are formed. At the
transition temperature T ∗, NHB,intra increases rapidly, which corresponds to the collapse and
folding of the single chain into β-hairpins, as was already shown in the HB map analysis. The
inflection points of NHB,intra(T ) coincide well with T ∗. Below T ∗, the NHB,intra curves stabilize
at a plateau. All system sizes have a monotonous increase in their NHB,intra, when going from
high to low temperatures.

The NHB,intra(T ) curves of C2Q14 and C2Q16 exhibit additional features. At the low-
temperature transition of C2Q14, at T ∗

14,low = 0.060, NHB,intra shows a further increase. This
matches the results of the HB maps analysis, where the less optimal off center β-hairpin signa-
tures disappear at T ∗

14,low, leading to an increased number of intra-molecular HBs. Furthermore,
the NHB,intra of C2Q16 shows a change in slope just below T ∗

16 = 0.174. This is consistent
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Figure 4.9: Number of intra- and inter-molecular HBs vs. the temperature, normalized by the number
of residues N in the systems.

with the initial formation of the β-hairpins alongside whole-chain β-sheets. As discussed in
section 4.2.2, the latter disappear when cooling further below T ∗

16 in favor of the aggregated
β-hairpins which increase the number of intra-molecular HBs.

The number of inter-molecular HBs NHB,inter is shown in fig. 4.9(b). Like in the case of
intra-molecular HBs, in the high-temperature regime the chains show no inter-molecular HBs
contacts as the chains are in a state of separated random coils. When cooling past T ∗, the
increase of NHB,inter confirms the previous assignment of an aggregation transition. Below T ∗,
the NHB,inter curves of most systems stabilize at a plateau. Again, the C2Q14 and the C2Q16
system show slightly different behavior. Both systems have a very distinct maximum in NHB,inter

just below their respective T ∗. This maximum is followed by a decrease in NHB,inter when going
to lower temperatures until the curves stabilize at a plateau. The maxima in NHB,inter are at a
higher value than the normalized NHB,inter of the other systems.

The maxima in NHB,inter of C2Q14 and C2Q16 are a result of the formation of whole-chain β-
sheet structures, as discussed in the HB map analysis. When these structures disappear at lower
temperatures, the NHB,inter decrease, while the NHB,intra increase as β-hairpins are formed. The
number of inter-molecular HBs stabilizes until it is in line with the percentage of inter-molecular
HBs of the other systems. This percentage is around and slightly less than 25% of the total
number of residues in the system. Two things need to be considered when interpreting this
value: First, that for aggregated single-turn β-hairpins, half of both chains are facing each other
to form the inter-molecular β-sheet. Second, in a β-sheet, only every second residue along the
chain is involved in the HB formation. This results in the percentage of ∼ 25% of inter-molecular
HBs in the system. The C2Q36 system deviates from this behavior, as it has a lower percentage
of inter-molecular HBs at low temperatures. Since C2Q36 only rarely forms centered single-turn
β-hairpins, the percentage of inter-molecular HBs remains below 25%.

In order to compare the intra- and inter-molecular HBs formation, the difference ∆NHB =
NHB,intra −NHB,inter is shown in the top plot of fig. 4.10. Positive values correspond to a domi-
nance of inter-molecular HBs, whereas negative values indicate a dominance of intra-molecular
HBs. The PT temperatures are marked by circles. In the high-temperature regime, ∆NHB is
positive, since the chains are separated and only intra-molecular HBs occasionally form. When
cooling towards T ∗, ∆NHB shows different behavior for the different chain lengths. The systems
can be divided into two groups.

The first group consists of shorter chains with Nres ∈ (14, 16, 18, 20, 24). The ∆NHB graphs
of these systems show a positive slope at T ∗. Additionally, they display a minimum in ∆NHB at
a temperature below T ∗, after which ∆NHB increases once again. This becomes more evident,
when looking at the derivative d(∆NHB)/dT , shown in the bottom plot of fig. 4.10. Here, the
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Figure 4.10: The top plot shows the difference between the number of intra- and inter-molecular HBs
as a function of temperature. The bottom plot shows the derivative of the top plot. The circles mark
the transition temperatures T ∗ of the systems.

graphs of systems from the first group have a positive value at T ∗. The positive slope suggests,
that at T ∗, the formation of inter-molecular HBs, i.e. the aggregation of the two chains, is the
dominant process, driving the PT. Below T ∗, the derivatives of the systems from the first group
are negative, indicating a dominance of intra-molecular HBs formation. This corresponds to the
formation of aggregated β-hairpins discussed in the HB map analysis.

The second group consists of longer chains with Nres ∈ (22, 26, 28, 36). For these systems,
∆NHB is positive over the entire T range. The ∆NHB graphs exhibit a negative slope at T ∗,
which translates to negative values of their derivatives. This indicates, that in the longer chain
systems, the formation of intra-molecular HBs, i.e. the folding of the single chains, is the process
dominating the PT.

It is worth noting, that the assignment of the chain lengths to the groups is non-consecutive.
The C2Q22 system is part of the long-chain group, while the C2Q24 system is part of the short-
chain group. This suggests, that there is a transition region between the two groups, in which
a systems group affiliation can not be assigned without some ambiguity.

Side chain contacts

Next to HB contacts, SC contacts are another indicator for folding and aggregation. Equivalent
to the HB contacts, the number of intra- and inter-molecular contacts, normalized by the total
number of residues N , is investigated. It is important to note that, contrary to the HBs, SCs
can establish contacts with multiple partner beads at the same time. The upper limit of the
number of contact a single SC bead can form is only defined by spacial exclusion effects of the
hard spheres. Thus, the normalization by the total number of side chains does not directly
translate to a percentage of total possible contacts.

In fig. 4.11(a), the number of intra-molecular SC contacts NSC,intra is shown. In the high-
temperature regime, NSC,intra is non-zero. The chains are in a random coil state in which
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Figure 4.11: Number of intra- and inter-molecular side chain contacts vs. the temperature, normalized
by the number of residues N in the systems.

configurations with some degree of SC contacts are the most probable, as was already discussed
in section 4.1. At T ∗, NSC,intra increases rapidly, indicating a collapse of the single chains.
However, the slope of this increase is different depending on the chain length. Longer chains
exhibit a steep increase, while short chains show a slower increase. Below T ∗, the NSC,intra

curves stabilize at a plateau. Longer chains reach this plateau at a higher T than shorter chains.
The C2Q14 and the C2Q16 system differ from this plateau behavior, as they show a maximum
in NSC,intra at low temperatures. For the C2Q14 system, this maximum coincides with the
low-temperature transition T ∗

14,low = 0.060. Below this maximum, NSC,intra decreases rapidly in
the C2Q14 system. This suggests that the restructuring of the chains to centered β-hairpins,
which increased the intra-molecular HBs, leads to a decrease in intra-molecular SC contacts.
The restructuring also decreases the inter-molecular SC contacts, as will be discussed below.

The number of inter-molecular SC contacts NSC,inter is shown in fig. 4.11(b). It shows
similar behavior to NHB,inter in fig. 4.9(b). In the high-temperature regime, NSC,inter is near
zero, as the chains are separated. At T ∗, the chains aggregate and NSC,inter increases. The short
chain systems with Nres ∈ (14, 16, 18, 20, 24) exhibit a maximum in NSC,inter just below T ∗. The
maximum peak is most pronounced for C2Q14 and C2Q16, which affirms the formation of whole-
chain β-sheets in these systems. Below the PT temperature, NSC,inter of most chain systems
remains at a high plateau. However, NSC,inter of systems with Nres ∈ (14, 16, 18) decreases
significantly over a longer T range, below T ∗. The C2Q14 system shows another local maximum
in NSC,inter around T ∗

14,low = 0.060, followed by a steep decrease at lower temperatures. The
simultaneous decrease in intra- and inter-molecular SC contacts indicates, that the configurations
which become the dominant folded structure in C2Q14 below T ∗

14,low, have fewer SC contacts
while increasing the number of HBs. This is consistent with the restructuring of the chains to
centered β-hairpins, which was observed in the HB map analysis.

Finally, the difference ∆NSC = NSC,intra −NSC,inter is displayed in the top plot of fig. 4.12.
Across the entire temperature range, all systems show a predominance of intra-molecular SC
contacts. The PT temperatures are marked by circles. Similar to the HBs, the systems can be
categorized into two groups. Systems with Nres ∈ (14, 16, 18, 20, 24) exhibit a positive slope of
∆NSC at T ∗, whereas systems with Nres ∈ (22, 26, 28, 36) show a negative slope. This supports
the previous identification of the driving process of the folding and aggregation transition. Specif-
ically, in short chain systems, the transition is dominated by the formation of inter-molecular
HBs which corresponds to aggregation. Conversely, in long chain systems, the transition is dom-
inated by the formation of intra-molecular HBs, which corresponds to folding of single chains.
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Figure 4.12: The top plot shows the difference between the number of intra- and inter-molecular side
chain contacts as a function of temperature. The bottom plot shows the derivative of the top plot.
The circles mark the transition temperatures T ∗ of the systems.

4.3 Temperature mapping

In the previous sections, the PT in PolyQ dimer systems has been analyzed. The PT tempera-
ture T ∗ of the folding and aggregation transition has been determined from the canonical heat
capacity analysis and structures in the folded and aggregated state have been identified. How-
ever, for a meaningful interpretation of the results it is necessary to convert the model units for
T and E into physical units T ′ and E′. As previously described in section 2.3.1, the temperature
conversion follows T ′ = ϵHBT/kB. Ergo, it requires determining the value of ϵHB, which is the
energy scale of the HB interactions. As the PRIME20 model is an implicit-solvent model, the
ϵHB also takes solvent-peptide interactions, as well as HB interactions of SCs into account.

The temperature conversion for PolyQ systems in the PRIME20 model has been performed
previously by Böker et al. [53]. The resulting temperature conversion formula is

T ′[K] = 1650K · T. (4.1)

Following this equation, room temperature (300K) corresponds to T = 0.182 in reduced
PRIME20 model units. Consequently, the PTs of the PolyQ systems shown in both plots in
fig. 4.3 occur around room temperature. This is reasonable, as the aggregation behavior of
PolyQ is associated with amyloid disorders in the human body. Using the linear extrapolation
in fig. 4.3(b), the PolyQs systems can again be divided into a short-chain and a long-chain
group. The PTs of the short-chain systems with Nres ≤ 21 are below room temperature, while
the PTs of the long-chain systems with Nres ≥ 22 are above room temperature. This result is
consistent with the experimental findings of Kar et al. [36], which show that, at physiological
temperatures, there is a critical chain length of around Nres = 24, above which the single PolyQ
chain can act as a nucleation site for the aggregation of multiple chains.
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4.4 Conclusions

Using the SAMC simulation method and the PRIME20 protein model, dimer systems of PolyQ
chains were simulated. The chains in the system were of lengths Nres ∈ (14, 16, 18, 20, 22, 24, 26,
28, 36). From the SAMC procedure, the microcanonical entropy S(U) was obtained, enabling
a comprehensive thermodynamic analysis of the systems. Peaks in the canonical heat capacity
CV (T ) revealed a PT in the systems with a transition temperature T ∗ that depends on Nres.
When converting the reduced model temperature to physical temperature, the PTs were found
to occur around room temperature. Specifically, short chain systems with Nres < 22 exhibit
a PT temperature below room temperature, while long chain systems with Nres ≥ 22 have a
PT temperature above room temperature. That PolyQ chains are in a collapsed state at room
temperatures has been suggested previously by Walters et al. [26] in their fluorescence resonance
energy transfer studies.

Analysis of the tensor of gyration revealed that the single chains form elongated structures at
the PT, consistent with the behavior of β-hairpins. By examining contact probabilities between
residues via HB maps, the PT where characterized as folding and aggregation transitions. The
HB maps demonstrated that short chain systems form both aggregated β-hairpins and whole-
chain β-sheets, while long chain systems only form aggregated β-hairpins. These findings align
with experimental results by Kar et al. [36] and simulations by Chen et al. [164], which also
observed β-sheets and β-hairpins.

In the canonical analysis, the folding and aggregation transition appear as a single peak in
the heat capacity. However, the microcanonical heat capacity reveals two distinct transitions
occurring at the same temperature. Analysis of intra- and inter-molecular HB and SC contacts
indicates that the folding and aggregation transition is driven by different processes in short
and long chain systems. In short chain systems with Nres ≤ 24, the PT is driven by the
formation of inter-molecular HB and SC contacts, suggesting that aggregation is the dominant
process behind the PT. Conversely, in long chain systems with Nres > 24, the PT is driven by
the formation of intra-molecular HB and SC contacts, indicating that single chain fondling is
the dominant process. This finding confirms previous experimental and simulation results that
identified Nres = 24 as the critical nucleus size for single chain aggregation nucleation of PolyQ
[26, 36, 37, 164].
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Chapter 5

Dimerization of Amyloid Beta

This chapter investigates the thermodynamic and structural properties of Amyloid beta (Aβ)
protein dimer systems. The Aβ protein comes in two isoforms, Aβ(1-40) and Aβ(1-42), which
differ in length. The amino acid sequence of Aβ(1-42) is presented in eq. (3.31). Aβ(1-40)
shares the same sequence but lacks the final two residues, isoleucine and alanine. Both isoforms
are known to play a crucial role in the pathogenesis of Alzheimer’s disease. However, the
aggregation properties of the two forms differ, with Aβ(1-42) being more prone to aggregation
and considered more toxic than Aβ(1-40) [23, 24]. Consequently, it is essential to understand
the distinct aggregation behaviors of these two isoforms.

The conducted investigation of the Aβ systems follows a similar approach to that used for
the PolyQ systems. Initially, the thermodynamic properties of the systems are investigated,
including an analysis of entropy, temperature, and heat capacity. Subsequently, a structural
analysis is performed, which includes an evaluation of the tensor of gyration, as well as a quan-
tification of intra- and inter-molecular hydrogen bond and side chain contacts. Additionally,
this chapter utilizes a secondary structure analysis based on the evaluation of Ramachandran
plots for the Aβ systems.

5.1 Thermodynamic analysis

As was shown in section 3.3, the SAMC simulation method produces an approximation of the
logarithm of the microcanonical density of states g(U), which is equivalent to the microcanonical
entropy S(U) = ln g(U). The two approximated entropies for the Aβ(1-40) and the Aβ(1-42)
system are presented in fig. 5.1(a). Both exhibit a very similar slope and shape. The maximum
entropy is located at high energies, though notably below zero. This suggests that the most
probable configurations of the system do not correspond to the maximum energy. Instead, these
configurations correspond to states where some beads are in energetically favorable contact.
This phenomenon already appeared in the PolyQ systems and has already been explored in
greater detail in section 4.1. Simulations for Aβ(1-40) converged at lower energies compared to
Aβ(1-42). Therefore, S(U) was approximated over the interval [−65.0 ; 0.0] for Aβ(1-40) and
over [−60.0 ; 0.0] for Aβ(1-42).

Although the S(U) curves in fig. 5.1(a) appear smooth at first glance, closer examination
reveals small-scale fluctuations, which become more apparent when considering the derivative
dS/dU = 1/T , or rather its inverse, the microcanonical temperature T (U). The T (U) plot
for the two Aβ systems is depicted in the inset in fig. 5.1(a). The noisy behavior in the T (U)
plot reveals the subtle fluctuations in S(U), that are not immediately evident in the S(U)
curves themselves. In contrast to the PolyQ systems, where S(U) oscillates and changes the
sign of its slope, S(U) for the Aβ systems increases monotonically from the minimum energy
to the energy of the global maximum. Consequently, the T (U) curves do not display the wild
oscillations between positive and negative values observed in the PolyQ example of the C2Q16
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Figure 5.1: Configurational and total-energy microcanonical entropy of both Aβ systems. (a) Entropy
S(U) as a function of energy U . Inset: Microcanonical temperature T (U). (b) Entropy S(E) as a
function of total energy E.

system in fig. 4.2(a). However, the noisy fluctuations in T (U) of the Aβ systems make further
thermodynamic analysis on this representation challenging. To address this, the entropies were
transformed from the configurational microcanonical ensemble to the full-energy microcanonical
ensemble using the convolution method described in eq. (3.33). The resulting S(E) curves,
shown in fig. 5.1(b), are smooth, enabling more straightforward thermodynamic analysis.

For an interpretation of the thermodynamic properties of the Aβ systems, the temperature
T (E) and heat capacity c(E) are analyzed. The temperature in the microcanonical ensemble
is depicted at the top of fig. 5.2(a), with the heat capacity shown below. Changes in the
curvature of T (E) indicate PTs, which translates to peaks in the heat capacity c(E). The
peak positions and the associated PT temperatures are marked by colored, dashed lines in
fig. 5.2(a). Both systems exhibit a negative maximum in c(E), which is indicative of a first-
order PT. These translate to a temperature around T ∗

high ≈ 0.18. Additionally, each of the
Aβ systems displays two positive maxima in their c(E) curves, suggesting the presence of two
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Figure 5.2: Plots relevant to the thermodynamic analysis of the Aβ systems. (a) Microcanonical
temperature T (E) and heat capacity c(E). (b) Canonical heat capacity CV (T ).
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5.1 Thermodynamic analysis

Table 5.1: Phase transition temperatures T ∗ of both Aβ systems as obtained from the microcanonical
and canonical analysis.

System
T ∗
micro

T ∗
can

1st order 2nd order Gibbs-loop

Aβ(1-40) — 0.1485 — —
0.1800 0.1780 0.1800 0.180

Aβ(1-42) — 0.1543 — 0.155
0.1826 0.1751 0.1825 0.182

second-order PTs. All PT temperatures derived from the heat capacity analysis are summarized
in table 5.1. The temperature of the higher-energy second-order maxima align with the first-
order PT temperatures, suggesting that two transitions occur almost simultaneously around
T ∗
high. On the other hand, the lower-energy second-order maxima correspond to temperatures

of approximately T ∗
low ≈ 0.15. Notably, the two second-order peaks in the heat capacity show

different intensity between the Aβ systems. In the case of Aβ(1-40), the high-energy second-
order peak is more prominent than the low-energy second-order peak. In contrast, for Aβ(1-42),
the low-energy second-order peak is more pronounced. PT temperatures determined via Gibbs-
construction in the T (E) curves are also included in table 5.1. The Gibbs-construction results
are in good agreement with the PT temperatures derived from the heat capacity analysis.

In addition to the microcanonical analysis, the systems can also be examined within the
canonical ensemble. The heat capacity CV (T ) is derived from the canonical partition func-
tion Z(T ), as outlined in eqs. (3.39) and (3.40). The resulting CV (T ) curves are displayed in
fig. 5.2(b). Peaks in CV (T ) again signal the presence of PTs. For of Aβ(1-40), a single, sharp
peak is present at T ∗

can ≈ 0.18, which signifies a first-order PT. T ∗
can aligns with the tempera-

ture of the first-order PT that was identified in the microcanonical analysis. In contrast, the
CV (T ) curve of Aβ(1-42) shows distinct peaks: one at T ∗

can ≈ 0.18 and another at T ∗
can ≈ 0.15.

The high-temperature peak is sharp, characteristic of a first-order PT, while the broader low-
temperature peak marks a second-order PT. Both peaks align with T ∗

high and T ∗
low, respectively,

as identified in the microcanonical ensemble. For the Aβ(1-40) system, a second-order signa-
ture corresponding to T ∗

low is not visible in the CV (T ) curve. However, a shoulder is present at
this temperature, indicating a less pronounced second-order PT. The microcanonical analysis
already suggested that the second-order PT at T ∗

low is less pronounced in the Aβ(1-40) system
compared to the Aβ(1-42) system. In CV (T ) of Aβ(1-40), another shoulder is present at a tem-
perature of approximately T ≈ 0.11, below T ∗

low. Even though this shoulder in CV (T ) is a very
faint signature, it suggests that the Aβ(1-40) system exhibits further changes in its configura-
tions at these low temperatures. This feature in the CV (T ) curve is not present in the Aβ(1-42)
system. In the remainder of this chapter, T ∗

high will be used to refer to a system’s first-order PT
temperature at T ∗

high ≈ 0.180 and T ∗
high ≈ 0.182, while T ∗

low will denote a systems second-order
PT temperature at T ∗

low ≈ 0.149 and T ∗
low ≈ 0.154 for Aβ(1-40) and Aβ(1-42), respectively.

The thermodynamic analysis clearly reveals significant differences in the phase behavior of
Aβ(1-40) and Aβ(1-42). The two isoforms exhibit distinct PT temperatures and heat capacity
profiles. As will be shown in the structural analysis (section 5.2), the PT at T ∗

high corresponds
to an aggregation and folding transition in the Aβ systems. Thus, the differences in the PT
temperatures and the heat capacity profiles of the two Aβ systems suggest that their aggregation
mechanisms differ. Notably, these differences arise from the addition of just two amino acids to
the C-terminus of the Aβ(1-40) sequence.
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5.1.1 Temperature mapping

To assess the physical relevance of the observed PT temperatures and the configurations in
various phases of the Aβ systems, it is necessary to convert the model units of temperature
T and energy E into physical units, denoted as T ′ and E′. Equivalent to the approach for
the PolyQ systems, this conversion requires the determination of the energy scale of the HB
interactions εHB.

For the unit conversion, the data from Han et al. [165] was chosen. The study investigated
the fibril growth of Aβ(1-42) using replica exchange molecular dynamics (REMD) simulations,
focusing on the interactions between a full-length Aβ(1-42) monomer and a preformed Aβ fibril.
The fibril was constructed from two Aβ fragments, consisting of residues Leu17-Ala42, which
were kept in a fixed structure. In their study, Han et al. reported a docking temperature
T ∗
dock = 320K, derived form a peak in their specific heat curves. This docking temperature is

taken as the equivalent to the aggregation temperature T ∗
high = 0.182 of the Aβ(1-42) system,

that was derived in the previous section and included in table 5.1. Based on this comparison,
the temperature conversion factor (εHB/kB) is determined to be 1760K. The conversion rule for
the temperature is then given by:

T ′ = T · 1760K. (5.1)

Using this equation, room temperature (T ′ = 300K) can be expressed in the reduced units of
the PRIME20 model as T = 0.170. Consequently, for both Aβ systems, room temperature falls
between the high and low PT temperatures, T ∗

high and T ∗
low. This implies that the Aβ dimers

exist in an aggregated state at room temperature, This is a reasonable result, considering the
fact that Aβ aggregates under physiological conditions in the human body.

The low-temperature second order PTs of the Aβ systems translate to physical temperatures
just below 0◦C, namely T ′

low = 261K for Aβ(1-40), and T ′
low = 272K for Aβ(1-42). Therefore,

these PTs obviously occur at non-physiological temperatures. The same is the case for the
shoulder signature in the heat capacity of Aβ(1-40) at T ≈ 0.11 (T ′ ≈ 194K), discussed in the
previous section. At these extremely low temperatures, it is also questionable if the PRIME20
model gives results that are physically correct, since its parameters of PRIME20 were optimized
with PDB structures at room temperature (see section 2.3.1). Nevertheless, these low temper-
ature states will still be considered in the following analysis, as they can provide additional
insights into the aggregation behavior of the Aβ systems and their significance can not generally
be dismissed. The main focus however will be on the system’s aggregated and folded state that
lies in the temperature range between T ∗

high and T ∗
low.

Other studies have been considered for the temperature conversion, but were ultimately not
used due to their various shortcoming to this purpose. Takeda et al. [166] also performed REMD
simulations to study the deposition of Aβ monomers to preformed amyloid fibrils. However, the
authors used the truncated sequence Aβ(10-40) not only for the preformed fibril, but also for
the monomers. Their results were therefore deemed less suited for a comparison to the present
study, when compared to the results from Han et al. However, it is worth noting, that Takeda
et al. reported a docking temperature T ∗

dock = 360K, which is higher than the value reported
by Han et al. When using this temperature for the conversion, the physiological relevance of
the low-temperature states of the Aβ systems increases, because room temperature would be
at T = 0.150 model temperature, which is closer to T ∗

low of both Aβ systems. Even though the
study by Takeda et al. was not used for the temperature conversion, it encourages including the
low-temperature states of the Aβ systems in the investigation.

No doubt, the optimal way to achieve temperature mapping would be to compare the sim-
ulation results to experimental studies. However, the search for suitable experimental data was
challenging due to the small size of the systems that had to be considered (monomer or dimers).
Fibril systems involving a large number of Aβ chains are more commonly studied. An experi-
mental method suitable for comparison would be dynamic or static light scattering experiments
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Figure 5.3: Hydrodynamic radius Rh of the Aβ systems as a function of temperature. The circles
indicate the values of Rh at the PT temperatures.

on monomeric Aβ systems, which provide hydrodynamic radii Rh and radii of gyration Rg,
respectively. Both of these radii can also be calculated from the simulation data: the hydrody-
namic radius Rh can be calculated according to eq. (3.48) and is shown for both Aβ systems in
fig. 5.3, while the square of the gyration radius Rg

2 is presented in the top plot of fig. 5.4(b)(4).
Both are plotted vs. the temperature T . By comparison with experimental results for Rh or Rg,
the model temperature corresponding to the temperature of the experiment could potentially
be determined.

Zhang-Haagen et al. [167] employed small angle neutron scattering and dynamic light scat-
tering experiments to measure Rg and Rh for monomeric Aβ(1-40) and Aβ(1-42) peptides. They
reported the following values for Rg and Rh at room temperature:

Rg Rh

Aβ(1-40) 1.0 ± 0.1nm 1.8 ± 0.3nm
Aβ(1-42) 1.6 ± 0.1nm 3.2 ± 0.4nm

The reported values for both Rg and Rh for Aβ(1-42) are nearly double those of Aβ(1-40), which
is highly unlikely given that Aβ(1-42) contains only two additional residues. This discrepancy
raises doubts about the accuracy of these results. Consequently, the data from Zhang-Haagen
et al. were considered unsuitable for temperature mapping in the PRIME20 model.

In another study, Nag et al. [168] used dynamic light scattering experiments to determine
Rh for monomeric Aβ(1-40) and Aβ(1-42). For both Aβ systems, they reported Rh = 0.9 ±
0.1nm. However, these results are also not applicable for temperature mapping to the PRIME20
temperatures because they fall outside the range of Rh values obtained from the simulations (see
fig. 5.3). Even with the measurement errors taken into account, the results from Nag et al. only
come closest to Rh at very low temperatures, which is in the regime of near constant Rh(T ) and
makes unique temperature mapping impossible.

Therefore, the most suitable data source for the purpose of converting model to physical tem-
peratures is provided by Han et al. By applying the derived conversion rule, the hydrodynamic
radius from the simulation results at room temperature is calculated as Rh(T = 0.170) = 1.09nm
for Aβ(1-40) and Rh(T = 0.170) = 1.15nm for Aβ(1-42). These values fall within the range or

(4)Attention needs to be paid to the different units used in the plots. Rh is given in nm, while Rg
2 is given in

Å2.
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Figure 5.4: Quantities derived from the tensor of gyration as a function of temperature for both Aβ
systems. (a) Eigenvalues λi of the tensor of gyration Tg. (b) Radius of gyration Rg, relative shape
anisotropy κ2 and asphericity ∆. Units: [λi] =Å, [Rg] =Å2, [κ2] = 1, [b] = 1. Units: [λi] =Å,
[Rg] =Å2, [κ2] = 1, [b] = 1.

reported experimental values from Zhang-Haagen et al. and Han et al., supporting the validity
of the conversion rule and its reasonable reproduction of experimental results.

With the established correspondence between simulation and physical temperatures, the
following sections will delve deeper into the structural properties of the Aβ systems to gain
further insights into the differences in the aggregation behavior between Aβ(1-40) and Aβ(1-
42).

5.2 Structural analysis

5.2.1 Tensor of gyration

First, the tensor of gyration Tg is analyzed to investigate the structural properties of the Aβ
systems. The eigenvalues of the tensor of gyration are plotted in fig. 5.4(a). As the temperature
decreases below T ∗

high, all eigenvalues exhibit a sharp decline, indicating a collapse of the polymer
chain. Above and below the transition region, the eigenvalues of Aβ(1-40) are consistently lower
than those of Aβ(1-42) at low temperatures, which intuitively seems reasonable as Aβ(1-40)
is the shorter chain. At temperatures around T ∗

high the eigenvalues λ1 and λ2 of Aβ(1-40) are
greater than those of Aβ(1-42). This behavior can be attributed to the different transition
temperatures of the first-order PT of the two Aβ systems (see table 5.1). The third eigenvalue,
λ3, shows distinct behaviors between the two isoforms. For Aβ(1-42), λ3 decreases monotonically
as temperature decreases. Furthermore, the decrease in λ3 is a 2-step process, where the slope
of λ3 flattens between T ∗

low and T ∗
high before steepening again below T ∗

low and finally reaching a
plateau at low T . In contrast, the behavior of Aβ(1-40) is more complex: λ3 decreases sharply
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5.2 Structural analysis – Intra vs. inter-molecular contacts

around T ∗
high, reaching a minimum at T ∗

low. Subsequently, λ3 increases, suggesting a restructuring
of the polymer chain, before decreasing again to a second minimum situated at around T = 0.11.
At lowest temperatures λ3 stabilizes in a plateau. Notably, in this low temperature regime, λ3
for Aβ(1-40) is higher than that of Aβ(1-42). The behavior of λ3 of Aβ(1-40) over the entire
temperature range suggests a multi-step folding process. A complexity that is different to the
Aβ(1-42) system.

The squared radius of gyration R2
g, the relative shape anisotropy κ2 and the asphericity

parameter b are quantities that can be derived from the tensor of gyration (see eqs. (3.45)
to (3.47)). They are shown in fig. 5.4(b). The R2

g graphs of both systems decrease sharply
when cooling below T ∗

high, indicating again a collapse of the chains. In both the unfolded and

the folded state, the R2
g values of Aβ(1-40) are lower than those of Aβ(1-42). In the transition

region around T ∗
high this statement is violated, because T ∗

high of Aβ(1-40) is lower than that of

Aβ(1-42). The shape anisotropy κ2 of both systems also decreases when cooling below T ∗
high,

indicating a transition from a rod-like to a more spherical shape. In the low energy regime,
κ40

2 of the Aβ(1-40) system is lower than κ42
2 of the Aβ(1-42) system. However, additional

distinctions between the two Aβ systems can be made. While κ42
2 exhibits a single drop region

at T ∗
high that ends around T ∗

low, the behavior of κ40
2 is more complex. 3 distinct regions, where

κ40
2 decreases rapidly can be identified. The first region is around T ∗

high, the second region is
around T ∗

low, and the third region is at low temperatures around T ≈ 0.10. In between these
decrease regions, the slope of κ40

2 flattens. The positions of the inflection points of κ40
2 coincide

reasonably well with the minima of λ3 in fig. 5.4(a). In their asphericity parameter b, both Aβ
systems exhibit similar behavior. b decreases when cooling below T ∗

high, indicating a transition
from a stretched and expanded to a more compact and spherical shape. Above and below the
transition temperature region, b of Aβ(1-40) is lower than that of Aβ(1-42). The behavior of
b is similar to that of R2

g, with a sharp decrease in the transition region and a plateau at low
temperatures.

The analysis of the tensor of gyration Tg highlights the distinct structural characteristics
of the two Aβ isoform systems. In their folded states, Aβ(1-40) chains are more compact and
spherical compared to the more elongated Aβ(1-42) chains. Additionally, the folding process of
Aβ(1-40) seems to be more complex than that of Aβ(1-42), as reflected in the behavior of the
third eigenvalue λ3 and the asphericity parameter κ2. The analysis provides valuable insights
into the structural properties of individual chains within the Aβ systems. The subsequent
sections will delve deeper into the intra- and inter-molecular contacts of the Aβ systems to gain
a deeper understanding of their folding and aggregation behavior.

5.2.2 Intra vs. inter-molecular contacts

Two types of beads can establish energetically favorable contacts: hydrogen bonds (HBs) can
be formed between NH and CO beads of the backbone and SC contacts can be formed between
side chain beads R of the amino acids. Both are important for the protein’s secondary structure
formation. However, as outlined in section 2.3, HBs give a much larger contribution to the
overall energy of the system when compared to SC contacts. Consequently, this section will first
focus on the analysis of intra and inter-molecular HB contacts, followed by an analysis of intra
and inter-molecular SC contacts.

Hydrogen bond contacts

Figure 5.5 displays the number of intra- and inter-molecular HB contacts in the Aβ systems
versus the temperature, denoted as NHB,intra(T ) and NHB,inter(T ), respectively. The number
of contacts is normalized by the total number of residues in the system, N . As temperature
decreases, both NHB,intra and NHB,inter increase significantly at T ∗

high. The inflection points of
these curves closely align with the PT temperatures identified in the thermodynamic analysis, as
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Figure 5.5: Number of intra- and inter-molecular HBs vs. the temperature for the Aβ systems and
normalized by the number of residues in the respective systems. (a) Intra-molecular HB contacts
NHB,intra(T ). (b) Inter-molecular HB contacts NHB,inter(T ). The bottom plots show the respective
derivatives.

highlighted by the derivative plots shown at the bottom of fig. 5.5. The values of NHB,intra and
NHB,inter at the PT temperatures T ∗

high and T ∗
low are marked by circles. A good agreement with

peaks in CV (T ) = ∂⟨E⟩/ ∂T is to be expected, since NHB,intra and NHB,inter are proportional to
the average energy contributed by HBs in the systems. The simultaneous increase of both intra
and inter-molecular contacts at T ∗

high suggests that this transition represents both a folding and
aggregation process.

The NHB,intra plot in fig. 5.5(a) offers valuable insights into the collapse and folding processes
of individual chains within the systems. Notably, the behavior of the two Aβ systems diverges
below T ∗

high. The slope of NHB,intra of Aβ(1-40) between T ∗
high and T ∗

low decreases, becoming less
steep - a change which is more clearly observed in the derivative d(NHB,intra)/dT . Following the
initial negative peak at T ∗

high, d(NHB,intra)/dT for Aβ(1-40) increases until it reaches a plateau,
maintaining a constant negative value before increasing further below T ≈ 0.12 and reaching
zero around T ≈ 0.10. In contrast, Aβ(1-42) exhibits a more gradual change in the slope of
NHB,intra. After the initial large change and a corresponding negative peak in d(NHB,intra)/dT
at T ∗

high, the derivative continues to decrease steadily reaching zero just below T ∗
low and at a

higher temperature than in the Aβ(1-40) system. The distinct behavior of NHB,intra in Aβ(1-40)
indicates a multi-step folding process, characterized by two distinct regimes of varying slopes
around T ∗

high and T ∗
low. In contrast, the folding process of Aβ(1-42) is more continuous. The

slope of NHB,intra changes gradually below T ∗
high and through T ∗

low.

Another key difference between the two Aβ systems is the value that NHB,intra = NHB,intra/N
assumes at temperatures below T ∗

high. For both systems, NHB,intra stabilizes at temperatures
below T = 0.10. However, Aβ(1-40) consistently exhibits a higher NHB,intra than Aβ(1-42)
across all temperatures below T ∗

high. This indicates that in the folded state, Aβ(1-40) has
a greater percentage of its available HB contacts engaged in intra-molecular HB interactions
compared to Aβ(1-42). This contrasts with the behavior of the inter-molecular HB contacts
NHB,inter at low temperatures. As evident in fig. 5.5(b), NHB,inter is lower for Aβ(1-40) than for
Aβ(1-42) at temperatures below T ∗

high. Consequently, the HB partners of Aβ(1-42) are more
involved in inter-molecular HB contacts compared to those inAβ(1-40). Since NHB,intra and
NHB,inter are associated with the folding and aggregation process respectively, this difference in
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Figure 5.6: Difference between intra and inter-molecular hydrogen bond contacts as a function of
temperature. The top plot shows the difference ∆NHB(T ) = NHB,intra(T ) − NHB,inter(T ), while the
bottom plot shows the derivative of ∆NHB(T ). Circles mark the transition temperatures T ∗ of the
Aβ systems.

the behavior of intra and inter-molecular HB contacts below T ∗
high suggests that the two Aβ

systems prioritize folding and aggregation differently during the PT and different structures are
formed in the folded state.

When examining NHB,inter in fig. 5.5(b), another distinction between the two Aβ systems
becomes evident. As the temperature decreases, both systems initially exhibit similar behavior,
with NHB,inter increasing at T ∗

high. The inflection points of these curves align well with the PT
temperatures derived from the thermodynamic analysis. However, as T approaches T ∗

low, the
behavior of NHB,inter diverges between the systems. For Aβ(1-40), NHB,inter changes slope as it
approaches T ∗

low. It reaches a maximum just below T ∗
low and then decreases to a local minimum,

before increasing again to its previous value at the maximum. In contrast, Aβ(1-42) shows a
different behavior with different characteristic features of NHB,inter. The graph increases in two
steps, as indicated by 2 minima in the derivative d(NHB,inter)/dT at T ∗

low and T ∗
high. Notably,

the Aβ(1-42) system experiences another significant increase in NHB,inter at the second-order
PT temperature, which is absent in Aβ(1-40). This suggests that aggregation plays a more
prominent role not only in the high- but also in the low-temperature transition of the Aβ(1-42)
system compared to the Aβ(1-40) system.

In order to further explore the different roles of intra and inter-molecular HB contacts in the
PTs of the two Aβ systems, the difference ∆NHB(T ) = NHB,intra(T )−NHB,inter(T ) was analyzed,
as shown in the top plot in fig. 5.6. The first notable feature is that across the entire energy range,
∆NHB remains positive. This indicates that in both Aβ systems intra-molecular HB contacts
contribute more significantly to the system’s energy than inter-molecular HB contacts. At high
temperatures, ∆NHB is near zero. As the temperature decreases, ∆NHB increases, indicating
that the number of intra-molecular HB contacts increases more rapidly than the number of
inter-molecular HB contacts. The inflection points of ∆NHB also align with T ∗

high. Below T ∗
high,
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Chapter 5. Dimerization of Amyloid Beta

the shapes of the ∆NHB curves reveal significant differences between the two systems.

In Aβ(1-40), ∆NHB increases monotonically as temperature decreases. Below T ∗
high, the

curve flattens before steepening again just below T ∗
low and then reaches its maximum around

T ≈ 0.10, where it remains constant. This behavior, characterized by two distinct regions of
maximum increase of intra-molecular HBs is clearly visible in the derivative d (∆NHB(T )) /dT .
Here, two minima appear at T ∗

high and just below T ∗
low. At both PT temperatures, the increase

of NHB, intra dominates over the increase in NHB, inter.

In contrast, Aβ(1-42) exhibits different behavior at the PTs temperatures. As the system
approaches T ∗

high from higher temperatures, ∆NHB initially increases. However, just below T ∗
high

the graph reaches a maximum, below which it decreases, followed by a second increase in ∆NHB

at around T ∗
low. This looped behavior is also evident in the derivative d (∆NHB(T )) /dT , where a

minimum and maximum are observed between T ∗
high and T ∗

low. This emphasizes the importance
of inter-molecular HB formation at the high-temperature transition of the Aβ(1-42) system. The
subsequent increase in ∆NHB at T ∗

low suggests that intra-molecular HB contacts become more
significant at the low-temperature transition.

The analysis of intra and inter-molecular HB contacts highlights clear differences in the
folding and aggregation behavior of the two Aβ systems. The Aβ(1-40) system undergoes a
secondary restructuring of its HBs below the second-order PT at T ∗

low, further favoring the
formation of intra-molecular HBs. In contrast, the formation of inter-molecular HBs plays a
more significant role in both the high- and low-temperature transition of the Aβ(1-42) system
compared to Aβ(1-40).

The subsequent section will discuss the analysis of intra and inter-molecular SC contacts,
which, alongside the HB contacts, are contributing to the secondary structure formation of
proteins.

Side chain contacts

When looking at the intra and inter-molecular SC contacts in the Aβ systems, an important
difference to the HB contacts has to be considered. While established HBs always give an energy
contribution of EHB = −1, the energy contribution of SC contacts ESC can vary depending on
the amino acids involved (see section 2.3.2 and appendix A). During the simulation runs, the
total intra- and inter-molecular side chain energy was recorded. Since Aβ is a heteropolymer
that contains 16 different amino acids with different ESC values for different interaction energy
for different pairs of amino acids, the side chain energy does not directly translate to the number
of contacts. Consequently, the analysis of SC contacts will focus on the energy contributions of
these contacts.

Figure 5.7 shows the intra and inter-molecular side chain energies for the Aβ systems, labeled
ESC,intra(T ) and ESC,inter(T ), respectively. As the temperature decreases, both ESC,intra and
ESC,inter decrease significantly at T ∗

high. In both systems, a notable change in slope of ESC,intra

and ESC,inter occurs as the temperature approaches T ∗
low, evidenced by peaks or shoulders in

the derivative plots at the bottom of fig. 5.7. The values of ESC,intra and ESC,inter at the PT
temperatures T ∗

high and T ∗
low are highlighted by circles.

Particularly striking is the close resemblance between the derivative of Eintra in fig. 5.7(a)
and the CV (T ) plots in fig. 5.2(b). This suggests that ESC,intra closely mirrors the average
energy behavior of the systems. In the Aβ(1-40) system, ESC,intra decreases sharply at T ∗

high,
followed by a more gradual decrease as the temperature approaches T ∗

low. In contrast, ESC,intra

in the Aβ(1-42) system exhibits two distinct temperature regimes where the energy changes,
as indicated by the two peaks in the derivative. Across the entire temperature range ESC,intra

of both systems is quite similar, with the Aβ(1-40) system displaying slightly lower energy at
low temperatures. At high temperatures, however, ESC,intra in the Aβ(1-40) system is higher in
the Aβ(1-42) system. Notably, in both systems ESC,intra does not approach zero as temperature
increases but instead stabilizes at a value corresponding to the maximum position of the entropy
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Figure 5.7: Intra- and inter-molecular SC energies vs. the temperature for the Aβ systems. (a) Intra-
molecular HB contacts NHB,intra(T ). (b) Inter-molecular HB contacts NHB,inter(T ). The bottom plots
show the respective derivatives.

S(U) in the configurational microcanonical ensemble. This supports the previous explanation
that the maximum position of the S(U) being below zero indicates that entropy favors the
formation of at least some SC contacts.

The behavior of ESC,inter, as depicted in fig. 5.7(b), reveals more differences between the
systems. At high temperatures, ESC,inter of both systems remains close to zero, reflecting the
separation of the chains. As the temperature approaches T ∗

high, ESC,inter decreases, indicating
the onset of chain aggregation. In both systems a temperature regime of slower decline in
ESC,inter is visible around T ∗

low. At lower temperatures, ESC,inter is higher in the Aβ(1-40)
system compared to the Aβ(1-42) system, suggesting that Aβ(1-42) forms more SC contacts to
stabilize its aggregated state.

The difference between intra and inter-molecular side chain energies ∆ESC(T ) = ESC,intra(T )−
ESC,inter(T ) is shown in the top plot of fig. 5.8(5). Its value in both Aβ systems is negative across
the entire temperature range, indicating that intra-molecular SC contacts are the dominant con-
tributors to the energy of the system. As the temperature decreases, ∆ESC decreases as well.
∆ESC reaches a minimum just above T ∗

high below which energy contributions of inter-molecular
SC contacts drive ∆ESC to increase. When approaching T ∗

low the behavior of ∆ESC diverges
between the two systems. In the Aβ(1-40) system, ∆ESC reaches a maximum after which
ESC,intra becomes increasingly dominant and ∆ESC decreases. It reaches a minimum around
T ≈ 0.10 and remains at a low value in the low-temperature regime. In contrast, ∆ESC of the
Aβ(1-42) system reaches its maximum approximately at around T ∗

low, after which it roughly
remains at a constant level much closer to its value above the transition than the Aβ(1-40)
system. This again indicates that aggregation plays a more prominent role in both the low- and
the high-temperature transition for the Aβ(1-42) system compared to the Aβ(1-40) system.

After highlighting these differences in intra- and inter-molecular HB and SC contacts, the
next section will further explore the hydrogen bond networks formed in the different phases of
the Aβ systems.

(5)Note that, unlike HBs, the focus here is on the energy rather than the number of formed side-chain con-
tacts. An energetically favorable side-chain contact gives a negative contribution to ESC,intra(T ) and ESC,inter(T ).
Consequently, when interpreting ∆ESC(T ), the significance of positive or negative values is inversed compared to
∆EHB(T ) shown in fig. 5.6.
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Figure 5.8: Difference between intra and inter-molecular side chain energies as a function of temperature.
The top plot shows the difference ∆ESC(T ) = ESC,intra(T )−ESC,inter(T ), while the bottom plot shows
the derivative of ∆ESC(T ). Circles mark the transition temperatures T ∗ of the Aβ systems.

5.2.3 Hydrogen bond contact probability maps

Hydrogen bond contact probability maps (HB maps) are a powerful tool for visualizing the
hydrogen bond networks formed within the different phases of the Aβ systems. The HB maps
for intra-molecular HB contacts are displayed in fig. 5.9 and the HB maps for inter-molecular HB
contacts are shown in fig. 5.10. It should be noted that the method of visualizing the HB maps
of the Aβ systems differs from that of the HB maps of the PolyQ systems. While the HB maps
of the PolyQ systems showed both intra- and intermolecular HB contacts in the same plot,
the analysis of the Aβ systems utilizes separate HB maps for intra- or inter-molecular contacts.
The different visualization was chosen to increase the HB map’s readability and expressiveness.
Since the Aβ systems are much larger than the PolyQ systems the number of beads on both
axis of the HB maps is larger. Consequently, the cells in the HB maps are smaller, and the
probability values are more densely packed, making it more difficult to distinguish between
the different structures in the HB maps. Separation of intra- and inter contacts, reduces the
number of beads per axis. Additionally, the Aβ systems exhibit more complex HB networks than
the PolyQ systems and the differences between the maximal probabilities of intra- and inter-
molecular HB contacts are larger. Therefore, structures appearing in the inter-quadrants of the
HB map and that have lower contact probabilities compared to structures in the intra-quadrants
are difficult to distinguish in the combined intra- and inter-molecular HB maps. Combined intra-
and inter-molecular HB maps for the Aβ systems are provided in fig. C.2 in appendix C. For the
separated representation of intra- and inter-molecular HB maps, the two corresponding intra- or
inter-molecular quadrants of the combined HB maps were extracted and combined by averaging
the values for each cell.

Another difference to the representation of HB maps in PolyQ systems is that the HB maps of
the Aβ systems use a logarithmic probability scale. This scaling was chosen to better visualize
the HB networks in the Aβ systems, which are more complex and have larger differences in
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5.2 Structural analysis – Hydrogen bond contact probability maps

their probability values compared to the PolyQ systems. For comparison to the non-logarithmic
HB maps, the combined intra- and inter-molecular HB maps of the Aβ systems are also provided
using the logarithmic scale in fig. C.3 in appendix C.

As discussed in sections 3.4.3 and 4.2.2, HB maps provide a visual representation of the
hydrogen bond networks formed within the systems and reveal the probability of HB contacts
between pairs of residues in the system. The probability values are represented on a logarithmic
scale, where red denotes high probability and blue indicates low probability. The color scale with
the associated probabilities is provided on the right of the HB maps. Notably, the probability
scales are consistent across all HB maps of the same interaction type (intra or inter). The max-
imum value on the color scale corresponds to the highest probability value across all displayed
cells within the same figure (fig. 5.9 or fig. 5.10). The scales, however, differ between interac-
tion types. To minimize numerical artifacts and focus on relevant data, all non-zero probability
values below the threshold of 10−3 are set to 10−3. Probability values of zero are represented
in white, which applies exclusively to the white diagonal in the intra-molecular HB maps which
represents the turn region where no HB contacts can form by definition of the PRIME20 model.
Apart from the differences discussed above, the HB maps of the Aβ systems can be analyzed
similarly to the PolyQ systems, i.e. secondary structure motifs in the peptide chains will produce
the same kind of signatures in the different HB map representations of PolyQ and Aβ.

Figure 5.9 and fig. 5.10 display the HB maps of the Aβ systems at three selected temper-
atures. The temperatures were chosen to represent distinct phases of the systems. The first
temperature (T = 0.164) corresponds to the phase just below the first-order PT at T ∗

high, while
the second temperature (T = 0.135) captures the phase below the second-order PT at T ∗

low. The
third temperature (T = 0.085) was selected to illustrate the system’s state at very low temper-
atures, below the low-temperature shoulder in the heat capacity CV (T ) of Aβ(1-40), as well as
below the structural features in κ2, NHB,intra and NHB,inter discussed in previous sections (see
sections 5.1, 5.2.1 and 5.2.2). For temperatures above T ∗

high, the Aβ systems remain unfolded
with a very low probability of HB contact formation. Thus, they are of no further interest in
the current analysis of the folded and aggregated states. For completeness, HB maps of the
unfolded state at T = 0.195 are included in fig. C.4 in appendix C.

For the remainder of this section, the notation (i, j) will designate the contact between the
i-th and j-th residue in the sequence. The NH and the CO beads on the x- and y-axis are
interchangeable in this context. When specifying a particular contact between Ni and Cj , the
notation (Ni,Ci) will be used. Therefore, the notation (i, j) encompasses both HB contacts:
(Ni,Cj) and (Nj ,Ci), thereby eliminating redundancy in the description of the HB interactions.
Furthermore, the 3-letter abbreviations of the involved residues will occasionally be included in
the (i, j) notation. This will be done to highlight specific interactions, such as the contacts at
the turn of a β-hairpin.

Hydrogen bond networks at T = 0.164

Figure 5.9(a) and fig. 5.9(b) show the intra-molecular HB maps of Aβ(1-40) and Aβ(1-42) at
T = 0.164, respectively. At first glance, both HB maps appear very similar. Both systems
exhibit a high probability of HB contacts at the N-terminal region. Specifically, two β-hairpin
signatures stick out. The hairpin structures will be identified by the residue contact that is closest
to the turn. For the two β-hairpins, these turn contacts are (Arg5,Gly9) and (His6,Tyr10). Both
have a high probability of occurring, with the latter being the more prominent in both systems.
The two whole β-hairpin signatures involve the contacts [(5,9) – (3,11) – (1,13)] for the first β-
hairpin signature and [(6,10) – (4,12) – (2,14)] for the second. Another common signature of both
Aβ systems is the presence of an anti-parallel diagonal(6) region, centered around the turn contact

(6)The term ’anti-parallel diagonal’ refers to the slope of the signature. As already discussed in the chapter on
the PolyQ systems, the slope of the signature can be used to identify the orientation of the β-strands. In this
case, the signature stretches from the top left to the bottom right, giving it a descending slope, which indicates
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Figure 5.9: Intra-molecular hydrogen bond contact probability maps for Aβ(1-40) and Aβ(1-42). The
probability scale is logarithmic. The left column shows the Aβ(1-40) system, while the right column
shows the Aβ(1-42) system. The first row displays the HBmaps at T = 0.164, the second row at
T = 0.135, and the third row at T = 0.085.
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Figure 5.10: Inter-molecular hydrogen bond contact probability maps for Aβ(1-40) and Aβ(1-42). The
probability scale is logarithmic. The left column shows the Aβ(1-40) system, while the right column
shows the Aβ(1-42) system. The first row displays the HBmaps at T = 0.164, the second row at
T = 0.135, and the third row at T = 0.085.
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(Val24,Lys28) and identifiable by its bright yellow to green cells. Although, the probability of
HB contacts in this region is lower compared to the N-terminal β-hairpin signatures, it still
indicates an increased probability of anti-parallel alignment of the chain segments connected
by (Val24,Lys28) or adjacent turn contacts. Secondary structure motifs that are consistent
with this signature in the intra-molecular HB maps are different β-hairpins with different turn
contacts.

Various configuration snapshots taken from the SAMC simulations of the Aβ systems are
provided in fig. 5.11 for Aβ(1-40) and in fig. 5.12 for Aβ(1-42). The configurations were selected
for illustrative purposes and do not necessarily represent most probable system states. All
configurations have energies equal to, or below, the average energy ⟨U⟩T at temperatures below
T ∗
high. They therefore correspond to the folded and aggregated state at temperatures below
T ∗
high. In both figures, the chain’s N-terminus is colored in blue and the C-terminus is colored

in red. A consistent feature in all the presented configurations is the β-hairpin at the blue N-
terminal end of the chain. Additionally, the region around the contact (Val24,Lys28) with yellow
color often exhibits a turn connecting two β-strands in a β-hairpin, for example in figs. 5.11(b)
and 5.11(h) for Aβ(1-40) and figs. 5.12(d) and 5.12(h) for Aβ(1-42). These configurations are
consistent with the anti-parallel diagonal signature observed in the HB maps that correspond
to intra-molecular β-sheets and β-hairpins centered around the turn contact (Val24,Lys28) and
adjacent turn contacts.

In Aβ(1-40), the intra-molecular HB maps reveal a broader variety of possible intra-molecular
HB contacts, compared to Aβ(1-42). A prominent feature in Aβ(1-40) is the anti-parallel align-
ment around the turn contacts (His13,Leu17) and (His14,Val18). This signature indicates an
increased probability of β-hairpin formation around these turn contacts and is much less pro-
nounced in the HB map of Aβ(1-42). Additionally, the Aβ(1-40) system shows a higher proba-
bility of HB contacts within the region ([10−20], [20−40]), compared to the Aβ(1-42)’s HB map,
where the probability values are much lower for these contacts. This region will be referred to
as the diversity area in the remainder of this section. The diversity area in part shares con-
tacts with the (Val24,Lys28) β-hairpin signature. However, it is difficult to assign a singular
secondary structure to the diversity area, as the potential contacts are dispersed over a large
area and do not form a distinct, singular signature. However, the overall antiparallel shape of
many signatures in the diversity area suggests that intra-molecular β-sheets and β-hairpins are
likely secondary structure candidates in this region.

In contrast, the intra-HB map of the Aβ(1-42) system exhibits a reduced range of possible
intra-molecular HB contacts. While the signature of anti-parallel alignment around turn contact
(Val24,Lys28) is still present in fig. 5.9(b), it is more confined and less spread out in the Aβ(1-
42) system, indicating a more defined β-hairpin structure compared to the Aβ(1-40) system.
The diversity area observed in the Aβ(1-40) system is notably less populated in the Aβ(1-
42) system. The spread of low-probability intra-molecular HB contacts is significantly reduced,
leaving fever contact but with higher probability that are compatible with β-hairpins. A reduced
diversity is also noticeable in the regions ([10 − 20], [20 − 30]), where there is a significantly
lower probability of forming intra-molecular HB contacts. Instead, residue in this region are
more likely to participate in inter-molecular HB contacts, as evident from the inter-molecular
HB maps shown in figs. 5.10(a) and 5.10(b).

The inter-HB map of the Aβ(1-40) system at T = 0.164 exhibits an overall lower probability
of inter-molecular HB formation, compared to intra-molecular HBs. This was already evident
in the HB contact analysis of the previous section (section 5.2.2). The most prominent feature
is the (N20,C19) contact, which is part of an anti-parallel β-sheet signature. Furthermore, the
HB map of Aβ(1-40) reveals several signatures of lower probability at the N-terminus, consis-
tent with anti-parallel β-sheets (see fig. 5.11(a) for an example configuration). In contrast, the
inter-HB map of the Aβ(1-42) system displays high-probability signatures of both parallel and

that the β-strands are oriented in an anti-parallel fashion.
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5.2 Structural analysis – Hydrogen bond contact probability maps

anti-parallel alignment, particularly in the region ([10 − 24], [10 − 24]), indicating a strong ten-
dency for β-sheet formation between these beads (see figs. 5.12(c), 5.12(f) and 5.12(g) for exam-
ple configurations). These signatures are significantly more pronounced than the corresponding
ones in the Aβ(1-40) system. Additionally, the N-terminal region of the Aβ(1-42) system fea-
tures a prominent anti-parallel β-sheet signature, spanning the contacts (N1,C15) → (N15,C1).
This β-sheet signature has much higher probability than the corresponding N-terminal inter-
molecular β-sheet signature in the Aβ(1-40) system. Example configurations, corresponding
to this N-terminal β-sheet signature in Aβ(1-42) are shown in figs. 5.12(a) and 5.12(b) At the
C-terminus, the intra-HB maps of both systems do not show any distinct signatures of specific
secondary structures. However, the inter-HB map of the Aβ(1-42) system reveals a couple of
high probability HB contacts at the C-terminus, most prominently the contact (N36,C34), which
is near absent in the Aβ(1-40) system.

The analysis of intra- and inter-molecular HB maps at T = 0.164 reveals significant dif-
ferences between the two Aβ systems. The Aβ(1-40) system exhibits a wider array of possible
intra-molecular HB contacts compared to the Aβ(1-42) system because HB signatures of notable
probability are dispersed more broadly across the HB map for the Aβ(1-40) system, compared to
Aβ(1-42). This distribution of HB contact probabilities is an expression of the polymorphism of
Aβ systems. Polymorphism is a well-known phenomenon in Aβ systems and has been described
extensively for Aβ amyloid fibrils by numerous experimental and computational studies [3, 169–
181]. In particular the exact position of the turn of the β-hairpins that constitute the core of
the fibrils, as well as the specific interactions between residues in the intra- and intermolecular
β-strands have been identified as key factors in the polymorphism of Aβ fibrils. Polymorphism
in both Aβ variants has also been observed in monomer and dimer systems [173, 182–184], where
folded and aggregated Aβ conformations vary in the structure of the N-Terminus and in the po-
sition of β-hairpin turns. The absence of a single, well defined folded and aggregated structure
in the Aβ systems results in a spread out distribution of HB contacts in the HB maps shown
here, since in the SAMC simulations, all configurations corresponding to a given temperature
are considered simultaneously.

The intra-molecular HB maps reveal well defined β-hairpins at the N-terminus for both
Aβ systems with two possible turn-positions: (Arg5,Gly9) and (His6,Tyr10). The center and
C-terminal regions of the chains exhibit less probable contacts compared to the N-terminal β-
hairpins. However, the shape of the signatures indicates β-hairpin formation in these regions
as well, particularly around the turn contacts (Val24,Lys28) and (Asp23,Asn27). The spread of
the probabilities in the signatures in the center and C-terminal half of the chains are indicative
of the conformational polymorphism observed experimentally in both Aβ systems. The poly-
morphism is more pronounced in the Aβ(1-40) system, as evidenced by the broader range of
possible HB contacts in the systems intra-HB map compared to those of the Aβ(1-42) system.
The polymorphism is also visible in the inter-molecular HB maps, as evident by the spread of
probable HB contacts. Furthermore, the Aβ(1-42) system shows well defined β-sheet signatures,
particularly in the N-terminal half of the chains. Together with the overall higher probability for
inter-molecular HB contacts, this reveals the more prominent role of aggregation in the PT at
T ∗
high for Aβ(1-42), compared to Aβ(1-40). On the other hand, the Aβ(1-40) system exhibits a

broader range of possible HB contacts in the inter-HB map, emphasizing the more polymorphic
nature of the Aβ(1-40) system compared to the Aβ(1-42) system, which was also visible in the
intra-molecular HB maps. The HB map analysis further emphasizes the distinct folding and
aggregation behavior of the two Aβ variants.

Hydrogen bond networks at T = 0.135

Further changes to the HB networks in the Aβ systems are evident when the temperature is
decreased to T = 0.135, below the second-order PT temperature T ∗

low. Figures 5.9(c) and 5.9(d)
show the intra-molecular HB maps of the Aβ(1-40) and Aβ(1-42) systems, respectively. At
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T = 0.135, the HB network of Aβ(1-40) closely resembles that at T = 0.164. The β-hairpin
signatures at the N-terminus are still present, with the (His6,Tyr10) turn contact being the
most prominent signature. The anti-parallel signatures around the turn contacts (His13,Leu17)
and (His14,Val18) show an increased probability compared to T = 0.164. Within the diversity
area, contact formation becomes more selective, with specific β-hairpin signatures becoming
more pronounced. Additionally, the turn contacts (N24,C20), (N25,C21), ... (N29,C25) show
an increased probability, suggesting a greater likelihood of α-helix formation. However, this
probability remains significantly lower than that of the β-hairpin signatures at the N-terminus.
In practice, configuration snapshots of Aβ(1-40) rarely display α-helix formation. Therefore,
these turn contacts likely do not form simultaneously to create whole α-helices. Instead, they
indicate single turns in the chain, stabilized by HB contacts. The probability of individual
residues to be part of α-helix structures will be further explored in section 5.2.5. Example
configurations featuring α-helix turns in the C-terminal half of the chain are shown in figs. 5.11(b)
and 5.11(d).

The intra-molecular HB map of the Aβ(1-42) system undergoes much more pronounced
changes, when the temperature decreases from T = 0.164 to T = 0.135. The β-hairpin sig-
natures at the N-terminus show an increase in probability, with the (Arg5,Gly9) turn contact
and the (His6,Tyr10) turn contact becoming near equal in probability. Overall the range of
possible HB contacts is significantly reduced compared to T = 0.164. However, the HB map re-
veals a variety of well-defined anti-parallel β-sheet signatures, such as [(2,26) – (4,24) – (6,22)],
[(2,38) – (4,36)] and [(34,30) – (36,28) – (38,26)]. At T = 0.135, Aβ(1-42) exhibits a much
more specific and structured intra-molecular HB network compared to Aβ(1-40). The beads
[(N24,C20), (N25,C21), ... (N29,C25)] and [(N32,C28), (N33,C29), (N34,C30)] corresponding to
residue contacts close to the turn display a high probability of forming HB contacts. Like in
the Aβ(1-40) system, this again is consistent with signatures of α-helix formation. However,
as for the Aβ(1-40) system, configuration snapshots of the Aβ(1-42) system revealing α-helix
formation were rarely found. A rare example configuration snapshot of the Aβ(1-42) exhibiting
an α-helix loop at the C-terminal end of the chain can be seen in fig. 5.12(d).

The inter-molecular HB maps of the Aβ systems at T = 0.135 are displayed in fig. 5.10(c)
and fig. 5.10(d). The Aβ(1-40) system exhibits only minor changes compared to T = 0.164.
Overall, the signatures become more defined, as low-probability signatures that were present at
T = 0.164 disappear. Notably, some short anti-parallel β-sheet signatures of higher probability
appear, identified by their orange coloring. In contrast, the HB map of Aβ(1-42) changes much
more significantly. The multitude of high-probability parallel and anti-parallel signatures in the
region ([10− 24], [10− 24]) that were present at T = 0.164 collapses into a singular anti-parallel
β-sheet signature. This signature spans the residue contacts [(11,25) – (13,23) – (15,21)] and
is the most probable signature in the inter-molecular HB map. Corresponding configurations
are shown in figs. 5.12(c), 5.12(f) and 5.12(g). Additionally, the C-terminal region shows the
high-probability contact (N36,C34) that persists across the PT. Around it, more contacts with
increased probability are revealed, forming an anti-parallel diagonal.

The changes in the HB networks of the Aβ systems at T = 0.135 highlight notable differ-
ences in the folding and aggregation behavior of Aβ(1-40) and Aβ(1-42) at the second-order PT
temperature. The Aβ(1-40) system exhibits only minor changes and again displays a broader
array of possible intra-molecular HB contacts that is indicative of its greater degree of config-
urational polymorphism. The Aβ(1-42) system, on the other hand, shows significant change in
its HB maps and features a more defined and specific intra-molecular HB network. A shared
intra-molecular structural element in both Aβ systems is the persistent β-hairpin, which remains
stable below the PT temperature T ∗

low. The differences between the two Aβ systems are even
stronger in the inter-molecular HB contacts. Aβ(1-42) exhibits a much higher probability of
forming inter-molecular HB contacts and features a distinct β-sheet signature dominating the
intra-molecular HB map. This indicates a more well-defined aggregated structure, than Aβ(1-
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40). In contrast, Aβ(1-40) shows a lower probability of inter-molecular HB contacts and a wider
variety of potential HB interactions, reflecting the polymorphism of Aβ dimer systems, as was
already present in the system at T = 0.164.

Hydrogen bond networks at T = 0.085

Finally, the bottom rows in figs. 5.9 and 5.10 show the HB map at T = 0.085. Even though
this model temperature translates to T ′ = 150K in physical temperatures and is therefore far
below physiological conditions, it still reveals interesting differences between the Aβ systems.
In the intra-molecular HB map of Aβ(1-40) the diverse range of anti-parallel signatures collapse
intro specific, well defined β-hairpin signatures. Notably, the β-hairpins with turn contacts
(His13,Val18), (His14,Val18) or (Asp23,Asn27) show a high probability of forming HB contacts.
In contrast, the intra-molecular HB map of Aβ(1-42) does not change at all compared to T =
0.135. A similar behavior can be observed in the inter-molecular HB maps. In the Aβ(1-40)
system the diversity of HB signatures is severely reduced, with only a few high-probability
contacts remaining. For the most part, these contacts are in agreement with parallel and anti-
parallel β-sheet formation. Notably, the large anti-parallel β-sheet signature at the N-terminus
present at higher temperatures disappears, while only parallel β-sheet signatures remain. The
Aβ(1-42) system, on the other hand, shows no change in the inter-molecular HB map compared
to T = 0.135. The high-probability contacts at the C-terminus persist and the anti-parallel
β-sheet signature in middle region remains stable.

In summary of the HB map analysis, the Aβ systems exhibit distinct folding and aggregation
behaviors at different temperatures. Below T ∗

high, both systems show a high probability of β-
hairpin formation at the N-terminus. Signatures of further β-hairpins and anti-parallel β-sheets
are present in the center and C-terminal region of chains in both Aβ systems. However, these
signatures are spread out across multiple possible contacts belonging to multiple possible chain
configurations. This is indicative of the polymorphism present in Aβ dimer systems [173, 183,
184]. Aβ(1-40) system displays a much broader range of possible intra-molecular HB contacts
compared to Aβ(1-42), which indicates a higher degree of polymorphism in the Aβ(1-40) system.

The inter-molecular HB contacts in the Aβ(1-42) system are less spread out with higher
individual probability and with clear signatures of β-sheet formation. In contrast, the Aβ(1-40)
system shows a lower probability of inter-molecular HB contacts and a wider variety of potential
HB interactions. This behavior again emphasizes the distinct aggregation behaviors of the two
Aβ variants, with Aβ(1-42) favoring more clearly defined, specific interactions that have a much
higher probability of occurring, compared to the more polymorphic nature of Aβ(1-40).

Below T ∗
low, the HB network of the Aβ(1-40) system only changes in its inter-molecular HB

contacts. The overall probability of inter-molecular HB contacts increases and specific HB con-
tacts become more prominent. The Aβ(1-42) on the other hand, shows changes in both its intra-
and inter-molecular HB network. The intra-molecular HB network becomes more defined, with
specific β-hairpin and β-sheet signatures dominating the HB map. The signatures in the inter-
molecular HB map show a well defined, high-probability β-hairpin signature involving residues
in the middle region of the chain. The second-order PT in the Aβ(1-42) system is characterized
by a fundamental change in the inter-molecular HB contacts, with a clear signature of β-sheet
formation dominating the HB map.

It is not until the temperature is decreased to very low values, that the HB networks of the
Aβ(1-40) system shows clearly defined β-hairpin signatures in its intra-HB maps and a reduction
in the diversity of possible HB contacts. The inter-molecular HB map of the Aβ(1-40) system
shows a similar reduction in diversity, with only a few high-probability contacts remaining. In
contrast, the Aβ(1-42) system already shows well defined, aggregated secondary structures in the
high-temperature aggregated phase (between T ∗

high and T ∗
low). This includes room temperature

T ′
R = 300K which is equivalent to TR = 0.170 in model temperatures.
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Aβ(1-40)

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.11: Configuration snapshots from simulations of the Aβ(1-40) system. The beads represent
the backbone beads of the residues in PRIME20: NH, Cα and CO. Side chain beads (R) are omitted
for better visibility. The beads along the backbone of each of the two chains are colored in a rainbow
gradient, with the N-terminus in blue and the C-terminus in red. The configurations are selected at
energies corresponding to temperatures in the folded and aggregated state.

The formation of Aβ dimers represents a crucial early step in the aggregation process of Aβ
peptides, which eventually leads to the formation of larger oligomers and ultimately the amyloid
fibrils. Both, oligomers and amyloid fibrils of Aβ are closely linked to the progression of AD. The
HB networks observed in the simulated dimer systems show significant differences from those
found in fibrillar structures. This paragraph compares the structures of Aβ fibrils and dimers
reported in the literature with the folded and aggregated structures of the simulated dimer
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Aβ(1-42)

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.12: Configuration snapshots from simulations of the Aβ(1-42) system. The beads represent
the backbone beads of the residues in PRIME20: NH, Cα and CO. Side chain beads (R) are omitted
for better visibility. The beads along the backbone of each of the two chains are colored in a rainbow
gradient, with the N-terminus in blue and the C-terminus in red. The configurations are selected at
energies corresponding to temperatures in the folded and aggregated state.

systems from this study. The HB maps used for this comparison are taken at temperatures
that mimic physiological and experimental conditions. Specifically, HB maps at T = 0.164 were
chosen, representing the system in its high-temperature, folded and aggregated state between
T ∗
high and T ∗

low (figs. 5.9(a), 5.9(b), 5.10(a) and 5.10(b)).

The structure of Aβ fibrils has been studied extensively using nuclear magnetic resonance
(NMR) and cryo-electron microscopy (cryo-EM) [78, 171, 175, 185, 186]. A common result is
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the identification of β-strands in the regions [12−24] and [30−40] that form inter-molecular HB
contacts to create parallel inter-molecular β-sheets. In the center of the chain, between the two
β-strands, a bend or turn is found, bringing the β-strands in anti-parallel alignment. These two
β-strands of the same chain interact via SC interactions. The β-turn-β motif is found in both
Aβ(1-40) and Aβ(1-42) and constitutes the core of the amyloid fibril in a cross-β-structure(7).

The inter-molecular parallel β-sheets found in the amyloid-fibril of Aβ correlate to the par-
allel signatures found in the center region ([10 − 24], [10 − 24]) of the inter-molecular HB maps
of Aβ(1-40). Although, anti-parallel alignment appears more probable in the Aβ(1-40) dimers.
The Aβ(1-42) dimers have a much higher probability of forming inter-molecular HB contacts in
this region. Both parallel and anti-parallel β-sheet signatures are found in its inter-molecular
HB maps. This implies, that the Aβ(1-42) system already shows the onset of fibril-like aggre-
gation in its first-order PT. An example configuration adopting parallel alignment of inter-
molecular β-strands in agreement with amyloid fibrils is displayed in fig. 5.12(g).

In the fibril, the loop which brings the peptide chains two β-strands into anti-parallel
alignment is localized between residues 25-29 and stabilized by the salt bridge in the side
chains (Asp23,Lys28) [78]. The two β-strands stabilize their anti-parallel alignment with intra-
molecular SC contacts. In both simulated dimer systems, the chains also form β-strands in
[12 − 24] and [30 − 40]. Furthermore, the intra-molecular HB maps revealed that these two β-
strands form β-hairpins with intra-molecular HBs and a turn HB contact close to (Val24,Lys28).
Thus, both Aβ dimer systems already exhibit β-strands in the same chain segments as in the full
amyloid fibril. Furthermore, these β-strands in the dimer systems adopt anti-parallel alignment
connected by the turn HB contact (Val24,Lys28), which is close with the salt bridge SC contact
(Asp23,Lys28) found in the fibril. The main difference here is, that this hairpin structure is sta-
bilized by HB contacts in the simulated dimer systems, whereas it is stabilized by SC contacts
in the fibril.

The first 10 residues at the N-terminus of the Aβ peptides are found to be mainly unstruc-
tured in the fibril [78, 175, 185]. This is in stark contrast to the dimer systems simulated in this
study, where the N-terminus shows a high probability of forming β-hairpins. This suggests that
the formation of N-terminal β-hairpins plays a crucial role in the dimerization process, whereas
it looses this importance in the fully formed fibril. Notably, studies by Bertini et al. [171] and
Wälti et al. [186] found that the N-terminus of Aβ(1-40) and Aβ(1-42) peptides can indeed also
adopt β-strand structures in the fibril. However, they are still not part of the cross-β structure
in the fibril-core.

NMR studies of Aβ peptides in aqueous solution are able to determine the structure of
monomeric Aβ peptides [187–190]. Hou et al. [188] found, that both Aβ(1-40) and Aβ(1-42)
adopt largely random, extended chain without a clearly defined secondary structure. However,
the monomeric peptides show tendencies to form β-strands in the regions [17− 21] and [31− 36]
as well as bend-like structures at regions [7 − 11] and [20 − 26]. The β-strand regions, together
with the tendency to form turns around [20−26], align well with the β-hairpin signatures found
in the intra-molecular HB map of the simulated dimer systems of this study. Furthermore, the
turn at [7− 11] is consistent with the β-hairpin signatures found at the N-terminus of the dimer
systems.

Ball et al. [187] reported that Aβ(1-42) forms a prominent anti-parallel β-hairpin involving β-
strands in the regions [16−21] and [29−36]. This is in agreement with the β-hairpin signatures
observed in the intra-molecular HB map of the Aβ(1-42) system in this study. Additionally,
Ball et al. found that Aβ(1-40) forms an alternative β-hairpin involving β-strands in the regions
[9 − 13] and [16 − 21]. The analysis of the intra-molecular HB map for Aβ(1-40) in this study
similarly shows a high probability of forming β-hairpins with turn contacts (His13,Leu17) or
(His14,Leu17). In contrast, the probability of β-hairpin formation in this region is much lower
in Aβ(1-42). Therefore, the findings of this work are consistent with the structural differences

(7)A more thorough description of the cross-β-structure can be found in section 2.1.1.

76



5.2 Structural analysis – Side chain contact probability maps

between the two Aβ systems reported by Ball et al.

Next to experimental studies, simulations studies using MD and MC have also been used
to study the structure of Aβ peptides [169, 170, 183, 184, 191–194]. Anand et al. performed
REMD simulations on monomer [191] and dimer [169] systems of Aβ(1-39) at room temperature.
They found that the monomeric peptide is unstructured and assumes random-coil conformations
without any β-strand content. The dimer system, on the other hand, exhibits conformations
with parallel N-terminals that were suggested to be stabilized by inter-molecular salt-bridges
between SCs of Lys28 and Glu22 or Asp23. The systems of Aβ(1-40) and Aβ(1-42) in this study
differ from the dimer structures reported by Anand et al. in that they show a preference for
anti-parallel alignment and β-hairpin formation at the N-terminus. Furthermore, the salt-bridge
between Lys28 and Asp23 does not appear in the HB maps as particularly important to the
secondary structures of the Aβ dimers in this study. However, the parallel alignment at the N-
terminal, comparable to that found by Anand et al. is still a possible structure that is also found
in conformations of the Aβ dimers in this study (see for example fig. 5.12(g)). Furthermore, the
length of the Aβ peptide chains differs between the studies, which could explain the differences
in the preferred alignment of the N-terminus. Another factor is the simulation technique used,
with Anand et al. using REMD and this study using MC simulations, as the MC method allows
for broader sampling of the conformation space.

Côté et al. [184] performed REMD simulations on dimer systems of Aβ(1-40) and Aβ(1-42)
at various temperatures. Their results show, that the N-terminal region of Aβ(1-42) adopts very
often a β-hairpin motif, centered at residues 7-9, while the N-terminal of Aβ(1-40) populates
mostly random coil configurations with a small fraction of intra- and inter-molecular β-sheets
motifs. In contrast, the β-hairpin motif at the N-terminal end of the peptide chain is found
with equal probability in both Aβ(1-40) and Aβ(1-42) in the dimer systems of this study. Côté
et al. further found, that both Aβ systems form β-strands in the regions [12− 24] and [30− 40].
Especially the region [12−24] was prone to form inter-molecular contacts, which is in agreement
with results form the HB map analysis in this study.

5.2.4 Side chain contact probability maps

To further understand the structural properties of the Aβ systems, the probabilities of contacts
between individual SC beads are analyzed. The side chain contact probability maps (SC maps)
of the Aβ systems at T = 0.164 are shown in fig. 5.13. In contrast to the HB maps, the SC maps
are symmetrical. This is due to each residue having only a single side chain, in contrast to
two beads per residue (NH and CO) that can participate in HBs. This results in reciprocal
contact probabilities and allows for diagonalization of the SC maps. The vertical and horizontal
white lines in the SC map correspond to Gly residues, which lack the SC bead and therefore
do not form SC contacts. Furthermore, since each SC bead can form multiple contacts with
other SC beads simultaneously, the SC maps often display multiple high-probability contacts
for individual beads.

Inter-molecular hydrogen bond contact probability maps for Aβ(1-40) and Aβ(1-42). The
probability scale is logarithmic. The left column shows the Aβ(1-40) system, while the right
column shows the Aβ(1-42) system. The first row displays the HB maps at T = 0.164, the
second row at T = 0.135, and the third row at T = 0.085.

The intra-molecular SC contacts are shown in the top row of fig. 5.13. At T = 0.164, the
SC map of the Aβ systems are very similar. SC contacts between neighboring residues and
next-neighboring residues show a high probability of forming contacts, which is to be expected
due to their close proximity along the chain. Notably, at the N-terminal end of the chain,
nearest neighbor residues show a lower probability than next-nearest neighbor residues. This
is caused by the formation of β-hairpins at the N-terminus that was observed in the HB map
analysis. The β-strand configuration causes neighboring SC beads to face in opposite directions
of the chain, therefore neighboring SC beads do not interact in this configuration. However,
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Figure 5.13: Intra- and inter-molecular side chain contact probability maps for Aβ(1-40) and Aβ(1-42)
at T = 0.164. The color scale is logarithmic. The left column shows the Aβ(1-40) system, while the
right column shows the Aβ(1-42) system. The top row displays the intra-molecular SCmaps, while
the bottom row shows the inter-molecular SCmaps.

next-nearest neighbor SC beads again are on the same side of the β-strand and therefore show
an increase probability of being in contact with each other. Additionally, there are two diagonal
signatures of increased probability in both intra-molecular SC maps, involving residue contacts
[(10, 6), (11, 5), (12, 4), (13, 3)] and the other [(8, 6), (10, 4), (12, 2)]. Equivalent to the HB maps,
the diagonal shape indicates anti-parallel alignment of two β-strands at the N-terminus. In
conjunction with the signatures close proximity to the turn region, this makes these signatures
correspond to β-hairpin conformation.

In the C-terminal region of the chain, the SC maps show a high probability of SC contacts
involving residues in the latter half of the chains. Specifically, intra-molecular SC contacts
frequently form between residues in the range [30; 40(41)] (8) and residues [17; 20], as well as
[30, 40(41)]. Several factors contribute to the presence of these high-probability regions. First,
the ([30, 40(41)], [17; 20]) contacts lie within the diversity area identified in the earlier HB maps
analysis. This area is characterized by a high probability of HB formation and is therefore
prone to feature SC interactions as well. Second, unlike the N-terminal region, which has a high
likelihood to form specific β-hairpins, the C-terminal region lacks well-defined HB networks. This
less structured nature of the C-terminus increases the probability and spread of SC contacts

(8)The number in round brackets refers to the position in the Aβ(1-42) system, while the number preceding the
brackets corresponds to Aβ(1-40).
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Figure 5.14: Map of energy contributions of contacts between side chains of the residues of Aβ(1-42)
system when applying the PRIME20 force field. The color scale indicates the energy contribution of
the contact, with blue colors representing attractive interactions and red colors representing repulsive
interactions.

signatures due to the wider availability of potential contact partners. Furthermore, energy
optimization of the chains influences the popularity of these contacts, as the energy contributions
of the SC interactions depend on the specific amino acids involved, making certain contacts
energetically more favorable. This becomes evident when plotting the potential energies of the
individual SC contacts, as shown in fig. 5.14. Here, the SC energies defined by the PRIME20
model are mapped onto the different SC contacts in the Aβ(1-42) protein. Blue colored contacts
belong to attractive interactions and red ones to repulsive interactions, as shown on the color
scale on the right. It immediately becomes apparent that the most probable contact partners
for the SC beads of region [30; 40(41)], seen in figs. 5.13(a) and 5.13(b) are those SC beads with
the most favorable energy contributions, which are colored in blue in fig. 5.14. The SC map
patterns at the C-terminal end of the chain are therefore on the one hand a result of the less
well established HB network which allows for more flexibility to form SC contacts, and on the
other hand of the primary sequence of the Aβ protein, which energetically favors SC contacts
between beads in the C-terminal half of the polymer chain.

A similar argument applies to the inter-molecular SC contacts, shown in the bottom row of
fig. 5.13. The probability pattern in the inter-molecular SC maps closely resemble those observed
in the SC energy map in fig. 5.14, even more so than the intra-molecular SC maps. The key
differences between the intra- and inter-molecular SC maps include a decreased probability of the
diagonal signatures corresponding to β-sheets at the N-terminus. This reduction occurs because
β-hairpins predominantly influence intra-molecular contact probabilities. Nevertheless, the anti-
parallel signature faintly remains visible, which reflects the possibility of inter-molecular β-sheet
formation in this chain segment. Examples for such configurations are shown in fig. 5.11(b) for
Aβ(1-40) and in fig. 5.12(a) for Aβ(1-42). Additionally, the high-probability regions between
beads (i, i − 1) and (i, i − 2) observed in the intra-molecular SC maps are absent in the inter-
molecular SC maps, which is to be expected, since the SC beads belong to different chains and
their proximity is not predefined by the primary sequence.

When decreasing the temperature below T ∗
low, the SC contact probabilities of the Aβ systems

do not change significantly and are therefore not discussed here any further. SC maps of the
Aβ systems at these lower temperatures can be found in appendix C in figs. C.5 and C.6.

In conclusion, the analysis of the SC maps complements the findings of the previous analysis
of the HB maps. The N-terminal end of the chain shows a clear preference for β-hairpin and
inter-molecular β-sheet formation. The C-terminal end, on the other hand, is characterized
by a greater diversity of possible SC contacts, which can be attributed to the lack of well-
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defined HB networks. The energetically most favorable SC contacts in this region are the
most commonly established contacts. The lack of a well defined HB network in the C-terminal
region allows for greater flexibility in the configuration’s selection of SC contacts. Notably,
the difference in aggregation behavior between the two Aβ systems that was observed in the
HB maps are not obvious in the SC maps. Instead, the SC maps appear very similar for both
systems. This suggests that the variation in the aggregation behavior of the Aβ dimer systems
is not caused by SC interactions, but rather by the HB interactions and their resulting HB
networks. The formation of SC contacts is influenced by the primary sequence and the specific
energy contributions of the SC interactions. While the system utilizes SC contacts for energy
optimization, the energetically more significant HB contacts are the dominant factors that define
the aggregation behavior of the Aβ systems.

In the mature Aβ fibrils, the SC interactions play a crucial role in stabilizing the cross-β
structure (see also section 2.1.1). The cross-β spine consists of a pair of in-register, parallel
β-sheets; each sheet is formed from β-strands that form HBs up and down the fibril axis. The
β-sheet plane and the backbone HBs are oriented parallel to the fibril axis. The two β-sheets
form an interface with a dry core, where the side chains of the residues in the β-strands intermesh
in what is called a steric zipper [78, 170, 175, 177, 182, 195–197]. In the cross-β structure of Aβ
fibrils, the two β-strands are formed in [12 − 24] and [30 − 40]. As established by the HB map
and SC map analysis, these β-strands can also be found in the dimer systems simulated in this
study. However, in the fibrils cross-β structure, the two β-strands for a hairpin and interact
via SCs, whereas in the dimer systems, the β-strands form a β-hairpin and interact via HBs.
Whether the hairpin is stabilized by HBs or by SCs, the shape of the configuration in the fibril
and the dimer system is similar in this chain region. Only the prioritization of the interaction
type would be subject to change on the way from the dimer to the fibril.

Another frequently reported feature of the Aβ fibrils is the intra-molecular salt bridge be-
tween Asp23 and Lys28, which stabilizes the loop between the β-strands [78, 175]. This contact
shows no special significance in the SC map analysis of the Aβ dimer systems in this study.
This is likely due to the fact that in the here simulated dimer systems, the SC interactions only
play a minor role in the formation of the associated β-hairpin, compared to HB interactions.
The apparent underestimation of the energy contribution of salt bridge in the associated hairpin
might therefore indicate a limitation of the PRIME20 force field.

5.2.5 Ramachandran plot analysis

In addition to HB networks, the secondary structure of proteins can be characterized by the
dihedral angles in the peptide backbone, ϕ and ψ. The Ramachandran plot is a widely used
tool for visualizing these angles. It enables the identification of angle combinations associated
with specific secondary structures, such as β-strands and α-helices. A more detailed discussion
of Ramachandran plots can be found in sections 2.1 and 3.4. Here, the Ramachandran plot is
used to identify the probability of a residue to be in a certain secondary structure state. The
assignment of a secondary structure to the residue is performed for each residue individually,
which allows for the determination of the probability distribution of specific secondary structure
motifs along the protein chain. The residues at the two ends of the chain are excluded from
the Ramachandran plot analysis, as they are missing one neighboring residue. Two neighboring
residues are required for the calculation of ϕ and ψ.

β-sheet state

The probability distribution of β-strand associated dihedral angles pβ(i) over the whole protein
chain is shown in fig. 5.15 for both Aβ systems. Here, i is the residue index. pβ(i) is pre-
sented at 3 distinct temperatures, which were used in the preceding analyses as well, as they
represent different phases of the Aβ systems. The very low temperature state at T = 0.085
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Figure 5.15: Probability of the β-sheet state per residue along the chain for both Aβ systems. The
probabilities were calculated from the dihedral angles using the Ramachandran plot analysis. The
probability is shown at three different temperatures, T = 0.195, T = 0.164, and T = 0.085.

is not displayed in fig. 5.15 as this temperature is too low to be of physiological relevance and
showed no significant change in pβ(i) (see section 5.1.1). Newly examined in this analysis is the
temperature T = 0.195, which is above T ∗

high and represents the phase where the Aβ systems are
in a disordered state. Notably, both Aβ systems exhibit the same β-strand probability distri-
bution at this temperature. Moreover, already in the disordered state, different areas of the Aβ
chains show different probabilities of β-strand formation, as is to be expected, given the different
secondary structure propensities of the individual residues [198]. In the N-terminal half of the
chain, pβ(i) generally rests at a value around 0.7 to 0.8, with minor deviations. It is important
to note, that this does not directly correspond to the chain forming β-sheets in this region. The
dihedral angles do not give any information about interconnectedness and proximity of residues.
The high value of pβ(i) merely indicates that the dihedral angles of the residues in this region
are likely to be oriented in a way that is characteristic for β-strands, i.e. the chain is likely to
be elongated with neighboring side chains facing in opposite directions of the chain. A notable
deviation from the high plateau of pβ(i) in the N-terminal half of the chain is the drop of pβ(i)
at Gly9. Within the PRIME20 models geometry, this can be explained by the lack of a side
chain in Gly residues, which allows for more flexibility in the backbone and therefore stronger
deviations from the extended β-strand conformation. The C-terminal half of the chain shows
a more complex behavior of pβ(i) in the disordered state, characterized by oscillations between
high and low probabilities. In between the minima, pβ(i) reaches values around 0.7 which is
similar to the values of pβ(i) in the plateau in the N-terminal half of the chain. The minima in
pβ(i) are located at Gly25, Gly29, Gly33, Gly37 and Gly38. Again, the lack of a side chain in
Gly and the resulting increased flexibility is likely the cause for the low probability of β-strand
formation at these residues. Indeed, it is well-known that glycines in the protein sequence act as
secondary structure breakers [74, 199–205]. The two additional residues in the Aβ(1-42) system
enable the calculation of the dihedral angles for Val40 and Ile41. These residues show a high
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Chapter 5. Dimerization of Amyloid Beta

probability that their dihedral angles are in β-strand configuration.

When decreasing the temperature below T ∗
high, to T = 0.164, pβ(i) changes for both Aβ

systems in a similar way. Generally, previous tendencies that were present at the higher tem-
perature above T ∗

high are reinforced. The N-terminal half of the chain shows a high probability
in its residues to have dihedral angles in β-strand configuration. The minimum at Gly9 remains
persistent in both Aβ systems. In the C-terminal half, the minima and maxima positions are
conserved, but the pβ(i) values change and differ between the Aβ(1-40) and Aβ(1-42) system.
The Aβ(1-40) system shows more pronounced oscillations, while the Aβ(1-42) system exhibits
a decrease in pβ(i) at the maxima positions Asn27 and Met35. The two additional residues in
the Aβ(1-42) system increase in their probability of β-strand formation. Over all, the β-strand
probability distribution is similar for both systems. The N-terminal half of the chain shows a
consistently high probability of β-strand formation, with a significant drop at Gly9. This low-
probability position corresponds to the turn region in the β-hairpins, identified in the previous
analyses. The C-terminal half of the chain contains multiple residues that exhibit low β-strand
probability. In between are residues of high β-strand probability. This complements the findings
from the HB maps and SC maps, where the C-terminal half of the Aβ chains was identified as
a region of higher diversity and lower specificity in its secondary structure compared to the
N-terminal half.

By cooling to T = 0.135, below the second order PT temperature T ∗
low, the differences

between the two Aβ systems increase. For residues [18-22] the Aβ(1-40) system shows a plateau
with a value of pβ(i) ≈ 0.6, while the Aβ(1-42) system shows much higher values of pβ(i) in this
chain region. This difference can be attributed to the Aβ(1-42) system’s increased probability of
inter-molecular β-sheets. The HB maps in fig. 5.10(d) clearly identified inter-molecular β-sheets
in the middle region of the chain at T = 0.135 (see section 5.2.3). The high probability of
β-strand configurations at the N-terminal persists for both Aβ systems. In the C-terminal half,
pβ(i) oscillates for both systems, although the variations are more pronounced in the Aβ(1-42)
system. Due to the inconsistent β-strand probabilities in the C-terminal half of the chain, pβ(i)
does not give a clear picture of the β-strand formation in this region. Since the minima positions
in pβ(i) of both systems are at, or at least remain close to, the positions of the Gly residues in
the sequence, the lack of a clearly defined β-strand structure in the C-terminal half is likely due
to the increased flexibility of the backbone in this region which allows for multiple turns and
bends in the chain. However, pβ(i) is particularly low at residues Gly25 and Ser26 for both Aβ
systems, which fits well with the turn region of the β-hairpin signatures in the HB maps.

So far, the Ramachandran plot analysis of the Aβ systems shows that the N-terminal half of
the chain has a high probability of β-strand formation, with a drop at Gly9, which corresponds
to the turn region of the β-hairpins. The C-terminal half of the chain shows more diverse
behavior, with regions of high and low β-strand probabilities. The two additional residues in
the Aβ(1-42) system show a high probability of β-strand formation. The differences between the
two Aβ systems are most pronounced at low temperatures, where the Aβ(1-42) system shows a
higher probability of β-strand formation in the C-terminal half of the chain, and especially in the
middle region [18−22]. This is likely due to the increased probability of inter-molecular β-sheet
formation in the Aβ(1-42) system, which is not present in the Aβ(1-40) system. Furthermore,
the minima in pβ(i) are located at the positions of the Gly residues, which do not have a side
chain and therefore allow for greater flexibility in the backbone. Gly is known to break up and
inhibit secondary structure formation [74, 199]. As there are 5 Gly residues dispersed throughout
the C-terminal half of the chain, versus only 1 Gly residue in the N-terminal half, the primary
sequence of the Aβ systems likely contributes to the phenomenon that the N-terminal half of
the chain has clearly defined β-hairpins in the folded and aggregated state, while the C-terminal
half is more flexible and diverse in its secondary structure.

The distribution of β-strand probabilities in the Aβ systems is in agreement with previous
studies on Aβ peptides. Bertini et al. [171] performed solid-state nuclear magnetic resonance
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(ssNMR) experiments on fibrils of Aβ(1-40) and predicted secondary structures from NMR
chemical shifts using the TALOS+ program [206]. They found that residues [4 − 7] at the
N-terminus are likely to form β-strands. They also found, that Ser8, Gly9 and Tyr10 show
decreased β propensities, which could correspond to the turn region in the β-hairpin and is
also observed in the Ramachandran plot analysis in this study. Bertini et al. also found high
β probability in regions [11 − 23] and [31 − 40] at the C-terminus. The former high-probability
region is in agreement with the Ramachandran plot analysis in this study, while the latter region
does not show consistent high β probability. However, since Bertini et al. studied fibril systems,
the region [31 − 40] is likely to be more ordered in their study compared to the dimer systems
in this study.

Côté et al. [184] performed REMD simulations on dimer systems of Aβ(1-40) and Aβ(1-42)
at various temperatures. They used the STRIDE program [207] to calculate secondary structure
propensities. They found β-hairpin formation at the N-terminal end of the chain in both Aβ
systems to be the dominant morphology, while the C-terminal half of the chains was rather
unstructured. This supports the findings of the Ramachandran plot and HB map analysis in
this work. They also observed strong polymorphism in their structures, which is also present in
the Aβ systems of this work and has been discussed in the HB map analysis in section 5.2.3.

Urbanc et al. [181] performed DMD simulations on Aβ(1-40) and Aβ(1-42) oligomer systems.
They also used the STRIDE program for the calculation of secondary structure propensities. In
dimers, they found fluctuations in β propensities in the C-terminal half of the chain, with drops
at the positions of the Gly residues, which is in agreement with the findings in this study. MC
studies of Aβ(1-42) monomers by Mitternacht et al. [193] also identified minima in β propensities
at the positions of the Gly residues. However, the fluctuations in β propensities in the C-terminal
half of the chain are more pronounced in the results of this study. This could be due to the
SAMC sampling method using a flat-histogram approach, which allows for a more thorough
exploration of the conformational space compared to the MC method used by Mitternacht et al.
[193].

α-helix state

Next to the β-strand probabilities, the Ramachandran plot analysis also provides the probability
of α-helix configuration of ϕ and ψ for each residue. The probability distribution of α-helix
dihedral angles pα(i) over the whole chain is shown in fig. 5.16 for both Aβ systems.

For temperatures above T ∗
high, displayed in the top plot of fig. 5.16, the probability distribu-

tion of α-helix formation is the same for both Aβ systems and generally low. The minima in
pα(i) are again at the positions of the Gly residues. The lack of SCs in the Gly residues and the
accompanying increased flexibility in the backbone likely reduces the probability of the dihedral
angle of Gly to be in α-helix configuration, equivalent to the case with pβ(i).

Differences between the Aβ systems arise, when the temperature is lowered to T = 0.164,
below T ∗

high. Aβ(1-42) shows more multiple peaks in pα(i) which are either not present or less
pronounced in Aβ(1-40). However, pα(i) needs to be consistently high across at least 4 residues in
order to indicate whole α-helix structures, because an α-helix is defined by HB contacts between
residues that are 4 residues apart in the sequence. This is not the case in the Aβ systems, where
the regions of higher values in pα(i) only span 1-2 residues. Therefore, the Ramachandran plot
analysis does not show any clear α-helix formation in the Aβ systems. The low probability of
α-helix formation in the Aβ systems is consistent with the findings from the HB maps, where
no clear α-helix structures were identified at T = 0.164. Another noteworthy feature in pα(i) of
both Aβ systems is the very low α-helix probability at the N-terminal end of the chain and the
increased probability around the Ser8 residue. This is consistent with the simultaneous drop in
pβ(i) around the Gly9 residue, where the turn region of the β-hairpins is located. The increase
in pα(i) indicates that the dihedral angles in the turn region of the β-hairpins have a tendency
to adopt α-helix configurations to achieve the necessary turn in the chain.
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Figure 5.16: Probability of the α-helix state per residue along the chain for both Aβ systems. The
probabilities were calculated from the dihedral angles using the Ramachandran plot analysis. The
probability is shown at three different temperatures, T = 0.195, T = 0.164, and T = 0.085.

The α-helix probability distributions of both Aβ systems undergo further change, when
decreasing the temperature to T = 0.135, below T ∗

low. In the Aβ(1-40) system, two plateaus
of pα(i) ≈ 0.4 to 0.5 are visible at residue range [18, 22] and at [28, 34]. With these regions
of higher pα(i) spanning more than 4 residues, these regions in the chain correspond to the
potential α-helix signatures found in HB map analysis at T = 0.135 (see section 5.2.3). The
plateau in range [18, 22] matches the region of low probability in pβ(i) of the Aβ(1-40) system.
However, pα(i) remains below 0.5 which indicates that even the regions of high probability of
α-helix formation are still low compared to the β-strand formation probabilities. Furthermore,
configurations featuring α-helices are rarely found in simulation snapshots. An example of a
Aβ(1-40) configuration with a potential α-helix around the Ala30 residue is shown in fig. 5.11(d).

The Aβ(1-42) system shows a higher-value plateau in pα(i) in the residue range [21, 25] with
pα(i) ≈ 0.4. As in the Aβ(1-40) system, this indicates potential α-helix formation in this residue
range. However, the probability again is low, compared to the β-strand formation and α-helix
signatures are uncommon in the simulation snapshots. Indeed, the configurations featuring α-
helices shown in figs. 5.12(d) and 5.12(h) both show helical structure motifs around the Met35
residue, instead of the potential α-helix region around residues [21, 25]. However, the selection
of these snapshots is highly influenced by random selection and by visual expressiveness. The
snapshots therefore do not provide a reliable representation of the most probable structural
features of the Aβ systems and merely serve illustrative purposes.

In conclusion, the Ramachandran plot analysis of the Aβ systems does not show any clear α-
helix formation. The N-terminal region of the chain shows a low probability of α-helix formation,
with a slight increase around the turn region of the β-hairpins. At very low temperatures,
potential α-helix signatures are visible in the Ramachandran plot analysis, but these are not
consistently high and are not reflected in the simulation snapshots. The regions of these α-helix
signatures differ between the two Aβ systems and match signatures of α-helices in the HB maps
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analysis.

Different studies have described helix formation in monomeric Aβ systems [208–210]. How-
ever, the Ramachandran plot analysis in this study does not show any clear α-helix formation in
the dimer systems. A reason for this discrepancy could be the solvent modeling in the PRIME20
model. The PRIME20 model uses implicit solvent and does not model solvent molecules explic-
itly. Specific solvent-peptide interactions that potentially influence the peptides propensity for
α-helix formation are averaged out in the PRIME20 model.

5.3 Conclusions

Using SAMC and the PRIME20 protein model, the thermodynamic and structural properties
of the Aβ(1-40) and Aβ(1-42) dimer systems were investigated. Analysis of the microcanonical
and canonical heat capacities revealed distinct phase transitions occurring at T ∗

low and T ∗
high for

each system. At T ∗
high, the systems undergo a first-order PT, while at T ∗

low, a second-order PT is
observed. The specific PT temperatures are provided in table 5.1. Furthermore, analysis of the
intra- and inter-molecular HBs as a function of temperature revealed, that the high-temperature
transition corresponds to a simultaneous collapse and aggregation of the Aβ chains. The low-
temperature transition involves a restructuring of the HBs within the system.

In order to relate the results of the simulations to physiological and experimental condi-
tions, the conversion factor between reduced model units and physical units was determined
(see eq. (5.1)). It was found that room temperature lies between the two PT temperatures of
the Aβ systems. Thus, both Aβ systems are in their aggregated states at room temperature.
This is consistent with the known aggregation behavior of Aβ peptides, which form fibrils at
physiological temperatures. However, thermodynamic analysis of the systems using the mi-
crocanonical entropy S(E), which is the primary result of the SAMC simulations, revealed
significant differences in the folding and aggregation behavior of Aβ(1-40) and Aβ(1-42). These
distinctions were also apparent in the structural analysis of the Aβ systems. Comparing intra-
and inter-molecular HB and SC contacts showed that aggregation plays a significantly larger
role in the PTs of the Aβ(1-42) system compared to Aβ(1-40).

Contact probabilities between individual beads were analyzed using HB maps and SC maps,
providing detailed insights into the ensemble of structures adopted by the Aβ systems at dif-
ferent temperatures. The results complement previous in vitro and in silico studies on fibril,
oligomer and monomer structures of Aβ peptides, while offering new insights into the aggre-
gation behavior of Aβ dimers. The HB map analysis of the aggregated state revealed a high
probability of β-hairpin formation in the N-terminal region of both Aβ systems, with the Gly9
residue in the center of the turn. Furthermore, the systems showed a tendency to form β-
hairpins around turn contact (Val24,Lys28). However, this region exhibited a less well-defined
HB network compared to the N-terminal hairpins. The observation that Aβ exhibits multiple
possible folded and aggregated configurations is an expression of the polymorphic nature of Aβ
peptides, a well-known phenomenon observed in fibril as well as monomer structures across vari-
ous experimental and computational studies [169–181]. The HB maps revealed greater diversity
in the HB networks of Aβ(1-40), than in Aβ(1-42). Notably, at room temperature, Aβ(1-42)
already displays a well-defined aggregated structure involving the middle region of the chain,
while Aβ(1-40) did not. This finding is consistent with the known phenomenon, that Aβ(1-42)
forms fibrils more rapidly than Aβ(1-40) [24]. The more well-defined aggregated structure of
Aβ(1-42) would benefit faster aggregation kinetics.

Although both Aβ systems adopt aggregated structures reminiscent of the steric-zipper motif
found in Aβ fibrils, the aggregated dimer was stabilized by HBs rather than SCs. However,
this potentially represents an intermediate stage towards fibril formation. Furthermore, parallel
alignment of the chains in the dimer systems is also observed, which may represent an initial step
in the formation of parallel β-sheets characteristic of the cross-β fibril structure. However, this
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parallel alignment did not show distinct preference over anti-parallel alignment in the aggregated
structures at room temperature.

The analysis of the Ramachandran plots reinforced the finding that the N-terminal region of
the chains in the dimer systems has a high probability of β-hairpin formation, with a pronounced
drop in probability around the Gly9 residue at the turn. In contrast, the C-terminal half of
the chains exhibited more variability in the β-strand probabilities, with alternating regions of
high and low probabilities. Notably, the Gly residues in the C-terminal region correspond to
minima in the β-strand probabilities. Given that Gly a known secondary structure breaker, the
distribution of Gly residues over the amino acid sequence of Aβ likely contributes to the absence
of a well-defined secondary structure in the C-terminal half of the Aβ chain. Furthermore,
the Ramachandran plot analysis revealed a low probability of α-helix formation across the Aβ
systems.

The findings in this chapter demonstrate that while the Aβ(1-40) and Aβ(1-42) dimer sys-
tems share similarities in their secondary structures, they exhibit significant differences in their
quaternary structure, particularly in their aggregation behavior. Specific regions in the Aβ(1-42)
system that promote structure formation along the pathway to mature amyloid fibrils were iden-
tified. These results align with previous experimental and computational studies on Aβ peptides,
while offering valuable new insights into the aggregation behavior of the Aβ dimer systems. This
study enhances our understanding of the phase behavior of Aβ peptides over a large temperature
range, an essential step towards developing therapeutic strategies for Alzheimer’s disease.
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Chapter 6

Dimerization of Human Parathyroid
Hormone

The two previous chapters examined peptides crucial to the development of neurodegenerative
diseases, specifically Huntington’s disease and Alzheimer’s disease. This chapter will focus on
a peptide that is not directly linked to a particular pathology, but is of high biological rele-
vance. Parathyroid hormone (PTH) is a peptide hormone that plays a central role in calcium
homeostasis. It is secreted by the parathyroid glands and acts on the parathyroid hormone
receptor (PTHR) in the kidneys, bones, and intestines. The primary function of PTH is to in-
crease the concentration of calcium in the blood. Although PTH is a peptide of 84 amino acids,
only the 34 amino acids at the N-terminal end are required for its biological activity [211–213].
Similar to Aβ and PolyQ, PTH can form amyloid fibrils under certain conditions. However,
these PTH amyloid fibrils are not associated with disease but rather represent a physiological
process where the fibril structure serves as a storage form of the hormone.

In this chapter, the structural and thermodynamic properties of PTH dimer systems will
be investigated. Three different PTH fragments are considered: the full length 84 amino acid
peptide PTH(1-84), the N-terminal 42 amino acid peptide PTH(1-42) for a comparable length to
Aβ, and the N-terminal 34 amino acid peptide PTH(1-34) which is the biologically active frag-
ment. The analysis focuses on the temperature dependent phase behavior, the HB interactions
between residues and the resulting secondary structure of PTH.

6.1 Thermodynamic analysis

The entropy S(U), approximated using the SAMC simulations, is presented in fig. 6.1(a) for
all three PTH dimer systems. The entropy curves of each system exhibit a similar shape with
an overall ascending slope. For larger systems with longer chains, ln g(U) converges at lower
energies compared to shorter chains. This is due to the increased number of amino acids in
longer chains, which enables the formation of more energetically favorable contacts between
beads. Notably, S(U) reaches a maximum below the highest energy value, Umax = 0, which is
an effect attributed to the finite size of the system and the specific geometric constraints of the
PRIME20 model. For a more detailed discussion of this phenomenon, the reader is referred to
sections 4.1 and 5.1, as the same explanation applies to the PTH systems. Although the S(U)
graphs appear smooth, they display noise due to the two energy scales in the PRIME20 model.
This noise becomes more evident when analyzing the temperature T (U), calculated as the inverse
of the derivative of S(U) according to eq. (3.37). The temperature T (U) is shown in the inset
graph of fig. 6.1(a). The noise in T (U) makes further thermodynamic analysis of the system
difficult. To address this issue and to furthermore achieve a more accurate representation of the
microcanonical ensemble, it is necessary to account for the contributions of the kinetic energy.
The conversion from the configurational to the full microcanonical ensemble (S(U) → S(E)) is
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Figure 6.1: Configurational and total-energy microcanonical entropy of PTH(1-34), PTH(1-42) and
PTH(1-84). (a) Entropy S(U) as a function of potential energy U . Inset: Microcanonical temperature
T (U). (b) Entropy S(E) as a function of total energy E.

discussed in section 3.4 and has been applied in the analysis of the PolyQ and Aβ systems. The
resulting S(E) graphs are displayed in fig. 6.1(b).

In order to analyze the shape of S(E), the temperature T (E) and the microcanonical heat
capacity c(E) are examined. These quantities are derived from the derivatives of S(U) as
described in eqs. (3.37) and (3.38) and are displayed in fig. 6.2(a). As discussed in the previous
two chapters, maxima in the microcanonical heat capacity indicate PTs at specific energy levels
Emax. A negative value of c(Emax) corresponds to a negative slope of T (E) at Emax, which is
indicative of a first-order PT. Conversely, a positive value of c(Emax) corresponds to a positive
slope of T (E) at Emax which indicates a second-order PT. The resulting PT temperatures are
summarized in table 6.1. PTH(1-34) and PTH(1-84) exhibit two first-order maxima in c(E),
whereas PTH(1-42) shows only one. However, the two maxima for PTH(1-34) and PTH(1-84)
are part of the same large scale fluctuation in T (E). As such, they are considered as belong
to the same PT. The temperature of this PT can be determined via a Gibbs-construction.
The PT temperatures obtained through this method are also listed in table 6.1. The first-
order PT temperatures for all three systems are approximately T ∗

high ≈ 0.187. Additionally,
all 3 systems exhibit peaks corresponding to second-order PT in their c(E) graphs, with the
respective transition temperatures T ∗

low occurring below the first-order PT temperatures.

Table 6.1: Phase transition temperatures T ∗ of the three PTH systems, obtained via microcanonical
and canonical analysis.

System
T ∗
micro

T ∗
can

1st order 2nd order Gibbs-loop

PTH(1-34) — 0.1756 — —
0.1837 — — —
0.1885 — 0.1867 0.187

PTH(1-42) — 0.1570 — 0.157
— 0.1768 — —

0.1876 — 0.1867 0.187

PTH(1-84) — 0.1670 — 0.167
0.1845 — — —
0.1887 — 0.1864 0.186
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Figure 6.2: (a) Microcanonical temperature T (E) and heat capacity c(E). The positions of local
maxima in c(E) are marked by dashed lines and transferred to T (E) to find the corresponding PT
temperatures. (b) Canonical heat capacity CV (T ).

To complement the microcanonical analysis, the canonical heat capacity CV (T ) is examined,
as shown in fig. 6.2(b). The sharp peaks that are present for all 3 PTH systems around T ≈ 0.187
indicate first-order PTs. These are consistent with the transition temperatures T ∗

high identified
in the microcanonical ensemble via the Gibbs-construction. Smaller, less sharp peaks are visible
at lower temperatures for PTH(1-42) and PTH(1-84) and indicate second-order PTs. While
the second-order transitions are clearly visible for the two larger systems, the one that was
identified in the microcanonical analysis of PTH(1-34) appears only as a slight shoulder in the
canonical heat capacity, and is lacking a distinct maximum. All PT temperatures determined
in the canonical analysis are summarized in the last column of table 6.1.

The thermodynamic analysis reveals some key similarities as well as major differences be-
tween the three PTH systems. Notably, the temperature of the first-order PT is independent
of the chain length, with T ∗

high ≈ 0.187 for all three systems. This is somewhat surprising, as
the folding transition of a polymer chain usually increases with the chain length. The PolyQ
systems studied in chapter 4 serve as an excellent example of this behavior. However, in contrast
to PolyQ, which is a homopolymer composed solely of glutamine residues, PTH is a heteropoly-
mer. The sequence of PTH(1-84) consists of 18 different amino acid residues. This heterogeneity
likely leads to distinct folding behavior along the chain which influences the overall transition
temperature.

Furthermore, as will be detailed in the structural analysis sections that follow, the PT at
T ∗
high is not merely a folding transition but also involves aggregation. This is analogous to the

behavior observed for the PolyQ and Aβ systems (see chapters 4 and 5). In the PRIME20
model, both aggregation and folding occur on the same energy scale, driven by the energy
optimization through HBs, with EHB = −1. Consequently, both transition take place at the
same temperature. In contrast to the folding transition, which depends on the chain length,
aggregation only depends on the number of chains in the system. In this study, the system
consistently contains two chains. The consistency of the transition temperature T ∗

high across all
three PTH systems might indicate that the aggregation process plays a dominant role in the
first-order PT, keeping the transition temperature independent of chain length.

Another factor that influences the transition temperature is entropy. When analyzing the
temperature dependence of the PT, entropic contributions have to be taken into account. Addi-

89



Chapter 6. Dimerization of hPTH

tionally, the PRIME20 model uses a mean-field approximation (see section 2.3.1) for its energy
potentials. This effectively averages entropy effects into the chain’s energy calculation. Thus,
the temperature dependence of the phase transition is governed by a balance between energetic
and entropic contributions, i.e. by the free energy F = U − TS. For the PTH systems, entropy
may partially compensate for changes in the energy associated with chain length. For instance,
the longer chains potentially exhibit greater configurational entropy, counteracting the energy
increase that would otherwise raise the transition temperature. However, these considerations
should also hold for homopolymer systems like PolyQ.

In longer chains, higher conformational freedom and consequently greater entropy could arise
from the heteropolymeric nature of PTH, where diverse folding and aggregation behaviors along
the chain could lead to different entropic contributions to the free energy. This hypothesis has
some implications for the structures of PTH: first, it suggests that the energy–entropy balance
in the folding and aggregation processes remains consistent across different chain lengths. This
potentially indicates a robust folding motif and interaction pattern that is not directly tied to
the chain length in the here investigated PTH systems. Second, it implies that shorter chains
might adopt more ordered, well-defined structures compared to longer chains. In contrast, the
longer chains’ greater conformational freedom should lead to more diverse folded and aggregated
structures.

A key difference between the three systems lies in their second-order PT behavior at their
respective T ∗

low. While PTH(1-42) and PTH(1-84) exhibit distinct peaks in CV (T ), PTH(1-
34) shows only a minor shoulder. This suggests that the additional residues in PTH(1-42)
and PTH(1-84) may promote further structural rearrangements at lower temperatures. These
differences in the PT behavior will be explored in detail in the following sections, focusing on the
structural properties of each system. To understand the structural changes accompanying these
PTs, observables such as the tensor of gyration and HB maps will be analyzed, as introduced
in section 4.2 and analogous to the previous chapters on PolyQ and Aβ. However, before
delving into this structural analysis, the next section provides a mapping of reduced model
temperatures to physical temperatures, which aids our assessment of the physiological relevance
of each system’s phase behavior.

6.1.1 Temperature mapping

In order to convert the reduced temperatures in the PRIME20 model to physical temperatures,
it is essential to determine the energy scale of the HB interactions εHB. With knowledge of
εHB, the reduced model temperature T can be converted to a physical temperature T ′ using the
relation T ′ = T εHB/kB, as discussed in section 2.3.1.

A good candidate for comparison was the study by Hansmann [214], which investigated
the folding behavior of monomeric PTH(1-34) using a multi-canonical sampling approach. The
study employed an all-atom model with implicit solvent interactions. With their simulation
technique, they were able to calculate the specific heat CV (T ) over a wide temperature range.
The work of Hansmann is particularly relevant to the present study, as the specific heat is a key
observable for analyzing PT behavior here as well. Hansmann reported a helix-coil transition at
T ′∗ = 560K, marked by a sharp peak in CV (T ). By aligning the peak of the folding transition in
this study with the peak in CV (T ) from Hansmann, the temperature conversion factor (εHB/kB)
is determined to be 3000K. This results in the following conversion rule for the temperature:

T ′ = T · 3000K. (6.1)

Using this relationship, room temperature in reduced PRIME20 model units corresponds to
T = 0.100, placing room temperature in the low-temperature phase, below the second-order PT
signatures observed in all three PTH systems.

A similar study by Kim et al. [215] used the WLMC sampling method, which is closely
related to SAMC, to investigate the folding of monomeric PTH(1-34), using an all-atom force
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field. In their results, two peaks in the specific heat, were identified: one at T1 = 561K and
another at T2 = 424K. Kim et al. attributed the peak at T1 to the chain’s collapse transition
and the peak at T2 to its folding transition. Notably, the temperature T1 aligns with the results
of Hansmann. However, the assignment of these peaks to the folding and collapse transitions in
Kim et al.’s study lack structural analysis of phase states. Due to this lack of information, the
study can be considered less suitable for comparison to the present work. Instead, it primarily
serves as support for the conversion factor (εHB/kB) = 3000K derived from Hansmann.

An experimental study by Liu et al. [216] used small-angle neutron scattering (SANS) to
determine the radius of gyration Rg for PTH(1-34) at two different temperatures. The reported
Rg were Rg(T = 37◦C) = 12.7Å and Rg(T = 55◦C) = 12.9Å. When comparing these two Rg

values with the temperature dependent Rg curve of the PTH(1-34) system simulated in this
study (see fig. D.1(b)), one gets two respective conversion factors: εHB/kB = 1802K and 1874K.
This places room temperature at T = 0.166 and T = 0.160 respectively. However, the conversion
factors based on the comparison with Rg(T ) are inherently of low precision, since Rg(T ) stabilizes
in the low temperature phase. Therefore, even minor fluctuations in the considered Rg values
significantly alter the resulting conversion factor. For instance, if one were to use T = 0.100
from the study of Hansmann, the corresponding Rg would be Rg(T = 0.100) = 12.0Å, which
also would be close to the Rg values reported by Liu et al.

The conversion factor (εHB/kB) = 3000K, derived from the comparison with the study of
Hansmann, is deemed the most reliable for this study and will be applied in the subsequent
analyses. However, this conversion factor places the aggregation transition at an unrealistically
high temperature, which is likely not physically correct. This conflicts with the observation
that aggregates of PTH chains can be dissolved by the human body. A transition tempera-
ture of approximately 560K would make this scenario improbable. To the author’s knowledge,
no experimental data currently exist to determine a more accurate conversion factor. Conse-
quently, (εHB/kB) = 3000K will be used as a provisional benchmark, with the understanding
that it should be revisited and updated when more fitting experimental data becomes available.
Importantly, this conversion factor does not impact the structural analysis across the different
phases, as it only puts the room temperature on a different position on the temperature-axis
without altering the overall shape of the graphs.

6.2 Structural analysis

6.2.1 Relative shape anisotropy

The tensor of gyration Tg is an insightful observable for evaluating the shape of a polymer
chain. It was already used in previous chapters of this work to investigate dimer systems of
PolyQ and Aβ. As the temperature decreases, all three eigenvalues, λi with i ∈ {1, 2, 3}, of
Tg exhibit a sharp increase at T ∗

high, revealing a collapse of the chains at the first-order PT
temperature. Plots of the λi(T ) can be found in fig. D.1(a) in appendix D. From the eigenvalues
of Tg, the relative shape anisotropy κ2 can be calculated, as described by eq. (3.46). κ2(T ) is
displayed in fig. 6.3 for all three PTH systems. In this and subsequent figures in this chapter,
circles mark the PT temperatures, T ∗

high and T ∗
low, identified from the peaks in the canonical

heat capacity CV (T ). At high temperatures, κ2 is close to 0.5 for all systems, consistent with a
random coil conformation typical of the disordered high-temperature phase. As the temperature
decreases, κ2 initially declines across all systems. However, as T approaches T ∗

high, the behavior

of the PTH(1-34) system diverges; here, κ2 changes slope and begins to increase, suggesting an
elongation of the chain conformations. This increase is only brief, followed by a decline that
returns κ2 to values close to 0.5, similar to the high-temperature phase. In contrast, for the other
PTH(1-42) and PTH(1-84) systems, κ2 continues to decrease at T ∗

high, and stabilizes at lower
values for temperatures T < T ∗

high. This suggests that at T ∗
high the longer chains fold into more
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Figure 6.3: Relative shape anisotropy κ2 of the three PTH systems. Circles mark the system’s PT
temperatures.

spherical and relatively more compact conformations compared to PTH(1-34). At the secondary
PT temperature T ∗

low, minor changes in κ2 are observed for PTH(1-42) and PTH(1-84), hinting
at additional structural rearrangements, though these changes are less pronounced than those
near T ∗

high.

The behavior of κ2 reveals differences in the shape of the folded structures that the three
PTH systems adopt in the low-temperature phase. The PTH(1-34) system exhibits more rigid
and extended structure below T ∗

high compared to the more spherical structures of PTH(1-42)
and PTH(1-84). A possible explanation would be, that the additional residues in PTH(1-42)
and PTH(1-84) are more flexible than the PTH(1-34) fragment. They are therefore able to
wrap around themselves more easily, adopting more spherical shapes. By complementing the
structured PTH(1-34) fragment, they can ultimately give the entire chain a more spherical
configuration. This behavior is consistent with the idea that the structured and more rigid
segment of PTH resides in the PTH(1-34) fragment.

6.2.2 Intra vs. inter-molecular contacts

Figures 6.4(a) and 6.4(b) show the temperature dependence of the number of established intra-
and inter-molecular HBs, respectively. The values are normalized by the total number of
amino acid residues in the systems and will be denoted as NHB,intra(T ) = NHB,intra(T )/N and
NHB,inter(T ) = NHB,inter(T )/N . At high temperatures, both NHB,intra and NHB,inter are close
to zero, which reflects the random coil conformations of the chains, where few, if any, HBs are
formed, neither between chains, nor within a single chain. Upon cooling, both NHB,intra and
NHB,inter increase at T ∗

high, which indicates that the PT at T ∗
high encapsulates both a folding and

an aggregation transitions.
Below T ∗

high, the behavior of NHB,intra diverges among the three PTH systems. Around T ∗
low,

PTH(1-42) and PTH(1-84) exhibit a second increase in NHB,intra. PTH(1-34) on the other hand
does not show signs of a second-order PT and NHB,intra increases only at T ∗

high with a gradual
change in slope. The behavior of PTH(1-42) and PTH(1-84) suggests that the second-order PT in
the longer chains involves further energy optimization of the systems by favoring configurations
that increase intra-molecular HBs. Another interesting observation is that in the folded state
at low temperatures, the PTH(1-34) system has a higher percentage of its beads involved in
intra-molecular HBs, compared to the other two systems. PTH(1-84) shows the lowest value for
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Figure 6.4: Number of intra- and inter-molecular hydrogen bond contacts vs. the temperature for the
three PTH systems and normalized by the number of residues in the respective systems. (a) Intra-
molecular HB contacts NHB,intra(T ). (b) Inter-molecular HB contacts NHB,inter(T ).

NHB,intra of the three. This highlights the importance of the PTH(1-34) fragment to the folding
behavior of the PTH chain, as the additional residues in PTH(1-42) and PTH(1-84) contribute
less to the formation of intra-molecular HBs.

When looking at the inter-molecular HB contacts, more differences between the three PTH
systems become apparent. First, the increase of NHB,inter at T ∗

high is most pronounced for
PTH(1-34). When going from the high-temperature phase to the low-temperature one, NHB,inter

of PTH(1-34) shows a steep increase after which it quickly flattens and remains at a value
around 0.15. In contrast, the two larger PTH systems show a change in slope around T ∗

low,
similar to what was already observed for the intra-molecular HBs. Since NHB,inter of PTH(1-42)
and PTH(1-84) further increases below T ∗

low, changes in the inter-molecular HB network of the
aggregated structures are likely another contributing factor to the second-order PT. Notably,
PTH(1-84) has the lowest value of NHB,inter in the low temperature phase, compared to the two
shorter systems. Complementary to the observations from intra-molecular HB contacts, this
supports the idea that the PTH(1-34) fragment is the key region in driving both the folding
and the aggregation transition as the additional residues in PTH(1-42) and PTH(1-84) seem to
contribute less to these processes.

In order to compare the relative importance of intra- and inter-molecular HBs in the three
PTH systems, the difference ∆NHB = NHB,intra−NHB,inter is calculated and displayed in fig. 6.5.
Over the entire temperature range, ∆NHB is positive, indicating that in all three systems the
intra-molecular HB contacts are in the majority. When cooling from the high-temperature
phase towards T ∗

high, ∆NHB increases for all systems, indicating that the folding transition is the
dominant process of the combined folding and aggregation transition. Below T ∗

high, PTH(1-34)
maintains a significantly higher value of ∆NHB compared to the two larger systems, reflecting the
importance of intra-molecular HBs to its folded state. For the two larger systems, their second-
order PT at T ∗

low produces features in ∆NHB that are not present in PTH(1-34). Specifically, a
local minimum can be observed for the PTH(1-42) system. This indicates that the formation of
inter-molecular HBs plays a stand-out role in the second-order PT of PTH(1-42). In contrast,
PTH(1-84) shows only minor alterations in the slope of ∆NHB at T ∗

low.

6.2.3 Hydrogen bond contact probability maps

In order to identify typically conformations that are adopted by the PTH dimer systems in the
different phases, the HB networks at different temperatures are analyzed using HB maps. This
method visualizes the probability of HB formation between different amino acid residues and
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Figure 6.5: Difference between intra and inter-molecular hydrogen bond contacts as a function of
temperature. The top plot shows the difference ∆NHB(T ) = NHB,intra(T ) − NHB,inter(T ), while the
bottom plot shows the derivative of ∆NHB(T ). Circles mark the transition temperatures T ∗ of the
PTH systems.

has been introduced and discussed extensively for the PolyQ and Aβ systems. For PTH, two
temperatures are selected for the analysis: T = 0.100 and T = 0.178. Both represent folded
and aggregated phases of the systems. However, T = 0.178 lies just below the first-order PT
temperatures T ∗

high, while T = 0.100 is in the low-temperature phase, below the second-order PT
temperature T ∗

low found in the PTH(1-42) and PTH(1-84) systems. Furthermore, when applying
the temperature mapping derived from comparison with simulation results from Hansmann [214]
and Kim et al. [215] (see section 6.1.1), the temperature T = 0.100 corresponds to a physical
temperature of T ′ = 300K, which is close to room temperature.

Intra-molecular HB maps are shown in fig. 6.6, while inter-molecular HB maps are displayed
in fig. 6.7. Rows in the figures belong to the different PTH systems, while columns correspond
to the different temperatures. Equivalent to the representation in the Aβ chapter, the HB maps
use a logarithmic probability scale, where red indicates a high probability of HB formation, while
blue indicates a low probability. The scales are displayed to the right of each HB map. Within
the same figure, the minimum and maximum values of the scales are kept constant to allow
for a direct comparison between the different systems and temperatures. However, the scales
differ between the intra- and inter-molecular HB maps. This increases readability of the inter-
molecular HB maps since the probability of HB formation is generally higher for intra-molecular
HBs, as discussed in the previous section.

Hydrogen bond networks at T = 0.178

The right column of fig. 6.6 shows the intra-molecular HB maps of the PTH systems at T =
0.178. They reveal distinct regions of high HB probability for each of the three different PTH
systems. The intra-molecular HB map of PTH(1-34) exhibits high-probability signatures of
descending slope. They stretch out from the turn region, in which no HBs can form and thus leads
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Figure 6.6: Intra-molecular hydrogen bond contact probability maps for PTH(1-34), PTH(1-42) and
PTH(1-84). The probability color scale is logarithmic. The first row displays the HBmaps for PTH(1-
34), the second row for PTH(1-42) and the third row for PTH(1-84). The left column shows HBmaps
for T = 0.100 and the right column for T = 0.178.
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Figure 6.7: Inter-molecular hydrogen bond contact probability maps for PTH(1-34), PTH(1-42) and
PTH(1-84). The probability color scale is logarithmic. The first row displays the HBmaps for PTH(1-
34), the second row for PTH(1-42) and the third row for PTH(1-84). The left column shows HBmaps
for T = 0.100 and the right column for T = 0.178.
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to the white area on the main diagonal. The high-probability signatures are clear indications of
β-hairpin structures. Most noticeable are the two β-hairpins at the N-terminal region, around
the turn contacts (8,14) and (11,15). Several other β-hairpin signatures of lower probability can
be found in adjacent residues. Another region that shows increased β-hairpin probability lies at
the C-terminal end of PTH(1-34), close to the turn contacts (22,28) and (24,28). Apart from β-
hairpins, there are other antiparallel signatures present in the HB maps of PTH(1-34), that are
not close to the turn region. Such structures hint at the complexity of the chain configurations,
where chain segments which are far apart along the polymer sequence, are able to form HBs
resulting in antiparallel β-sheets.

A configuration fitting the two observed β-hairpin areas is an S-shaped folded structure.
Indeed, such configurations can frequently be found in simulation snapshots of PTH(1-34).
Examples are shown in figs. 6.8(a), 6.8(b) and 6.8(d). An example of intra-molecular β-sheets
between chain segments that are far apart in the sequence is shown in fig. 6.8(d) which features
a large loop in one chain.

The PTH(1-42) and PTH(1-84) display similar behavior to PTH(1-43) in their HB maps at
T = 0.178. The β-hairpin structures observed in the PTH(1-34) system also appear in the same
regions within these longer chains. However, while these β-hairpins remain the most probable
signatures within their respective HB maps, their probabilities are notably lower than those in
the PTH(1-34) system. This reduction in probability is accompanied by a broader distribution of
probable HB partners for each residue. Regions of relatively high probability are more expansive,
with probabilities more evenly spread across these areas. This distribution suggests that the
additional residues in PTH(1-42) and PTH(1-84) allow for a wider range of conformations. This
effect is especially pronounced in the PTH(1-84) system, where the HB maps indicate multiple
likely HB partner per residue, indicating a diverse set of possible conformations.

In addition to the β-hairpin structures at the N-terminal end present in all three PTH
systems, the HB map of PTH(1-84) reveals additional β-hairpin formations involving residues of
the additional chain segment PTH(35-84). Notable examples include β-hairpins around the turn
contacts (37,41), (56,60), and (76,80). Particularly prominent are several β-hairpin signatures
of high probability, with the most distinct ones involving turn contacts (64,68), (65,69), (66,70),
and (67,71).

As with the PTH(1-34) system, the PTH(1-42) and PTH(1-84) systems exhibit antiparallel
β-sheet signatures that do not originate directly from the turn region. These signatures indicate
complex chain conformations in the system, that allow distant chain segments to come into
contacts and form HBs. In PTH(1-84), for instance, this creates the anti-parallel β-sheet [(1,81)
– (3,80) – (5,78) – (7,76)] as evident from fig. 6.6(f). Besides anti-parallel β-sheets, signatures
of parallel β-sheets also appear in both the PTH(1-42) and PTH(1-84) systems. They manifest
as diagonal structures of high HB probabilities with an ascending slope. In the HB map of
PTH(1-84), for example, residues [(2,56) – (4,58) – (6,60) – (8,62) – (10,64) – (12,66)] show
elevated contact probabilities, indicating the formation of a parallel β-sheet (for an example
configuration see fig. 6.8(i)). In the PTH(1-42) system, the presence of residues beyond the 34th
position also facilitates parallel β-sheet formation. The absence of this feature in the shorter
PTH(1-34) system suggests that the additional residues in PTH(1-42) and PTH(1-84) contribute
to the formation of parallel β-sheets.

Notably, α-helix signatures are absent in the HB maps of all PTH systems at T = 0.178.
This absence is somewhat unexpected, a topic which will be further explored towards the end
of this section on the analysis of HB maps.

The inter-molecular HB maps of the PTH systems at T = 0.178 are displayed in the right
column of fig. 6.7. In the HB map of the PTH(1-34) system, signature of both parallel and
anti-parallel β-sheets are visible. The most probable β-sheet structures involve beads at the
N-terminal end of the chain. β-sheet signatures in which N-terminal beads of both chains
participate show a preferred parallel alignment (see for example fig. 6.8(d)) Notable patterns
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include [(N1,C2) – (N3,C4) – (N5,C6) – (N7,C8)] and [(N4,C1) – (N6,C3) – (N8,C5) – (N10,C7)].
By contrast, β-sheet signatures linking N-terminal residues of one chain to C-terminal residues
of the other shoe show both parallel and anti-parallel orientations. Together with the intra-
molecular β-hairpins and β-sheets identified, these inter-molecular HBs create a network of
β-sheets spanning both chains. This leads to multi-layered β-sheet configurations. Examples of
such configurations are shown in figs. 6.8(a) to 6.8(d).

In the PTH(1-42) systems, maximal contact probabilities in the HB map are reduced com-
pared to those of PTH(1-34). As was explored in section 6.2.2, PTH(1-42) has fewer established
HBs at T = 0.178 compared to PTH(1-34). Nevertheless, both parallel and anti-parallel β-sheet
signatures remain visible in fig. 6.7(d). However, these signatures differ in some areas from the
ones found in the HB map of PTH(1-34). For instance, parallel and anti-parallel β-sheet signa-
tures connecting residues [1–10] of one chain with residues [18–34] of the other chain are largely
absent in the PTH(1-42) system. Example configurations of the PTH(1-42) system forming
β-hairpins and parallel, as well as anti-parallel β-sheets, are shown in figs. 6.8(e) to 6.8(g).

The inter-molecular HB map of PTH(1-84) reveals prominent signatures of both parallel and
anti-parallel β-sheets across different regions of the chain. Some of these patterns resemble those
in PTH(1-34), while others involve beads unique to the PTH(35-84) segment (see for example
fig. 6.8(i) vs. fig. 6.8(j)). Notably, some cells of the HB map remain empty and white, indicating
no HB contacts were observed between the respective beads during the simulation runs. For
example, the CO bead of Arg50 residue shows several empty cells. Even with extended simulation
times, these empty cells are expected to display a very low probability of HB formation, which
suggests limited inter-molecular interactions in this region.

Hydrogen bond networks at T = 0.100

Lowering the temperature to T = 0.100 results in a significant increase in the total probability
of intra-molecular HB formation across all three PTH systems, as evident in the HB maps in
the left column in fig. 6.6. This observation is consistent with the previous analyses of Nintra

and Ninter discussed in section 6.2.2. Notably, the temperature dependence of Nintra (fig. 6.4(a))
correlates with the observed changes in the intra-molecular HB maps when the temperature is
reduced to T = 0.100.

For the three investigated PTH systems, the existing β-hairpin and β-sheet patterns at T =
0.178 not only increase in probability but also become sharper and more distinct, as adjacent low-
probability features fade. This temperature reduction, however, does not fundamentally change
the intra-molecular structure across the PTH systems. An exception is observed in the PTH(1-
42) system, where an α-helical structure emerges in the C-terminal half of the chain. This α-helix
pattern is characterized by contacts at (Ci,Ni+4) for i ∈ {27, 28, 29, ..., 35}. Snapshots from the
SAMC simulations of the PTH(1-42) system, shown in figs. 6.8(g) and 6.8(h), also display α-
helices towards the C-terminal end, colored in orange. The PTH(1-84) system occasionally
exhibits α-helices in the C-terminal region as well. An example appears in fig. 6.8(k), where an
α-helix forms at the C-terminal end of one chain, with beads colored in red. However, as evident
from the HB maps, the probability of forming such α-helices is significantly lower compared to
PTH(1-42).

In contrast, the inter-molecular HB networks of the PTH systems show more drastic changes
compared to their intra-molecular HB networks. The inter-molecular HB maps at T = 0.100
are displayed in the left column in fig. 6.7. In the PTH(1-34) system, the diversity of probable
inter-molecular HB configurations decreases significantly. The most common arrangements now
favor parallel β-sheets, while several of the anti-parallel β-sheet patterns present at T = 0.178
are no longer observed. Notably, the anti-parallel β-sheets between N-terminal residues of one
chain and C-terminal residues of the other lose their prominence.

By comparison, the PTH(1-42) and PTH(1-84) systems exhibit a more substantial overall
increase in the probability of inter-molecular HB contacts, which aligns with the findings in sec-
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tion 6.2.2. Furthermore, the inter-molecular HB maps patterns differ significantly between the
PTH(1-34) system and the two larger systems. While the general trend to form β-sheets per-
sists between the systems, their specific locations and HB partners differ. The PTH(1-42) and
PTH(1-84) systems display both parallel and anti-parallel β-sheets. Their aggregation driven
second-order PT at T ∗

low leads to distinct aggregation interfaces in their dimer structures com-
pared to the PTH(1-34) system. A shared motif between the three PTH systems remains the
formation of parallel and anti-parallel inter-molecular β-sheets. However, the specific configura-
tion of these β-sheets vary. Example of both parallel and anti-parallel inter-molecular β-sheets
in PTH(1-42) and PTH(1-84) are shown in figs. 6.8(f), 6.8(g), 6.8(j) and 6.8(l).

In conclusion, the HB maps demonstrate a strong tendency for the PTH dimer systems to form
β-sheets when the systems are below the folding and aggregation transition temperature T ∗

high.
Intra-molecularly, this leads predominantly to β-hairpins positioned at various but distinct sites
along the chain. Notably, recurring β-sheet motifs with turn contacts at or adjacent to (11,14)
and (24,28) appear consistently across all three PTH systems. This common structural pattern
aligns with the thermodynamic analysis, supporting the hypothesis of robust folding motifs and
interaction patterns that remain largely independent of chain length.

Furthermore, intra-molecular β-sheets also form between chain segments that are distant in
the protein sequence. This suggests that more complex structures, like for instance configura-
tions featuring large loops, are present within the ensemble of possible PTH dimer configurations.
Examples for such large-loop configurations are shown in figs. 6.8(d) and 6.8(f). The diversity in
the conformational space of the PTH dimer systems increases with the chain length. This is re-
flected in the broader distribution of potential HB partners for each residue seen in the HB maps
of PTH(1-42) and PTH(1-84) compared to PTH(1-34). The shorter PTH(1-34) exhibits a more
focused distribution of probable HB partners, resulting in well-defined β-hairpin structures, and
also well-ordered aggregates at T ∗

high. In contrast, the longer PTH(1-42) and PTH(1-84) chains
show a broader range of probable HB partners, leading to an increased diversity in the position
and extension of β-hairpins and β-sheets. This structural diversity in the folded structures also
translates into greater variety of aggregate structures at T ∗

high, allowing for multiple options of
energy optimization in the aggregation process.

At lower temperatures, the overall probability of β-sheet formation increases, accompanied
by a reduction in the diversity of possible HB partners. In the intra-molecular HB networks, β-
hairpins remain the dominant secondary structures, while in the inter-molecular HB networks,
more substantial changes can be observed. All three PTH systems show an increase in the
probability of forming parallel inter-molecular β-sheets. In PTH(1-34), parallel β-sheet patterns
seen at higher temperatures become reinforced, while anti-parallel β-sheet signatures are mostly
abandoned. As the PTH(1-42) and PTH(1-84) systems undergo their second-order PT at T ∗

low,
which is dominated by the aggregation process (see section 6.2.2), new and distinct parallel and
anti-parallel β-sheet patterns emerge. This is accompanied by a significant reduction in the
diversity of aggregate structures. The specific positions of the β-sheets vary among the PTH
systems, suggesting unique aggregation interfaces for each system. Additionally, in the PTH(1-
42) system, α-helical patterns emerge at the C-terminal end of the chain. This feature is not
equally observed in the other PTH systems.

The absence of α-helices and the dominance of β-sheets in the PTH dimer systems contrasts
with studies on the PTH monomer. Experimental research from the 1990s, such as studies
by Barden et al. [217], Marx et al. [218], and Willis et al. [219], consistently identified α-
helices as the main structural feature of the PTH monomer in aqueous solution. Computational
studies, including Hansmann [214] using multi-canonical sampling, have confirmed this α-helical
tendency. The absence of α-helices in the PTH dimer systems of this study suggests that
dimerization alters the protein’s secondary structure significantly. Rather than α-helices, the
PTH dimer systems exhibit a high probability of β-sheet formation. This shift is likely due to
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Figure 6.8: Configuration snapshots from simulations of the PTH systems: (a)–(d) PTH(1-34), (e)–(h)
PTH(1-42), (i)–(l) PTH(1-84). Only the backbone beads are shown: NH, Cα and CO. Side chain
beads (R) are omitted for better visibility. The beads in each chain are colored using a rainbow
gradient, with the N-terminus in blue and the C-terminus in red. The configurations are selected at
energies corresponding to temperatures in the folded and aggregated state.
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the competition between intra- and inter-molecular HBs introduced by the second PTH chain.
Thus, both aggregation and folding transition occur simultaneously at the same PT temperature.
The additional network of inter-molecular HBs competes with the intra-molecular interactions,
driving the system towards β-sheets rather than the α-helices, that were observed for PTH
monomers.

However, an exception in this trend is the PTH(1-42) system, where an α-helical pattern
appears at the C-terminal end of the chain below T ∗

low, even in the here investigated dimer
systems. The PTH(1-84) system occasionally shows similar α-helical structures (see fig. 6.8(k)).
These isolated α-helices suggest some residual structural preferences in the longer chains, even
within the dimer system.

The presence of β-sheets in the PTH dimer systems aligns with the structural characteristics
of amyloid fibrils formed by PTH. NMR studies by Gopalswamy et al. have demonstrated a cross-
β structure(9) in the amyloid fibrils of PTH(1-84) [79]. The fibril core of these amyloid fibrils is
located around residues 25-37. Within these fibrils, the β-sheets are predominantly aligned in
a parallel configuration [220]. Similarly, the PTH dimer systems studied here exhibit a strong
tendency for β-sheet formation. Near physiological temperatures, the intra-molecular β-sheets
within the PTH dimers also exhibit a preference for parallel alignment, though the participating
segments differ from those forming the fibril core in the amyloid structure. Notably, the segment
around residues 25-37, which is critical to amyloid fibril formation, shows a strong propensity for
intra-molecular β-sheets, particularly β-hairpins, in the PTH dimer systems. This observation
suggests that the dimer structures observed here may not directly correspond to immediate
precursors to amyloid fibrils. Nonetheless, the marked preference for β-sheet formation in the
PTH dimers indicates that dimerization could be an important early step in the pathway towards
amyloid fibril development.

6.3 Conclusions

The folding and aggregation behavior of PTH dimer systems was analyzed using SAMC sim-
ulations in combination with the PRIME20 protein model. Three different PTH systems were
investigated: PTH(1-34), PTH(1-42), and PTH(1-84). By analysis of the density of states g(U)
which is the primary result of the SAMC simulations, the distinct phase behavior of the PTH
systems was revealed. All three systems exhibit a first-order PT at T ∗

high. Additionally, the
PTH(1-42) and PTH(1-84) systems display a second-order PT at lower temperatures. The PT
temperatures were determined both from a microcanonical analysis using derivatives of the en-
tropy S(U) = ln g(U), and from a canonical analysis using the specific heat CV (T ). A complete
list of the determined PT temperatures of the three PTH systems is shown in table 6.1. Through
analysis of the number of intra- and inter-molecular HB contacts, the folding and aggregation
transitions were found to occur simultaneously at the same PT temperature T ∗

high.
A notable observation is that the temperatures of the PTs at T ∗

high are equal for all three
PTH systems, regardless of their differences in chain length. This is unexpected, as folding tran-
sitions typically scale with chain length, as demonstrated, for example, in the PolyQ systems.
However, unlike PolyQ, the PTH systems are heteropolymers, composed of different types of
amino acids. This heterogeneity likely results in distinct folding behaviors of different segments
along the chain, which could influence the transition temperature. Additionally, increased en-
tropic contributions to the folding and aggregation transitions of the longer systems may offset
the energetic differences, stabilizing the transition temperature. Another crucial factor is the
simultaneous folding and aggregation observed in these systems. Unlike folding, aggregation
is independent of chain length. This suggests that the aggregation process exerts a dominant
influence on the phase transition behavior, effectively overriding the chain length dependence
typically associated with folding transitions.

(9)For a detailed description of the cross-β-structure, see section 2.1.1.
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In order to identify structural properties of the different phases in the PTH systems, the intra-
and inter-molecular HB networks were analyzed using HB maps. At T ∗

high, the PTH systems
exhibit a strong tendency to form β-sheets. The intra-molecular HB maps reveal β-hairpins
and β-sheets as the dominant secondary structures in the folded chains. In addition, PTH(1-
34) exhibits distinct, well-defined inter-molecular β-sheets both in parallel and anti-parallel
alignment. In contrast, the PTH(1-42) and PTH(1-84) systems show a broader range of probable
aggregate structures and conformations. However, β-sheet conformations remain prominent.
When the temperature is lowered to T ∗

low the PTH(1-42) and PTH(1-84) systems exhibit a
significant increase in the probability of inter-molecular HB contacts. This is accompanied
by the formation of distinct parallel and anti-parallel inter-molecular β-sheet patterns. The
HB maps further highlight how the conformational space of the PTH dimer systems expands
with chain length, as the longer chains exhibit a wider distribution of probable HB partners per
residue, enabling a more diverse set of possible conformations and greater entropic freedom.

The β-sheet structures observed in the PTH dimer systems share structural similarities with
amyloid fibrils formed by PTH. However, the dimer structures in this study do not directly
correspond to immediate precursors of amyloid fibrils, as their specific HB networks differ.
Nonetheless, the pronounced preference for β-sheet formation in the PTH dimer systems suggests
that dimerization could represent a critical early step in the pathway towards amyloid fibril
development.

Interestingly, α-helices are almost entirely absent in the PTH dimer system’s folded phases
below T ∗

high and T ∗
low. This contrasts with experimental studies on the PTH monomer, where α-

helices were consistently identified as the predominant structural feature of the (1-34) fragment,
while the 50 C-terminal residues are intrinsically disordered [79, 221]. The absence of α-helices
in the PTH dimer systems suggests that dimerization significantly alters the protein’s secondary
structure. The introduction of inter-molecular HB competition, alongside the intra-molecular
HB network, appears to shift the structural preference towards β-sheets rather than the α-helices
observed for PTH monomers. However, isolated α-helices persist in the PTH(1-42) and PTH(1-
84) systems, reflecting residual structural preferences of α-helix formation in the longer chains
even within the dimer system.
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Chapter 7

Summary and Conclusions

In the here presented work, the dimerization behavior of three different amyloidogenic proteins
has been investigated: PolyQ, Aβ and PTH. All of these proteins are known to form amyloid
fibrils in vivo. The study utilized computer simulations using the PRIME20 protein model. The
PRIME20 model is an intermediate-resolution protein model, which enables a protein-sequence-
specific representation of peptides by considering different interaction parameters between the
different naturally occurring amino acids. Furthermore, it provides detailed structural insights,
such as backbone dihedral angles and directional backbone HBs. The SAMC algorithm is used
for sampling of configuration space. SAMC is an advanced flat-histogram MC method, that
achieves an even sampling of the energy space, a feature particularly advantageous for thermo-
dynamic and structural investigations of complex systems like proteins. Additionally, SAMC
provides an approximation of the mDOS, a quantity from which the entire thermodynamics of
the system can be derived.

The three proteins examined in this study were selected for their distinct fibril state prop-
erties. While all share the characteristic amyloid fibril structural motif, their stability and
physiological implications differ significantly. In PolyQ and Aβ, the amyloid state represents
a pathological denatured form which is closely associated with Huntington’s and Alzheimer’s
disease, respectively. In contrast, fibrils of PTH represent a functional state, which the body can
dissolve as required. Understanding the thermodynamic properties governing the early aggrega-
tion stages of aggregation in these proteins is essential for unraveling the molecular mechanisms
of amyloid formation. This study marks an important step in towards this goal. Such insights
are pivotal for advancing our understanding of amyloid-related diseases and developing targeted
therapeutic strategies.

7.1 Summary of results

Dimer systems of PolyQ chains of various chain lengths, ranging from 14 to 36 residues, were
simulated to investigate their thermodynamic and structural behavior. The thermodynamic
analysis revealed that all PolyQ systems undergo folding and aggregation transitions. For each
system, the folding and the aggregation transition occur simultaneous on the temperature scale.
Furthermore, the phase transition temperature, T ∗, of this simultaneous transition was found
to be chain length dependent. For short chains (Nres < 22), T ∗ lies below room temperature,
whereas for long chains (Nres ≥ 22), T ∗ lies above room temperature. The chain-length depen-
dence of the combined folding and aggregation transitions was shown to scale with N−1/3. The
temperature dependence is consistent with previous experimental observations by Walters et al.
[26] who showed that PolyQ chains are in the collapsed state at room temperature.

Structural analysis of the aggregated state revealed that all investigated PolyQ dimer sys-
tems form β-hairpins and intermolecular β-sheets. Interestingly, short-chain systems form inter-
molecular β-sheets composed of entire chains as well as aggregated β-hairpins, while long-chain
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systems only form the latter.

Further examination of intra- and inter-molecular HBs highlighted distinct mechanisms driv-
ing the PT for short and long chains. For shorter chains (Nres ≤ 24), the PT at T ∗ is driven
predominantly by the formation of intermolecular HBs, with aggregation as the dominant pro-
cess. In contrast, longer chains (Nres > 24) undergo a PT dominated by intramolecular HBs,
indicating that folding is the key process at the transition. These findings are consistent with
experimental studies identifying Nres = 24 as the critical chain length for single PolyQ chain to
acts as a nucleus for PolyQ aggregation [26, 36, 37, 164].

The results of the PolyQ investigations have been published in [56].

The dimerization behavior of Aβ was investigated for its two variants, Aβ(1-40) and Aβ(1-
42). Despite their strong similarities in their primary sequences, the two isoforms exhibit distinct
phase behavior. Thermodynamic analysis revealed two PTs for both systems, occurring at T ∗

low

and T ∗
high. Analysis of temperature-dependent intra- and inter-molecular HB formation identified

the first-order PT at T ∗
high as a folding and aggregation transition. In contrast, the second-order

PT at T ∗
low was linked to rearrangements of the HB networks within the aggregated state.

Mapping these transition temperatures to physical units revealed that room temperature lies
between T ∗

low and T ∗
high. This behavior is consistent with the aggregation-prone nature of Aβ.

In the thermodynamic analysis of the Aβ systems it already becomes apparent that the Aβ(1-
40) and Aβ(1-42) systems exhibit distinct aggregation behavior, as the PT temperatures of the
two systems differ significantly. These differences became even more apparent in the structural
analysis of the aggregated state.

Identification of the secondary structure elements in the aggregated state was achieved by
analysis of HB maps. A common structural motif between both Aβ systems were β-hairpins
in the N-terminal region and around the turn contact (Val24-Lys28). Strong polymorphism
was observed in the aggregated structures of both Aβ systems, consistent with previous exper-
imental and computational studies [173, 222, 223]. Both parallel and antiparallel alignment of
inter-molecular β-sheets were present. However, significant differences emerged around room
temperature, where the Aβ(1-42) system exhibited a well-defined aggregate structure involving
the middle region of the chain. In contrast, the Aβ(1-40) systems showed greater structural
diversity and less pronounced inter-molecular order. This observation aligns with the faster
aggregation kinetics of Aβ(1-42) compared to Aβ(1-40) [24].

Finally, analysis derived from the systems’ Ramachandran plots revealed that Gly residues
in the C-terminal region acts as a secondary structure breaker, preventing the formation of a
regular secondary structure in this region.

The final protein system investigated in this study was PTH. Three different lengths were
considered: PTH(1-34), PTH(1-42), and PTH(1-84). Thermodynamic analysis revealed that
all three PTH systems exhibit a first-order PT at T ∗

high. This transition again corresponds
to simultaneous folding and aggregation, as revealed by the comparison of intra- and inter-
molecular HBs. Additionally, the PTH(1-42) and PTH(1-84) systems displayed a second-order
PT at lower temperatures.

A notable and unexpected observation was that the first-order PT occurs at approximately
the same T ∗

high for all three PTH systems. This behavior was discussed in the context of het-
eropolymeric systems and entropy-driven phase transitions. The simultaneity of the folding and
aggregation processes was also identified as a key factor contributing to the observed behavior.

Structural analysis of the PTH systems’ state below T ∗
high revealed that the aggregated state

consists primarily of β-hairpins and β-sheets, similar to the structures observed in the two
previous systems. However, chain length influenced the diversity of aggregated structures: the
systems of longer chain exhibited a broader distribution of probable HB networks, resulting in
greater structural polymorphism. However, β-sheets remained the dominant secondary structure
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motif. When decreasing the temperature towards T ∗
low, the PTH(1-42) and PTH(1-84) systems

showed a pronounced increase in inter-molecular HBs, forming distinct, well-defined parallel and
antiparallel β-sheets. In contrast, the shorter PTH(1-34) system exhibited well-defined aggregate
structures already below T ∗

high, which became increasingly refined with further cooling. The
resulting aggregate structures of the PTH systems share similarities with the fibril structures of
PTH.

Interestingly, α-helices were rarely observed in the PTH dimer systems, even though they
are a prominent feature of the monomer solution structure [79, 221]. This suggests, that the
presence of the second chain in the systems significantly alters the preferred secondary structure
of the individual chains. The competition between intra- and inter-molecular HBs operating on
the same energy-scale was discussed as a likely explanation for this behavior.

7.2 Comparison of Amyloid Beta and Parathyroid Hormone

The PTH’s ability to form amyloid fibrils is of particular interest when comparing it to Aβ.
Both proteins can be found in vivo in an amyloid state with a cross-β structure motif [78,
79]. However, not only does the presence of amyloid fibrils have wildly different pathological
implications, but the human body shows different capabilities of dissolving these fibrils. While
the amyloid state of Aβ is associated with Alzheimer’s disease and the body has a hard time
dissolving these fibrils, the amyloid state of PTH is suggested to be a storage form of the
protein [44] which can be dissolved by the body. Therefore, a comparison of the results for
the dimerization behavior of the PTH and Aβ systems can provide valuable insights into the
differences in their fibrillation behavior and the stability of their amyloid fibrils.

The different stabilities of amyloid fibrils formed by PTH and Aβ in the human body suggest
notable differences in the thermodynamic properties of these proteins. Given that amyloid
fibrils of PTH are less stable than those of Aβ, one might reasonably expect the aggregation
temperature of PTH to be lower than that of Aβ. However, the opposite is observed. From the
analysis of the Aβ systems, the aggregation temperature of Aβ is approximately 320K, while for
PTH, it is around 560K. This apparent contradiction is counterintuitive, as the lower stability of
PTH fibrils would suggest a lower aggregation temperature, closer to physiological temperature.

Several factors help explain this inconsistency. First, it is important to note that the ana-
lyzed process here involves dimerization rather than the formation of fibrils. Therefore, no direct
conclusions about fibril stability can be drawn from the here presented results. Furthermore,
experimental studies by Gopalswamy et al. [79] identified specific solvent conditions, including
a high pH of 9.0 and a high temperature of 65◦C, as suitable conditions for PTH fibril forma-
tion. The PRIME20 model, which employs a mean-field approximation to calculate effective
interaction potentials, may not fully capture the solvent quality dependencies. Consequently,
the physical temperature scale derives in this study could be subject to further refinement.

Additionally, the interaction parameters of PRIME20 are derived from known protein struc-
tures from the PDB. At the elevated temperatures around 560K, far above the conditions the
parameters were originally optimized at, these force field parameters might lack the accuracy
needed to describe the system correctly. This limitation also applies to the simulation results
of Hansmann [214], which were used to establish the temperature conversion from reduced
PRIME20 units to Kelvin. The force fields employed in those simulations likely encounter simi-
lar constraints at high temperatures, potentially affecting the interpretation of the temperature
scales and aggregation behaviors in both studies.

Another way to estimate the stability of the aggregated structures is by comparing the
number of intra- and inter-molecular HBs in the PTH and Aβ systems. Both observables
have been analyzed extensively for each system in section 5.2.2 for Aβ and in section 6.2.2
for PTH. Comparisons between the systems considering the temperature dependence of their
NHB,intra(T ) = NHB,intra(T )/N and NHB,inter(T ) = NHB,inter(T )/N are shown in fig. 7.1. Given
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Figure 7.1: Comparison of the number of intra- and inter-molecular hydrogen bonds in the PTH and
Aβ systems, relative to the number of beads in the system. Temperature is given in Kelvin, according
to the temperature conversions in sections 5.1.1 and 6.1.1.

that Aβ fibrils are more stable than those of PTH, it would be expected that Aβ exhibits a
higher number of inter-molecular HBs per residue in the aggregated state. Indeed, 7.1(b) shows
that at low temperatures, Aβ(1-42) achieves the highest value of NHB,inter at approximately
0.17. However, the values for PTH(1-34), PTH(1-42) and Aβ(1-40) are quite similar, clustering
around 0.15. At room temperature (T = 300K), the NHB,inter of the Aβ systems is slightly below
the values of the shorter PTH systems. Only PTH(1-84) shows a significantly lower value of
NHB,inter ≈ 0.05, which remains significantly below that of the Aβ systems, even at T = 300K.

The comparison between the Aβ systems and PTH(1-84) supports the hypothesis that the
reduced stability of the amyloid fibrils of PTH(1-84) is reflected in a lower number of inter-
molecular HBs per residues. Furthermore, the trends in NHB,inter at T = 300K suggest that
dimers of the shorter PTH(1-34) and PTH(1-42) chains may exhibit stability comparable to or
even exceeding that of the Aβ systems. However, it is challenging to establish a direct correlation
between the relative number of inter-molecular HBs and the overall stability of the aggregated
dimer structure, much less of fully formed fibrils. Nonetheless, the observed difference between
the Aβ systems and PTH(1-84) aligns with the in vivo behavior of the proteins.

A common feature between the PTH and Aβ dimer systems investigated in this work is their
pronounced tendency to form β-sheets. This behavior mirrors the structural characteristics of
amyloid fibrils formed by both proteins. Although the dimer structures observed here do not
directly resemble the fibril structures, the strong preference for β-sheet formation in the PTH and
Aβ dimer systems suggests that dimerization plays a critical early role in the pathway towards
amyloid fibril development. The differences in folding and aggregation behavior between the
PTH and Aβ systems provide valuable insights into their fibrillation behavior and the stability
of their respective amyloid fibrils. This work establishes a foundation for further thermodynamic
and structural investigations of their aggregation pathways and structural dynamics.
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Chapter 8

Outlook

Building upon the findings of this study, a natural extension of the research would be to simu-
late and analyze larger systems. Investigating the formation of larger oligomers, such as trimers,
tetramers, etc., of PolyQ, Aβ and PTH represents a logical next step towards a deeper under-
standing of fibril structure formation. Additionally, oligomers of amyloidogenic proteins are
identified as key contributors to toxicity and resulting cell death in neurodegenerative diseases.
This includes PolyQ of HD [224] and Aβ of AD [21]. The PRIME20 model and SAMC method
applied in this work could offer valuable insights into the thermodynamics and molecular inter-
actions governing these oligomeric structures.

Conversely, examining smaller systems, particularly protein monomers, could provide com-
plementary insights. For example, the presence of a second chain significantly influenced the
secondary structure of monomeric PTH, where the α-helical structure observed in isolation was
almost entirely absent in the dimer systems. To further investigate this phenomenon, future
studies should analyze the monomeric structures of PTH and Aβ in greater detail.

Expanding the scope of this research to other amyloidogenic proteins would also be highly
beneficial. The versatility of the PRIME20 model makes it well-suited for studying a variety
of proteins, offering potential insights into the universal behavior of amyloidogenic systems and
fibril formation. Examples of other proteins to explore include the prion protein PrPSc which
is associated with Creutzfeldt-Jakob disease [225], and α-synuclein protein which is associated
with Parkinson’s disease [226].

In order to simulate larger systems, improvements to both the PRIME20 model and the
simulation methodology are essential. As evident from the model description in chapter 2, the
initial promise of the PRIME20 model was to be a simple model with only a few parameters.
However, the reliance on squeeze parameters to compensate for suboptimal bead sizes makes
the model far more complex than initially intended. Simplifications to the model that eliminate
the need for these parameters, should be a priority. This would involve a reevaluation of the
bead sizes and the interactions between them.

The adaptation of the PRIME20 model for MC simulations also introduces challenges. For
example, the criteria for HB formation include auxiliary interactions that are only active once a
HB was established. This can potentially lead to ambiguity in potential energy assignment to a
configuration when using MC. In certain microstates, the configuration is legal without the HB,
while it becomes illegal with an established HB and the corresponding auxiliary interactions
turned on. In MD, this apparent ambiguity is solved from the history of the system. However,
evolving a system in time for it to have a ’history’ is incompatible with the concepts of MC.
Revisiting the criteria for HB formation to ensure compatibility with MC methods is therefore
critical.

Optimizing the simulation approach itself is equally important. Enhancements that reduce
computational cost while improving configurational space sampling are essential to facilitate sim-
ulations of larger systems. Parallelization of the simulation code is an important step, alongside
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introducing configuration exchange moves between parallel simulation runs in adjacent energy
windows to enhance the sampling of the density of states. Additional MC move types could also
be implemented to further expand configurational space sampling.
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ison of Alzheimer Aβ(1-40) and Aβ(1-42) amyloid fibrils reveals similar protofilament
structures”. In: Proceedings of the National Academy of Sciences of the United States of
America 106.47 (2009), pp. 19813–19818.

[179] N. G. Sgourakis, Y. Yan, S. A. McCallum, C. Wang, and A. E. Garcia. “The Alzheimer’s
Peptides Aβ40 and 42 Adopt Distinct Conformations in Water: A Combined MD / NMR
Study”. In: Journal of Molecular Biology 368.5 (2007), pp. 1448–1457.

[180] M. Thunecke, A. Lobbia, U. Kosciessa, T. Dyrks, A. E. Oakley, J. Turner, W. Saenger,
and Y. Georgalis. “Aggregation of Aβ Alzheimer’s disease-related peptide studied by
dynamic light scattering”. In: Journal of Peptide Research 52.6 (1998), pp. 509–517.

[181] B. Urbanc, M. Betnel, L. Cruz, G. Bltan, and D. B. Teplow. “Elucidation of amyloid
β-protein oligomerization mechanisms: Discrete molecular dynamics study”. In: Journal
of the American Chemical Society 132.12 (2010), pp. 4266–4280.

[182] J. P. Colletier, A. Laganowsky, M. Landau, M. Zhao, A. B. Soriaga, L. Goldschmidt,
D. Flot, D. Cascio, M. R. Sawaya, and D. Eisenberg. “Molecular basis for amyloid-β
polymorphism”. In: Proceedings of the National Academy of Sciences of the United States
of America 108.41 (2011), pp. 16938–16943.

119



Bibliography
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Appendix A

Parameters of PRIME20

Table A.1: Side chain bond and pseudo-bond lengths (in Å) and bead masses (relative to the mass of
CH3).

Cα–R NH–R CO–R Mass

L 2.625 3.290 3.500 3.799
I 2.400 3.050 3.300 3.799
V 2.002 2.775 2.959 2.866
M 3.400 3.800 4.050 4.998
F 3.425 3.650 4.050 6.061
Y 3.843 4.050 4.300 7.126
W 3.881 4.100 4.350 8.660
H 3.160 3.450 3.830 5.394
S 1.967 2.650 2.800 2.064
T 1.981 2.650 2.900 2.997
N 2.510 3.050 3.350 3.862
Q 3.300 3.750 4.000 4.795
D 2.500 3.100 3.250 3.860
E 3.180 3.780 3.930 4.793
K 3.550 4.050 4.250 4.865
R 4.200 4.500 4.800 6.728
C 2.350 2.800 3.100 3.130
P 1.926 1.851 2.995 2.800
A 1.600 2.500 2.560 1.000
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Appendix A. Parameters of PRIME20
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Table A.5: Changed diameters for interactions between side chains and backbone (after applying squeeze
parameters sqz6-10 ) for all amino acids.

sqz6 sqz7 sqz8 sqz9 sqz10
Ri–COi-1 Ri–NHi+1 Ri–Cαi+1 Ri–Cαi-1 Ri–Cαi-2

L 3.918 3.724 4.863 4.936 5.001
I 3.740 3.626 4.867 4.867 4.994
V 3.570 3.378 4.635 4.754 5.002
M 4.205 4.032 5.067 5.206 5.017
F 3.991 3.973 4.827 4.780 5.040
Y 4.208 4.246 4.978 4.898 5.042
W 4.460 4.187 4.963 5.180 4.986
H 3.886 3.838 4.790 4.766 4.945
S 3.331 3.128 4.380 4.507 4.944
T 3.447 3.290 4.573 4.617 5.007
N 3.607 3.565 4.680 4.633 4.791
Q 4.139 3.996 5.062 5.134 5.000
D 3.751 3.435 4.558 4.785 4.860
E 4.175 3.997 5.074 5.162 4.996
K 4.384 4.191 5.163 5.323 4.974
R 4.827 4.651 5.535 5.703 4.978
C 3.516 3.350 4.501 4.560 4.913
P 3.133 3.298 4.665 3.884 4.773
A 3.312 3.000 4.353 4.598 4.997
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Appendix B

Additional Figures for the
Polyglutamine Systems
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Figure B.1: PolyQ temperatures
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Figure B.2: PolyQ heat capacities

0.1 0.2 0.3
T

0

20

40

60

80

100

Cv
/N

C2Q14
C2Q16
C2Q18
C2Q20
C2Q22
C2Q24
C2Q26
C2Q28
C2Q36

Figure B.3: PolyQ canonical heat capacities
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Appendix B. Additional Figures for the Polyglutamine Systems
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Figure B.4: PolyQ thermodynamic master plot.
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Figure B.5: Intra-molecular hydrogen bond contact probability maps for C2Q18, C2Q20, C2Q22, C2Q24
and C2Q28, at T = 0.140.
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Appendix B. Additional Figures for the Polyglutamine Systems
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Figure B.6: Intra- and inter-molecular HBs
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Figure B.7: Intra- and inter-molecular side chain contacts
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Appendix C

Additional Figures for the Amyloid
Beta Systems
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Figure C.1: Temperature and inverse temperature vs configurational energy for Aβ(1-40) and Aβ(1-42).
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Appendix C. Additional Figures for the Amyloid Beta Systems
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Figure C.2: Amyloid beta hydrogen bond contact probability maps for Aβ(1-40) and Aβ(1-42) with a
non-logarithmic probability scale.
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Figure C.3: Amyloid beta hydrogen bond contact probability maps for Aβ(1-40) and Aβ(1-42) with a
logarithmic probability scale.
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Appendix C. Additional Figures for the Amyloid Beta Systems
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Figure C.4: Amyloid beta intra-molecular hydrogen bond contact probability maps for Aβ(1-40) and
Aβ(1-42) in the unfolded state at T = 0.195.
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Figure C.5: Amyloid beta intra-molecular side chain contact probability maps for Aβ(1-40) and Aβ(1-
42).
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Appendix C. Additional Figures for the Amyloid Beta Systems
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Figure C.6: Amyloid beta inter-molecular side chain contact probability maps for Aβ(1-40) and Aβ(1-
42).

138



(a) 1 5 10 15 20 25 30 35 40

D A E F R H D S G Y E V H H Q K L V F F A E D V G S N K G A I I G L M V G G V V
Residue

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

.o
f

-h
el

ix
 st

at
e

T=0.05
T=0.18
T=0.25

(b) 1 5 10 15 20 25 30 35 40

D A E F R H D S G Y E V H H Q K L V F F A E D V G S N K G A I I G L M V G G V V
Residue

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

.o
f

-s
tra

nd
 st

at
e

T=0.05
T=0.18
T=0.25

Figure C.7: Amyloid beta Ramachandran analysis for Aβ(1-40).

(a) 1 5 10 15 20 25 30 35 40

D A E F R H D S G Y E V H H Q K L V F F A E D V G S N K G A I I G L M V G G V V I A
Residue

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

.o
f

-h
el

ix
 st

at
e

T=0.05
T=0.155
T=0.182
T=0.25

(b) 1 5 10 15 20 25 30 35 40

D A E F R H D S G Y E V H H Q K L V F F A E D V G S N K G A I I G L M V G G V V I A
Residue

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

.o
f

-s
tra

nd
 st

at
e

T=0.05
T=0.155
T=0.182
T=0.25

Figure C.8: Amyloid beta Ramachandran analysis for Aβ(1-42).
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Appendix D

Additional Figures for the
Parathyroid Hormone Systems
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Figure D.1: PTH tensor of gyration. Eigenvalues and other derived properties.
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Figure D.2: PTH intra- and inter-molecular side chain energies.

8

6

4

2

0

E S
C

PTH(1-34)
PTH(1-42)
PTH(1-84)

0.0 0.1 0.2 0.3
T

0

200

400

600

d(
E S

C)
/d

T

Figure D.3: Difference between intra and inter-molecular side chain energies.

141



Appendix D. Additional Figures for the Parathyroid Hormone Systems
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Figure D.4: PTH intra-molecular and inter-molecular side chain contact probability maps for T = 0.178.

142



Acknowledgement

First and foremost, I would like to express my deepest gratitude to Prof. Dr. Wolfgang Paul,
my supervisor, for his invaluable guidance and mentorship throughout my studies. His support
and encouragement introduced me to this fascinating field of research and ensured that my work
stayed focused and meaningful. I am especially grateful for his openness and availability, as I
could always approach him to discuss scientific problems. Working under his supervision has
been an enriching experience.

I would also like to thank Prof. Dr. Daniel Sebastiani, who served as my mentor. Although
our meetings were less frequent, his insightful comments on my work always proved invaluable,
offering new perspectives on various topics. Additionally, I would be remiss not to mention that,
in my opinion, he serves the best coffee in the institute!

My heartfelt thanks go to Dr. Timur Shakirov, who has been a constant source of knowledge
and inspiration during this journey. As my ”guru of SAMC”, his unmatched expertise and
experience have been instrumental in my progress. I particularly appreciated those daily routine
moments when he would walk by my desk, glance at my work, and provide a single comment
that would often spark new ideas or solutions.
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