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Kurzzusammenfassung

Akustik und Schwingungen Vorgaben spielen eine wichtige Rolle in der Entwicklung
von Personenkraftwagen. Die Auslegung und die Bewertung von passiven akustis-
chen Maÿnahmen erfordert, dass zuverlässige Vorhersage-Tools zur Verfügung stehen.
Diese Modelle müssen die Anwendungsbedingungen realitätsnah berücksichtigen und
sollen eine detaillierte Darstellung der Anwendungsumgebung beinhalten. Der aktuelle
Auslegungsprozess basiert meist auf experimentellen Analysen, die während der ersten
virtuellen Entwicklungsphasen dennoch nicht anwendbar sind. Zur Überwindung dieser
Begrenzung stellt diese Dissertation ein hybrides Verfahren vor, das numerisch und exper-
imentell ermittelte Daten integriert, um die Schallübertragung durch komplexe Systeme
zu beschreiben.
Im ersten Schritt wird die Übertragungskette in ihre wesentlichen drei Komponenten
bestehend aus der Anregung, dem strukturelle System und dem Empfangsgebiet geteilt.
Anschlieÿend wird jedes System getrennt untersucht. Der gröÿte Vorteil dabei ist, dass
der geeignete Ansatz abhängig von der vorhandenen Information entweder numerisch
oder experimentell ausgewählt werden kann. Zum einen steigert die Beschreibung des
strukturellen Bauteils mittels einer Simulation die Flexibilität, unterschiedliche Kon�gu-
rationen mit reduziertem Aufwand zu analysieren. Zum anderen umfasst die Verwendung
von experimentellen Daten automatisch eine realistische Repräsentation der Anregungs-
und Empfangsdomänen. Schlieÿlich werden die Ergebnisse der partiellen Modelle zusam-
mengefügt.
Ein zentraler Aspekt die erforderliche Robustheit der Simulationsergebnisse zu sichern
ist die genaue Beschreibung von den akustischen Maÿnahmen. Diese bestehen in weitem
Umfang aus poroelastischen Medien. Die Mechanismen der Energiedissipation dieser Ma-
terialien sind aufgrund der zweiphasigen Natur schwierig zu modellieren. In dieser Dis-
sertation werden drei unterschiedlichen Materialformulierungen zur De�nition des poroe-
lastischen Verhaltens mit Hilfe der Finite Elemente Methode verglichen. Ihre Funktions-
fähigkeit wird für verschiedene Konzepte in zwei Kon�gurationen überprüft, wobei Mes-
sungen in einem Fensterprüfstand die Referenzdaten liefern. Daraus zeichnet sich die
Materialcharakterisierung als ein entscheidender Faktor für die Auswahl und die Anwen-
dung einer Materialformulierung aus.
Nach der Veri�kation der numerischen Modelle wird das hybride Verfahren am Beispiel
eines vereinfachten Vorderwagens umgesetzt. Die gemessene einfallende Druckverteilung
sowie die reziprok ermittelten Empfangstransferfunktionen werden mit der numerischen
Information kombiniert. Dadurch kann die gesamte Übertragungskette beschrieben wer-
den. Abschlieÿend wird das Potenzial des vorgestellten Ansatzes einschlieÿlich der Optio-
nen zur E�zienzsteigerung diskutiert.
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Abstract

Noise, vibration and harshness speci�cations play an important part in the development
of passenger vehicles. The design and evaluation of the passive noise control treatments
requires that reliable prediction tools are at one's disposal. These models have to re-
alistically take into account the application environment and should include a detailed
representation of the sound packages. The current acoustic design process is mostly based
on experimental analyses, which are however not suitable during the early virtual stages of
development. To overcome this limitation the present thesis proposes a hybrid technique
that integrates numerically and experimentally determined data to describe the sound
propagation through complex systems.
The �rst step consists in the division of the transmission chain into its essential com-
ponents, namely, the excitation, the structural system and the reception domain. Next,
each system is separately investigated. The main advantage of this method is that the
most appropriate approach, either numerical or experimental, can be chosen depending on
the available information. On the one hand, the description of the structural component
with a simulation increases the �exibility to study di�erent con�gurations with reduced
e�ort. On the other hand, the use of experimental data automatically comprises a lifelike
representation of the excitation and reception domains. As a last step, the results of the
partial models are merged.
One key aspect to ensure the robustness of the simulation results of the structural subsys-
tem is the accurate representation of the noise control treatments. To a large extent, the
noise packages are composed of poroelastic media. The energy dissipation mechanisms
inside such materials are di�cult to model due to their biphasic nature. Throughout this
thesis three material formulations to de�ne the poroelastic behavior are investigated with
the help of the Finite Element Method. Their performance is inspected for di�erent noise
control treatment concepts in two con�gurations for which measurements in a window
test bench provide the reference data. Thereby the material characterization stands out
as a decisive factor in the choice and the application of a material formulation.
After the veri�cation of the numerical models, the hybrid approach in put into practice
in the example of a simpli�ed vehicle front end. The measured incident pressure distri-
bution as well as the reciprocally determined reception transfer functions are combined
with the numerical information to describe the complete transmission chain. Finally, the
potential of the presented methodology, including options for the e�ciency enhancement,
are discussed.
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Chapter 1

Introduction

1.1 Motivation

The acoustic performance plays a decisive role in the development of passenger vehicles.
Together with the visual and haptic impressions, comfort de�nes the quality perception
of the product, which is a major distinguishing characteristic among cars. The acoustic
features also have a safety function as they give the driver essential feedback on the proper
working order of the vehicle [1]. Furthermore, sound is an element of the brand identity.
However, annoying and undesirable noises have to be suppressed or minimized. The noise,
vibration, and harshness (NVH) concepts must therefore deliver a consistent and balanced
product. The main challenge during the development process arises from the con�ict of
interest between the acoustic requirements and other project limitations such as weight,
construction space and costs.
The growing customer expectations, especially in the premium car segment, and the
stricter regulations on noise emissions intensify the demands on the comfort features.
Additionally, the ongoing trends towards a more e�cient and environmentally friendlier
transportation have a large impact on the acoustic properties. For example, the applica-
tion of lightweight design concepts reduces the basic insulation of the car body. Engine
downsizing decreases the fuel consumption by using smaller engines, but it also generates
a louder excitation level. Moreover, the expansion of electric and hybrid drive technologies
radically modi�es the traditional sound characteristics of internal combustion engines as
well as they unmask some noise sources that were before imperceptible for the car oc-
cupants [2, 3]. Besides, the numerous sensors and control devices necessary for the new
driving assistance systems occupy extensive construction space and require supplemen-
tary holes for the power and data lines [4], thus limiting the available volume for acoustic
treatments.
The NVH engineers can improve the vibroacoustic behavior of the vehicle with the help
of di�erent modi�cations on the noise sources and along the acoustic transmission paths.
An option to control the noise emissions is the minimization of the excitation levels. For
instance, an o�set of the piston pin can decrease the noise induced by the piston slap [5].
The tuning of the engine mountings [6] and the application of acoustic barriers [7] are
examples of measures that contribute to the reduction of the total transmitted acoustic
energy. Through active sound design is possible to purposelly intensify or lessen noises as
engine related sounds to achieve the targeted acoustic attributes [8]. In general, the noise
control strategies can be classi�ed into active and passive measures. With an active noise
control system the undesired noise or vibrations are attenuated by destructive interference
of the original signal with another signal generated by a secondary source [9]. Such an
approach is adequate to suppress harmonic or constant perturbations like engine orders.
However, supplementary components such as sensors and actuators are necessary for the
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operation of active systems. Furthermore, their working range is limited by the distance
between the secondary source and the reference microphone. Consequently, inside a pas-
senger car, they are usually only applicable at low frequencies [10]. Alternatively, passive
treatments can be employed. They diminish the transmission of the acoustic energy by
means of absorption, insulation and/or damping along the propagation paths. Damping
materials �nd application for low frequencies, whereas absorber and insulating treatments
are especially e�ective for the noise reduction in the middle and high frequency ranges.
Since they do not require any additional systems or energy sources, the passive sound
packages are easier to integrate in the vehicle and their use is very widespread. In the
following, we focus on the application of insulators and absorbers as passive treatments.
In order to evaluate the functionality of the designed acoustic measures, experimental
tests are the common practice. Nevertheless, the early stages of the product design are
mostly virtual. Due to shortened development cycles and the reduction of the avail-
able prototype hardware, reliable prediction models become increasingly important [11].
Such design tools have to realistically reproduce the acoustic transmission chain, need to
enable a comparison among di�erent design concepts and, lastly, be able to relate the
obtained results to the customer perception. The constant improvements in the computa-
tional capabilities during the last decades have allowed an extension of the integration of
computer-aided methods in the early design and development stages. In the vibroacoustic
applications the accuracy of the models strongly depends on the proper representation of
the noise control treatments, whose main function is the reduction and insulation of the
transmitted sound energy.
In literature we �nd numerous application examples of the description of the sound prop-
agation including passive acoustic treatments in an automotive context. The work by
Dejaeger et al. [12, 13] investigated the noise propagation through a vehicle dashboard
including the instrument panel. The acoustic trims were explicitly modeled as structural
and poroelastic components. To facilitate the comparison of the calculated results to the
reference measurements in a window test bench, the system was clamped in a concrete
frame, which strongly in�uences the global sti�ness behavior of the structure. Other com-
ponents that are also commonly object of the numerical analyses at component level are
the �oor module and the headliner. The approach employed by Korte [14] took into ac-
count the damping treatments and insulators on the vehicle �oor. The statistical method
used in that example is suitable for the middle and high frequency ranges. However, it
does not allow for the analysis of local responses. A detailed examination of the dynamic
behavior can only be obtained if a discretization approach is applied. In [15] the vibroa-
coustic performance of the Finite Element model of a headliner module was investigated
up to a frequency of 1 kHz. Similarly, a trimmed �oor module was studied in [16] up
to 600 Hz. The article focused primarily on the performance of several models for the
acoustic package, but no experimental reference data was provided.
The aforementioned examples were limited to analyses at component level, that is, the
systems were evaluated as cut out modules separately from their real boundary and cou-
pling conditions. Such approaches lead to smaller models that are faster to calculate,
but present the disadvantage of not being able to refer the obtained results to the vehicle
global performance or to the occupants perception. The in�uence of the real environ-
ment in the evaluation of the vibroacoustic behavior was remarked in [17]. In their work,
Stelzer et al. compared the acoustic response of a �oor module �rstly placed between
two semi-in�nite �uids and secondly when it radiated into a closed passenger compart-
ment. The interaction with the �uid cavity was proved to have signi�cant impact on the
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response. There are other study cases that additionally represented the structural parts
of the car body that limited with the passenger cabin, including an explicit description of
the sound packages too [18�20]. The major drawback arises from the fact that the com-
putational e�ort increases severely with the size of the system, restricting the application
to frequencies up to approximately 400 Hz.
Another option in order to obtain a realistic description of the properties of the inner
cavity is to make use of measured data. In-situ measurements of the impedance at the
surfaces of the cavity walls like in [21, 22] can be employed to update the information at
the boundary conditions of the �uid. This procedure, nonetheless, requires the availability
of hardware, which is not always at disposal during the early development stages, and an
explicit modeling of the cavity �uid.
An alternative approach to overcome the latter issue was proposed by Tinti et al. [23].
In their work, the transfer functions between the radiating surfaces of the car body and
the targeted point, e.g. the driver's ear, were experimentally determined. That way the
propagation behavior inside the cabin was implicitly captured and the representation of
�uid volume could be omitted. The structural response was numerically determined for
the excitation generated by three point forces. The acoustic treatments were also included
in the simulation model as �at components of constant thickness. By the combination of
the measured transfer functions with the calculated velocities on the structural panels, the
pressure level at the observation point could be reconstructed. Because of the limitations
on the computational power in the 1990s, though, the model could only be evaluated up
to 220 Hz.
In summary, there are in the literature many application cases that examine the behavior
of the acoustic packages at component level. Their main drawback is that they neglect the
in�uence of the real environment on the vibroacoustic response. In most instances, the
modeling of the acoustic treatments plays a secondary role and just few information on
the description of the sound package is given. Furthermore, a great part of the examples
lack of reference data sets for the validation of the numerical models.

1.2 Objective

During the vehicle development process the NVH engineers have to be able to evaluate the
performance of di�erent vibroacoustic concepts. In order to meet the product speci�ca-
tions and to deliver a high quality product, all project requirements should be considered
from the beginning, so that optimized solutions can be found. Especially at the early
stages in which hardware availability is restricted, the current, mostly experimental de-
sign processes need to be complemented with virtual prediction tools. The robustness of
these models depends on two main factors. On the one hand, a realistic description of the
system and its environment is decisive. This means that the excitation sources as well as
the transmission paths need to be precisely represented. On the other hand, the modeling
of the acoustic treatments is a key point for the accuracy, since they modify the way the
sound energy propagates.
In this research, an approach to predict the airborne sound transmission is developed.
Because of the high complexity of the considered propagation phenomena, we propose
the use of a hybrid methodology that combines experiments and computer-aided simula-
tions. This synergy allows to exploit the bene�ts of both procedures. In other words, the
lifelikeness of experimental data complements the �exibility of the simulations to analyze
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many di�erent design con�gurations, so that the applicability of the overall method is
enhanced.
The objective of this work is to develop a reliable procedure to evaluate the vibroacoustic
behavior of complex systems including the passive noise control treatments. The main
focus rests on the representation of the acoustic treatments based on poroelastic media,
whose industrial utilization is widespread. The complete prediction model is exemplarily
applied to a simpli�ed model of a vehicle front end.
One of the principal di�culties of the approach lies in the numerical representation of
poroelastic materials. Several virtual models are available for the description of their
vibroacoustic behavior. Nevertheless, the application ranges of each one are not precisely
known yet. Besides, the suitability of the characterization procedures, which provide the
input information for the modeling, needs also to be reviewed. Another major challenge
results from the hybridization process itself. The practical integration of the numerical
and experimental results is not a straightforward process and requires that the models in
the simulations and measurements be carefully prepared. These two aspects are analyzed
with special attention in the following chapters.

1.3 Outline of the thesis

The present thesis is structured as follows. Chapter 1 introduces the importance of the
acoustic properties in the development of passenger vehicles and presents some of the con-
ventional noise control treatments. After a review of the state of the art of strategies for
the prediction of the sound propagation, the objective of this work is derived. A hybrid
tool to evaluate the vibroacoustic performance of complex systems including poroelastic
sound packages is pursued. In Chapter 2 the basic concepts of the noise sources and
the transmission paths in a vehicle are given. A special interest is taken in the speci�cs
of the airborne sound transmission through the car front end, which is the example of
application. These characteristics indicate the implementation framework for the striven
hybrid approach, a combination of numerical and experimental methods. Chapters 3
and 4 draw attention to the numerical side of the procedure. In Chapter 3 the emphasis
is on the resolution of �uid and structure coupled problems. Among the available tech-
niques the Finite Element Method is chosen as most suitable. The following Chapter 4
examines two key points of the modeling of poroelastic media. First, the poroelasticity
theory is outlined and the meaning and characterization procedures for the numerous
material coe�cients are discussed. Second, the numerical calculation centers again on
the Finite Element implementation. The performance of three di�erent material formu-
lations is inspected with the help of several insulating spring-mass systems attached to
a �at steel plate in Chapter 5. There, the comparison to measured data obtained in a
window test bench assists to determine the application ranges as well as the limitations
of each model. Chapter 6 provides further insight into the practical details of the hybrid
approach. This includes the main mathematical principles, a numerical veri�cation of the
method, and the procedure for the experimental determination of the reciprocal transfer
functions. The �rst part of Chapter 7 extends the conclusions of Chapter 5 to a simpli�ed
model of the vehicle front section. Additionally, sound absorbing noise control treatments
are investigated in this setup. The second half of the chapter analyzes the integration
of the numerical and experimental results according to the proposed hybrid approach.
Measurements of the complete system in a window test bench also serve as reference here.
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Lastly, Chapter 8 summarizes the major �ndings of the research and maps out the next
steps and the potential future developments.



6

Chapter 2

Hybrid approach for the prediction of

airborne sound transmission

Robust statements on the performance of noise control treatments are a central element in
the noise, vibration and harshness (NVH) development process. In the current chapter a
tool to predict the airborne sound transmission is presented. It is based on the merging of
measurements and numerical results in a so-called hybrid model. This combination allows
to include a detailed representation of the acoustic treatments in a realistic application
environment, as the following sections and chapters emphasize. First, the basic concepts of
the vehicle acoustics are introduced in Section 2.1, with special regard to the classi�cation
of the noise sources and transmission paths. Section 2.2 gives information about the
speci�cs of the airborne sound transmission through the front end of the vehicle. Finally,
the main characteristics of the proposed hybrid approach are explained in Section 2.3.

2.1 Noise sources and transmission paths in a vehicle

Noise and vibration are signi�cant contributions to the passenger comfort, which also
includes other aspects like temperature, ergonomics, and vehicle dynamics. Traditionally,
vibrations have been associated to reliability and durability attributes. Furthermore, in
the last decades, noise and vibration have become progressively a basic feature of the
quality properties of passenger vehicles. The increase of the comfort standards as well
as stricter noise regulations intensify the key part of the NVH speci�cations during the
development cycle of a car.
The mechanical wave propagation that takes place in �uid and solid media is responsi-
ble for the phenomena related to noise and vibration. The wave transmission is usually
classi�ed according to the origin of the excitation, the transmission path, and the fre-
quency range of perception. Vibrations, for instance, are sensed through the touch sense
at frequencies between 1 Hz and 250 Hz, whereas vehicle noises can be heard by the
passengers and pedestrians in a range from 30 Hz up to over 10 kHz [9]. Moreover,
noise can be divided into airborne and structure-borne depending on whether the wave
propagation mainly occurs in a �uid or in a solid medium. In a typical car, the structure-
borne transmission paths are dominant for frequencies under 200 Hz, whereas the airborne
transmission paths predominate above 500 Hz. In the middle frequencies both kinds of
paths show a comparable contribution to the total perceived sound level [7]. There are
some phenomena that fall outside of this classi�cation, as is the case of the low-frequent
booming noise caused by the intake system [1].
Figure 2.1 schematically illustrates how the noise is transmitted from the di�erent sources
to a receiver. We can di�erentiate between airborne and mechanical excitations. The di-
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rect airborne noise is originated by the interactions with the moving air. Examples of such
sources are the pressure �uctuations and the induced turbulence due to the air�ow motion
around a body [24, 25]. These phenomena are the object of study of the aeroacoustics.

Structure-borne
transmission

Indirect airborne
radiation

Airborne
transmission

Reception

Direct airborne
excitation

Mechanical
excitation

Figure 2.1: Schematic description of the noise transmission (adapted from [26]).

During the operation of the vehicle many other noise sources can be identi�ed. One of the
principal sources are the engine itself together with all the associated aggregates like the
gearbox, the drive shaft, or the intake and exhaust systems. The working of the powertrain
unit causes vibrations on the components that are transmitted through the solid bodies up
to their outer surfaces. These vibrations can be radiated into the surrounding air in form
of pressure oscillations, giving rise to the indirect airborne radiation. Another relevant
noise source comes from the tires. As a result of irregularities on the road and uneven tire
pro�les, the contact between the wheels and the pavement can induce vibrations. These
are also transmitted to the surrounding air. Auxiliary units such as the air conditioning
system or the windscreen wiper are additional acoustic sources.
The direct transmission of the aeroacoustic and radiated sound energy in the air through
massive walls or leakages up to the receiving points are classed in the so-called primary
airborne noise. Besides that, the radiated pressure waves in the air can induce vibrations
in other structural components like the �rewall and the underbody, which later transmit
the acoustic energy again into the air. The contribution of the noise propagated this way
is known as indirect or secondary airborne noise [27]. Lastly, the vibroacoustic energy
may be transmitted from one mechanical component to another. A typical situation is the
propagation of the vibration energy of the engine to the chassis through the supporting
bearings. This is an example of structure-borne noise. If the oscillations caused by the
structure-borne transferred energy are radiated by the structural surfaces and become
audible, they add up to the secondary airborne noise.
In Figure 2.2 the major acoustic sources in an operating vehicle are represented in a sim-
pli�ed form. Some noises, like the one produced by the turn indicators, have a functional
purpose and should be perceived. Conversely, other are undesirable or annoying and,
hence, should be minimized [26]. There are numerous options to reduce the total noise
level in a vehicle. Those measures can be directly applied on the sources, on the transmis-
sion paths, or on the reception side. Because of the diversity of the noise generation and
transmission mechanisms, of the excitation levels and frequency spectra it is not always
possible to de�ne standard acoustic treatments, but di�erent solutions can work for the
same problem. Some examples of common noise control measures have been indicated
in the previous Section 1.1. The key challenge during the design stages lies in �nding
the acoustic treatment that ful�lls the NVH requirements within the framework set by
the other project limitations like weight, cost and construction space. To this end, the
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combined support of expert knowledge, experimental techniques and numerical tools is
necessary.

2.2 Airborne sound transmission through the car front

end

The main acoustic sources vary depending on the operational state of the vehicle. At
low and middle velocities with low engine loads the tire noise is the most signi�cant
source, while the engine radiation gains importance as the acceleration is increased or
when running at idle. At higher velocities the wind excitation through the windshield
and the A-pillars is dominant. In the present section the focus is set on particularities of
the airborne sound transmission through the front end of a vehicle, the section in which
the investigations in the last chapters are implemented.

Figure 2.2: Main airborne noise sources in a vehicle during operation. The red dashed arrows
symbolize the major transfer paths between the radiating engine and the receiver.

The noise propagation through the front area is of high complexity because of the nu-
merous components and the several parallel paths. Next, the airborne transmission into
the cabin using the engine excitation as acoustic source is exemplarily analyzed. The
operation of the powertrain and its aggregates generates vibrations on their surfaces that
are radiated into the surrounding air in form of pressure �uctuations. These acoustic
waves can then propagate inside the engine compartment. A part of them is transmit-
ted through the engine cover and the hood into the outer air, which in turn excites the
windshield. Another portion of the energy is radiated downwards, re�ects on the �oor
and induces vibrations in the car underbody structure. The excitation of the wheelhouse
transmits an amount of the acoustic power into the side walls and door compartments.
Besides, a great part of the energy impinges on the front structural panels of the �rewall
and the carrying beams. The waves on the upper half travel �rst through the instrument
panel cavity before radiating through the dashboard. These major transmission paths are
illustrated in Figure 2.2 with red dashed lines. The vibrations induced on the interior
panels can radiate into the interior compartment �uid and contribute all together to the
total noise level inside the cabin. Additionally, the primary airborne noise is transmitted
through the leakages and the small openings that are required for the cable channels and
other systems like the pedals.
The reduction of the airborne noise pays particular attention to the acoustic transmission
paths and to the absorption properties of the passenger compartment [7]. On the one hand,
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the design of the acoustic paths should, to the extent possible, avoid any leakages and
apertures that directly link the source to the receiver. On the other hand, a solid concept
of sound packages combining insulation, damping and absorption should be developed.

(a) (b)

Figure 2.3: Vehicle front end with acoustic treatments: (a) noise control treatments (orange)
applied on the �rewall (grey), (b) detail view of the second �rewall (violet).

The sound transmission through the �rewall can be modi�ed with the application of
several kinds of acoustic treatments. Sometimes an additional panel, also known as second
�rewall, is placed in front of the �rewall as represented in Figure 2.3b. The insulation is
thereby augmented according to the double wall principle [26]. Other e�ective measure
to reduce the noise transmission can be achieved by increasing the absorption in the air
cavities with the utilization of absorber layers, for instance, in the engine compartment
(Figure 2.3a), behind the dashboard or inside of the passenger cabin. Lastly, a widespread
option is the combination of the latter two, that is, a double wall �lled with absorber
material. Such aggregate is known as a spring-mass system and its working principle is
explained in detail in Section 5.1.
A standard method to analyze the acoustic performance of a vehicle in operational condi-
tions are the measurements on a dynamic roller test bench. In this procedure the vehicle
is placed on large rollers that allow the wheels to roll at the desired velocity [28]. Fur-
thermore, the test bench includes a suction system to enable the motor to run during
the measurement too. The major advantage over tests on the road is that the experi-
ment conditions are controlled and highly reproducible. The aeroacoustic e�ects are thus
excluded. Investigations with di�erent passenger vehicles have shown that either at full
or partial throttle, the airborne sound transmission through the instrument panel area is
dominant for frequencies between 100 Hz and 2 kHz. The targeted model for the sound
transmission in the front section should therefore be able to reproduce the vibroacoustic
behavior of the metal panels, the �uid cavities, the absorbing layers and the double wall
systems in that frequency range.

2.3 Hybrid approach

At the early stages of the vehicle development cycle reliable statements on the e�ec-
tiveness of the noise control treatments are required. On the one hand, robust acoustic
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concepts should ensure that no issues arise in the later development phases. On the other
hand, speci�cations on the required construction space, the corresponding weight and the
estimated costs need to be timely reported to the project management.
To a large extent, the veri�cation of the airborne acoustic properties is experimentally
based, which means that prototypes are needed to obtain information about the per-
forming state. However, at the very beginning of the design process only virtual models
are available. As a result, the development of the acoustic concepts currently relies on
expert assessment and on measurements conducted on the predecessor model. An alter-
native practice could be the utilization of computer-aided engineering techniques. They
are nowadays widely spread to assess the vibroacoustic behavior at component level [29]
or in the low frequency range [30]. Nevertheless, if the real conditions of the application
environment like the excitation characteristics and the properties of the receiving domain
are to be considered, the size of the models becomes too large. For this reason their use
is no practicable for frequencies above a couple of hundred Hertz.
To overcome these di�culties, this thesis proposes the combination of experimental and
numerical techniques in a hybrid model. The basic hypothesis is that the merging of
measured information with numerical data allows to obtain accurate predictions. That
way, the advantages of both worlds are exploited. Experimental results intrinsically take
into account the complexity of the real excitation and reception environments, whereas
the numerical methods allow for a comprehensive representation of structural systems
already during the virtual project phases.

Figure 2.4: Schematic representation of the proposed hybrid approach applied to the vehicle
front end.

In the presented hybrid approach the sound propagation chain is split into three subsys-
tems according to the source-path-receiver transmission model. As Figure 2.4 shows in
the example of the front section, we can identify one or more acoustic sources, a struc-
tural component throughout which the transmission mainly occurs, and an observation
point at which the response is analyzed. The propagation of the vibroacoustic energy
from one subsystem to the next one is included in the linking input and output trans-
fer functions (TFi, TFo). The hybrid method has been developed on the basis of the
panel contribution analysis (PCA), which is a standard experimental diagnosis tool in
the airborne acoustics. More details on the foundations of the PCA and the underlying
mathematical principles are given further on in Sections 6.1 and 6.2, respectively.
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The major bene�t of this hybridization technique is that all three components can be de-
scribed independently of the others. That implies that the most appropriate approach for
each subsystem, either experimental or numerical, can be chosen depending on the current
development stage and the available resources. For instance, the radiation characteristics
of the source may be simulated at the early project phases [31]. Later, the information
may be replaced by measured data in an engine test bench as soon as the hardware is at
disposal. Furthermore, the use of measurements in the predecessor model for the sound
propagation inside the cabin permits to include the absorption and re�ection properties
of the receiving domain without any additional modeling e�ort. Another signi�cant ad-
vantage is that the numerical representation of the structural component enables a great
detail level in the modeling of di�erent noise control treatments. This makes it possible
to compare di�erent acoustic concepts in the real application environment and, eventu-
ally, to run optimization loops. The numerical representation of the structural subsystem
including the noise control treatments is the main topic of the research.
The principal steps of the hybrid methodology are examined throughout this thesis. As
mentioned in the previous section, the frequency range of interest in all following inves-
tigations covers up to 2 kHz. In order to include all the frequency information in the
standard 2 kHz third band, the frequency values up to 2240Hz are included.
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Chapter 3

Numerical methods for vibroacoustic

problems

The present chapter is dedicated to the numerical prediction of the dynamic behavior of
vibroacoustic systems. In the �rst section, a short literature survey on the state of the
art of the modeling techniques is conducted. Among the available numerical methods the
Finite Element Method stands as most suitable for the aimed application. In Section 3.2
the dynamic vibroacoustic equations for �uid and structural components are recalled.
After that, the Finite Element derivation is given, with special focus on the �uid-structure
interaction and the corresponding coupling conditions. The chapter concludes with the
convergence analysis of a coupled application.

3.1 Vibroacoustic simulation

Vibroacoustics deals with the interaction of vibrating structural systems coupled to acous-
tic �uids [32]. Depending on whether the �uid domain has a limited size or is unbounded
we speak of an internal or an external vibroacoustic problem, respectively. If both bounded
and unbounded �uid domains are present, we call it a mixed problem. The vibroacoustic
behavior of a system can be mathematically described in terms of partial di�erential equa-
tions. The analytical solution of these governing equations is only possible for very simple
domains, like the one-dimensional wave propagation [33]. For most practical cases, how-
ever, it is necessary to make use of a numerical method in order to obtain an approximated
solution of the equations.
The numerical approaches can be divided into deterministic and probabilistic techniques.
The deterministic methods are based on the discretization, that is, the division of
the continuous �uid and structural domains into small elements. The Finite Element
Method (FEM) is the most popular among the deterministic numerical approaches. It
was �rst derived for solving static deformation and stress problems, but its use has been
meanwhile extended to nearly any engineering application [34]. First, the integral form
of the governing dynamic equations is derived. Under the assumption of linear dynamic
behavior, the discretization of the domains into a �nite number of elements results in a
system of linear equations. The unknowns of the vibroacoustic system are the dynamic
quantities acoustic pressure and solid displacements at certain points of the elements
known as nodes. After assembling the domains using the appropriate coupling condi-
tions, the system of equations can be condensed into symmetrical, frequency-independent
matrices with real coe�cients. The main disadvantage of the FEM is that, as the fre-
quency increases and the wavelength becomes smaller, the size of the elements has to be
reduced to properly capture the dynamic changes. This leads to very large models and
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thereby limits the application of the FE approach at high frequencies. Another origi-
nal di�culty of the Finite Element Method was the treatment of unbounded domains,
but nowadays the combination with special procedures as the Perfectly Match Layer [35]
or In�nite Elements [36] helps to overcome this issue. Because of the versatility of the
method, solver algorithms based on the FEM are implemented in numerous commercial
computer-aided engineering programs.
The Boundary Element Method (BEM) is also a deterministic approach. Instead of
dividing the complete volume domain into elements like in the FEM, the BEM only
discretizes the surface of the acoustic domain [37]. This method is especially well suited for
radiation problems in unbounded domains or for bounded domains in which the interaction
with the structural domains is weak. Since the solution of the integral equation is reduced
to the boundary, the resulting system of equations is notably smaller [38]. Nevertheless,
the matrices of the system are fully populated and have complex, frequency-dependent
coe�cients, which in many applications leads to computational e�orts comparable to
those of the FEM.
Among the probabilistic approaches, also called energetic methods, the most widely used
is the Statistical Energy Analysis (SEA). The fundamental idea of the SEA is that vibroa-
coustic energy behaves like thermal energy, in other words, it transmits from a system
with higher energy to a lower energetic system at a rate proportial to the energy di�erence
between them. In the probabilistic methods the domains are no longer divided into small
elements, but into subsystems that can support given types of propagating waves [39].
Each subset is de�ned by its stored energy, which is directly linked to its average vibra-
tional velocity. The fundamental equation of this technique is the power balance for each
subsystem. The dynamic behavior of the systems is represented by loss factors. The
damping loss factors govern the rate of energy dissipation inside a subsystem, while the
coupling loss factors control the energy exchanges between the subsets. The main assump-
tion is that the frequencies of resonance for each subsystem are uniformly distributed in
the frequency bands analyzed [40]. This fact restricts the application of the SEA to the
high frequency range in which the modal density stays almost constant. Because of a
reduced number of unknown variables, this method is suitable for the analysis of large
systems and at high frequencies. Nonetheless, the results predicted by the SEA describe
the response of the system only averaged inside the subsets and in the selected frequency
bands. Furthermore, the subdivision of the domains is not a straightforward process, and
the determination of the coupling and loss coe�cients remains an open question in most
practical applications.
During the last two decades a handful of alternative numerical approaches have been pro-
posed in order to overcome some of the di�culties mentioned above. For example, the
energy FEM is based on the energetic principles of the SEA, but it solves the equations
on a Finite Element discretization [41]. In this way it is possible to obtain a more detailed
spatial distribution of the system behavior than with the SEA. Another option is the uti-
lization of the Wave Based Method (WBM) [42]. In this approach the dynamic response
of the domain variables is represented using wave functions, which are an exact solution
of the governing partial di�erential equations. This means that the approximation errors
are only related to the representation of the boundaries and the interfaces between do-
mains [43]. The unknowns to be solved are the contributions of each wave function to
the total response. The use of the WBM is limited to convex domains of relatively mod-
erate geometrical complexity. Even if promising in terms of computational e�ciency, the
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application of these methods is still in development and exclusively only non-commercial
implementations are available.
From the aforementioned characteristics we can conclude that the Finite Element Method
is the most suitable numerical technique for the aimed application. First, it is an appro-
priate method in the frequency range of interest up to 2 kHz. Second, unlike the Bound-
ary Element Method, the FEM allows a strong direct coupling between the structural
and acoustic domains. This coupled calculation is necessary to capture the interaction
between enclosed �uids and the surrounding structures. Third, the merging with ex-
perimental information within the framework of the hybrid approach requires a detailed
spatial representation of the results, which cannot be retrieved when employing energetic
approaches like the SEA.

3.2 Finite Element Method for vibroacoustic

applications

This section �rst provides an overview of the partial di�erential equations governing the
vibroacoustic behavior of �uid and structural domains. Next, the Finite Element formu-
lation is derived from the dynamic equations for each kind of medium. Then, the coupling
conditions between �uid and structure domains are outlined. The section concludes with
a convergence analysis on a vibroacoustic system. The focus lies here on the harmonic
response of the systems since the investigated phenomena are quasi-stationary. Under
these conditions, the analysis in the frequency domain greatly reduces the computational
e�ort with respect to the time domain methods [7]. Another general hypothesis along this
section and the following chapters entails that the components behave linearly. Only small
deformations around the equilibrium state occur and, therefore, the relationships between
stress and strain remain in the linear regime. For simpli�cation, the examined media are
assumed to be isotropic, that is, the values of the material properties are identical in all di-
rections. This is a valid supposition for the acoustic �uids and common structural media
present in automotive constructions with exception of the �ber-reinforced components,
which are outside of the scope of this thesis.

Description of �uid media

The variables that describe the �uid state at each position and time (x, t) of a compressible
�uid domain Ωf are the �uid pressure pf , the density ρf and the particle velocity vf .
The wave equation in an ideal �uid can be directly derived from the combination of the
equation for the conservation of mass, Newton's second law and the adiabatic equation of
state [44]. Under the assumption of small perturbations from an equilibrium state (p0, ρ0)
for the �uid pressure pf = p0 + p′f and density ρf = ρ0 + ρ′f , and neglecting all terms
of order higher than one, the linear wave equation due to an acoustic excitation Q (x, t)
reads:

∇2p′f (x, t)−
1

c20

∂2p′f (x, t)

∂t2
= Q (x, t) (3.1)

The operator ∇ represents the divergence of the given �eld. The pressure perturbation p′f
is also referred to as the acoustic pressure. For convenience, we have employed the de�-
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nition of the speed of sound:

c20 =

[
∂pf (x, t)

∂ρf (x, t)

]
s

(3.2)

where the subscript s indicates that the process takes place at constant entropy. The
velocity change associated to a pressure �uctuation is given by Eq. (3.3).

∂v′
f (x, t)

∂t
= − 1

ρ0
∇p′f (x, t) (3.3)

Many vibroacoustic applications are centered on the response of the system to a harmonic
excitation of the form exp (jωt), where j denotes the imaginary unit

√
−1, the angular

frequency ω is de�ned as ω = 2πf , with f the linear frequency. For example, the pressure
�eld can be expressed as:

p′f (x, t) = p̂′f (x) exp (jωt) (3.4)

The pressure �eld p̂f (x) is also a complex magnitude. In the following, we omit the primes
for the perturbations and the time dependence term exp (jωt) for clarity. The resulting
equations for a harmonic excitation are:

∇2p̂f (x) + k2p̂f (x) = Q̂ (x) (3.5)

jωv̂f (x) = − 1

ρ0
∇p̂f (x) (3.6)

where the wave number k is de�ned as k = ω/c0. Eq. (3.5) is commonly known as the
Helmholtz equation.

n

Zn

p f
∂Ω f,D

∂Ω f,N

∂Ω f,R

Ω f u f

r →∞

Figure 3.1: Schematic representation of the �uid domain (adapted from [45]).

Figure 3.1 displays a schematic �uid domain Ωf together with the typical boundary con-
ditions for acoustic problems, which are:

- The Dirichlet boundary condition: The acoustic pressure p̄f is set on the boundary.

p̂f = p̄f on ∂Ωf,D (3.7)
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- The Neumann boundary condition: The displacement �eld ūf is speci�ed on the
boundary.

∂p̂f
∂n

= ρ0ω
2ūf · n on ∂Ωf,N (3.8)

where n is the unit vector normal to the boundary surface.

- The Robin or impedance boundary condition: The relation between the acoustic
pressure and normal velocity is given as p̂f/ (v̂f · n) = Zn, with Zn de�ned as the
normal impedance on the boundary.

∂p̂f
∂n

+ jρ0ω
p̂f
Zn

= 0 on ∂Ωf,R (3.9)

Additionally, for unbounded �uid media the Sommerfeld radiation condition indicated in
Eq. (3.10) must be satis�ed [46]. This condition ensures that the wave amplitude vanishes
at in�nity and that no energy from in�nity can be radiated into the �eld.

lim
r→∞

r

(
∂p̂f
∂r

+ jkp̂f

)
= 0 (3.10)

An analytical solution of the system of equations formed by the Helmholtz equation
(Eq. (3.5)) and the corresponding boundary conditions is only possible for very simple
problems. For most applications, however, it is necessary to employ numerical approaches
for the resolution. As indicated in Section 3.1, the Finite Element Method is the best
suited technique for the current application. Next, the main steps to analyze a problem
by the FEM are recalled. The detailed procedure for the derivation can be found in [45].
First, the weak integral Garlekin's formulation or functional of the wave equation is ob-
tained (Eq. (3.11)). Next, the �uid domain is divided into a set of discrete elements.
The typical elements employed to discretize �uid volumes are three-dimensional tetrahe-
dral and hexahedral elements, but other could also be applied. After the discretization,
the elementary matrices can be calculated. Then, these elementary matrices are assem-
bled to form the global matrices with the help of the localization matrix. The boundary
conditions are next imposed to the system.

W (p̂f , δp̂f ) =

∫
Ωf

[
∇p̂f · ∇δp̂f − k2p̂f δp̂f

]
dV −

∫
δΩf,N

ρ0ω
2ūf · n δp̂f dS

+

∫
δΩf,R

j
ρ0ω

Zn

p̂f δp̂f dS = 0

(3.11)

Finally, the application of the stationarity condition on the discretized functional results
in the matrix system described by Eq. (3.12). The vector {p̂f} contains the unknowns of
the system. For a �uid medium, these unknowns or degrees of freedom (DOF) are the
values of acoustic pressure at the discretization points.(

−ω2 [Q] + jω [A] + [H]
)
{p̂f} = {Q̂} (3.12)
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The global matrices [Q], [A] and [H] are square, banded and symmetric. The matrix [Q]
relates the pressure to the displacements and represents a compressibility matrix. The
matrix [H] represents an inverse mass or mobility matrix, linking the pressure to the
acceleration. In the literature these matrices are also refered to as acoustic mass matrix
and acoustic sti�ness matrix, analogously to their counterparts in the structural FEM.
The matrix [A] corresponds to the acoustic damping matrix induced by the impedance
boundary condition [47]. The vector {Q̂} includes all the external acoustical loads.

Description of elastic solid media

The equations governing the dynamic behavior of an elastic solid occupying a volume Ωs

can be obtained from the combination of the equations of conservation of mass and con-
servation of momentum together with the constitutive law of the solid. The linearized
equation in Eq. (3.13) is derived under the assumption of small deformations around the
equilibrium state. The mass density of the solid is indicated with ρs and the external
excitation Fb is a body force per unit volume.

ρs
∂2us (x, t)

∂t2
= ∇σs (x, t) + ρsFb (x, t) (3.13)

The component σij
s of the stress tensor σs is de�ned as the i-th component of the force

applied to a unit area perpendicular to the j-axis direction. For a linear elastic solid,
the constitutive or Hooke's law of the material relates the strain tensor ε of the solid to
the acting stress through the sti�ness tensor C (Eq. (3.14)). The strain tensor can be
calculated from the displacement �eld us as indicated in Eq. (3.15).

σs (x, t) = C ε (x, t) (3.14)

ε (x, t) =
1

2

(
∇us (x, t) + (∇us (x, t))

T
)

(3.15)

The operator T denotes the transpose of the tensor. Under an excitation with harmonic
time dependence exp (jωt) the governing equation Eq. (3.13) can be rewritten as:

− ρsω
2ûs (x) = ∇σ̂s (x) + ρsF̂b (x) (3.16)

One can impose two basic types of boundary conditions to elastic solid media as illustrated
in Figure 3.2:

- The Dirichlet boundary condition: The displacement �eld ūs is speci�ed on the
boundary.

ûs = ūs on ∂Ωf,D (3.17)

- The Neumann boundary condition: The contact forces per unit area F̄ are speci�ed
on the boundary.

σ̂s · n = F̄ on ∂Ωf,N (3.18)

The application of the principle of virtual displacements leads to the following variational
formulation for an elastic solid:

W (ûs, δûs) =

∫
Ωs

ε̂ (ûs) : C : ε̂ (δûs) dV −
∫
Ωs

ρs

[
F̂b + ω2ûs

]
δûs dV −

∫
∂Ωs,N

F̄ δûs dS = 0

(3.19)
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Figure 3.2: Schematic representation of the solid domain (adapted from [45]).

The combination of Eq.( 3.19) together with the corresponding boundary conditions forms
the base on which the Finite Element discretization is conducted. A solid domain is
usually divided into discrete volume elements analogously to a �uid domain. After that,
the elementary matrices describing each �nite element are combined to build the global
matrices of the solid medium. A complete overview of the calculations to obtain the
matrices is found, for instance, in [48]. The resulting system of equations in the frequency
domain has the form: (

−ω2 [M ] + jω [D] + [K]
)
{ûs} = {F̂} (3.20)

The matrices [M ] and [K] denote the mass matrix and sti�ness matrix of the elastic solid,
respectively. The damping matrix [D] includes the losses in the solid medium. Here, a
viscous damping model has been applied, but other models may also be used. The external
forces acting on the elastic solid are condensed in the vector {F̂}. The degrees of freedom
of the system {ûs} are the three unknown displacement components at each nodal point
of the Finite Element discretization.
In many practical applications the elastic solids consist of structures in which one di-
mension is much smaller than the other two. If such solid domains are discretized by
means of standard volume elements, inaccuracies occur because of the so-called shear
locking. This results in an overestimation of the shear energy as the thickness to length
ratio of the elements decreases. To overcome this issue an under integration of the shear
energy is usually recommended. Alternatively, special thin shell type �nite elements are
used [49, 50]. These elements have three displacement degrees of freedom and additionally
three rotational degrees of freedom at each node.
One drawback of the thin shell elements is that, since they include rotational degrees of
freedom, the coupling to other solid elements is not straightforward [51]. To deal with
such problems di�erent coupling strategies are available [52]. As another option, one can
use a special class of elements known as solid or continuous shell elements, which are
three-dimensional elements like the standard solid ones. Nevertheless, they circumvent
the sensitivity to the locking phenomena by techniques like the Assumed Natural Strain
or Enhancend Assumed Strain, which adopt certain distributions of the strain along the
thickness as shown in [53] or in [54]. In this thesis solid shell elements have been employed
for the modeling of thin plates.

Vibroacoustic coupling

In vibroaocustic applications we typically deal with the interaction of a �uid domain
with an elastic solid medium. Depending on whether the �uid domain is bounded or
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unbounded, the problems are classi�ed into interior, exterior or mixed problems. At the
interface between the two media ∂Ωsf the continuity relations have to be satis�ed. On
the one hand, the displacements in the direction normal to the interface n need to be
compatible:

∂p̂f
∂n

= ρ0ω
2ûs · n on ∂Ωsf (3.21)

On the other hand, the pressure loading from the �uid must equal the stresses on the
boundary of the structure:

p̂f n = σ̂s · n on ∂Ωsf (3.22)

The system of equations for the coupled system is given in Eq. (3.23). It results from
the combination of the two additional compatibility conditions (Eq. (3.21) and (3.22))
together with the governing equations for the �uid (the Helmholtz equation in Eq. (3.5)),
for the elastic solid (the elasto-dynamic equation in Eq. (3.16)), and the corresponding
boundary conditions for the �uid and solid domains.[

[K]− ω2 [M ] − [Csf ]

−ω2 [Csf ]
T [H]− ω2 [Q]

]{
{ûs}
{p̂f}

}
=

{
{F̂}
{Q̂}

}
(3.23)

The matrix [Csf ] is the surface coupling matrix between the �uid and the elastic solid.
The unknowns of the system are the displacements of the structure {ûs} at the nodes of
the solid body and the acoustic pressure {p̂f} at the nodes of the �uid.

Convergence analysis

To ensure the convergence of the Finite Element solution, a su�ciently �ne discretization
for both the �uid and the structural components has to be chosen. The error associated to
the approximation of the solution is proportional to the product of the wave number and
the element size. This means that for higher frequencies smaller elements are necessary
in order to keep the error delimited. As a rule of thumb, it is a common practice to make
use of 8 to 10 linear elements, or 4 to 6 quadratic elements for the shortest wavelength
of interest [55, 56]. Nevertheless, as the frequency increases, the pollution error becomes
larger and more elements per wavelength are required to obtain a constant global error,
as shown by Bayliss et al. [57]. This issue especially a�ects to shape functions of lower
order like linear and quadratic elements.
The wavelength λf of a longitudinal wave, sometimes also called compressional wave,
propagating in a �uid medium is given by:

λf =
c0
f

(3.24)

The frequency range of interest covers up to 2.5 kHz. At this frequency the compres-
sional wave propagating in the �uid has a wavelength of 152 mm. In the case of elastic
solids, because of their ability resist shear deformation, not only longitudinal waves are
present like in �uid media, but also shear waves can propagate inside the material. The
wavelength λs,l of the compressional wave propagating inside a plate structure is:

λs,l =
1

f

√
E

ρs (1− ν2)
(3.25)
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with E representing the Young's modulus and ν the Poisson's coe�cient. The shear
wavelength λs,s is given by:

λs,s =
1

f

√
G

ρs
(3.26)

where the shear modulus G for isotropic materials is related to the elasticity modulus
and the Poisson's coe�cient by G = E/(2(1 + ν)). The structures in which one or two
dimensions are small compared to the internal wavelength, such as beams and plates,
radiate the most sound energy by �exural bending. The wavelength λs,b associated to
bending waves is:

λs,b = 2π 4

√
D

ρshsω2
(3.27)

The parameter hs is the thickness of the plate, and the �exural rigidity D is de�ned
as D = Eh3

s/(12(1− ν2)).
In order to check the suitability of the chosen Finite Element discretization, we eval-
uated the acoustic power radiated by a thin plate. The system object of the anal-
ysis is shown in Figure 3.3. It is formed by a square steel plate of side length
one meter and 0.76 mm thickness. This value is a common thickness for automo-
tive constructions. Standard material properties have been employed for the steel
plate (E = 2.1e11 Pa, ν = 0.31, ρs = 7772 kgm−3, and a structural damping coe�-
cient ηs = 0.01). The highest examined frequency at 2.5 kHz has a wavelength of 55 mm
and is associated to the bending wave. The plate was discretized with quadratic solid shell
elements of maximum size es. On the edges of the plate the displacement in the direction
of the thickness was set to zero to represent simply supported boundary conditions.
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Figure 3.3: (a) Isometric and (b) side views of the vibroacoustic system employed for the
convergence analyses including the examined parameters: maximum element size
for the structural es and �uid ef components, lateral extent L and height H of
the �nite �uid domain.

The plate was coupled on one of its faces to a semi-in�nite �uid into which it radiated.
This semi-in�nite �uid domain was modeled by the combination of a �nite �uid volume
together with in�nite elements applied on its uppermost layer, which is marked in red in
Figure 3.3b. This is a standard procedure to numerically extend a �uid domain and thus
to ful�ll the Sommerfeld radiation condition [37] without requiring an absorbing boundary
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condition to prevent re�ections [58]. Each in�nite node carries a single acoustic pressure
degree of freedom. The in�nite domain is de�ned by a reference ellipsoidal coordinate
system with the radial coordinate r and the angular coordinates (θ, φ). In the present
application the Astley-Leis conjugated formulation is implemented [59]. The associated
shape function Φ has the form:

Φ(r, θ, φ) = exp(−jkr)
m∑

n=1

Fn(θ, φ)

rn
(3.28)

where m is the radial interpolation order and Fn(θ, φ) is a regular function continuous
in the in�nite �uid domain. The test function ϖ is the complex conjugate of the shape
function weighted by the geometrical factor 1/r2:

ϖ(r, θ, φ) = exp(jkr)
m∑

n=1

Fn(θ, φ)

rn+2
(3.29)

The main advantage of this formulation is that the resulting integrand does not include
any oscillating functions since the frequency-dependent terms cancel out.
The �nite volume of the receiving domain was discretized with linear tetrahedral and
hexahedral elements of maximum length ef . The �uid domain had a height H and an
extended lateral length L with respect to the edges of the plate. The size of this domain
should be large enough in order to allow the �uid to propagate freely and to avoid that
energy is re�ected from the in�nite medium. Over the outer surface of the receiving
domain the total radiated power could be retrieved.
On the other face of the steel plate a di�use pressure �eld was applied, which is indi-
cated by the green arrows in Figure 3.3b. The di�use excitation was represented in the
numerical model by a superposition of plane waves having randomly determined phases
and directions. The statistical information de�ning the waves can be summarized in the
cross power spectral density matrix (CPSD). By means of a Cholesky decomposition of
the CPSD matrix one can directly obtain the pressure distribution acting on the input
surface of the steel plate, as described in [60]. This de�nition of the incident �eld avoided
the explicit modeling of the sending room, thus signi�cantly reducing the size of the
numerical domain.
The chosen method for solving the system of linear equations in Eq. (3.23) was a direct
frequency analysis. This means that the response of the system was only computed at a
number of discrete frequencies. Alternatively, one may make use of a modal superposition
technique. However, modal approaches are not suitable for the resolution of systems in-
cluding poroelastic media since they have a high dissipative, frequency-dependent behav-
ior, as indicated later in Chapter 4. Because each frequency step is solved independently,
the calculation time proportionally increases with the number of selected frequencies.
Nevertheless, the frequency resolution for the direct analysis needs to be �ne enough, so
that the frequency averaged results, like in third octave bands, include all the relevant
information. For instance, the averaged power W in a frequency band i between fmin,i

and fmax,i for a continuous frequency spectrum is given by:

⟨W ⟩i =
1

fmax,i − fmin,i

fmax,i∫
fmin,i

W (f) df (3.30)
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The brackets ⟨ ⟩ indicate that the quantity is averaged. If only a �nite number of frequency
steps N is calculated, the average power within a frequency band is approximated by:

⟨W ⟩i ≈
1

fmax,i − fmin,i

N∑
j=1

W (fj) ·
(
f+
j − f−

j

)
(3.31)

where f−
j and f+

j are the geometric mean of the discrete frequency fj and the previous and
following discrete frequency values inside the band, respectively. The di�erence

(
f+
j − f−

j

)
gives therefore the frequency range in which it is assumed that the calculated powerW (fj)
remains constant.
In order to reduce the total computation time, the use of a non-uniform frequency step is
advisable, since the energetic distribution becomes more homogeneous as the frequency
increases and single eigenmodes are not longer distinguishable. Some preliminary tests
were conducted to determine a su�cient frequency resolution to obtain accurate results.
To that end, the power radiated by the introduced setup with a simply supported steel
plate under a di�use �eld excitation was �rst calculated with a 1 Hz frequency step. The
averaged radiated power in third octave bands was then obtained according to Eq. (3.31)
for di�erent multiples of this resolution. In Figure 3.4 the results are displayed for the
low and the high frequency ranges.
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Figure 3.4: Convergence of the radiated power averaged in third octave bands for di�erent
frequency resolutions: (a) low frequency range, (b) high frequency range.

By comparison with the reference solution for ∆f = 1 Hz it is possible to identify the
required resolution for reliable results. In all the following models we employ the non-
uniform frequency step below:

∆f =


2Hz, for f < 250Hz

10Hz, for 250Hz ≤ f ≤ 1250Hz

20Hz, for f > 1250Hz
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Another important aspect to ensure the comparability of the results is the di�usivity of
the excitation, which is controlled by the number of realizations chosen for the Cholesky
decomposition. The excitation is de�ned as di�use if the response is not a�ected in the case
that this number is increased, that is, if additional plane wave sources with other phases
and directions are included. For veri�cation we have evaluated the transmission of the
acoustic energy through the steel plate with di�erent numbers of realizations between 10
and 50. The results are evaluated in terms of the transmission loss (TL). This quantity
is de�ned as the ratio between the incident power Win and the radiated power Wrad in
linear units (usually watt). Its value is commonly given in decibel scale as indicated in
Eq. (3.32).

TL [dB] = 10 log
Win [watt]

Wrad [watt]
(3.32)

The comparison of the transmission loss performance for di�erent numbers of realizations
are summarized in Figure 3.5. For clarity the results are displayed averaged in third
octave bands. Since the variations are small, the transmission loss of the setup with
50 realizations is taken as reference, and the deviation of the TL with respect to this
reference is calculated. The percent deviation of a quantity Xi is calculated according
to Eq. (3.33). For the models with 30 and 40 realizations the maximum deviation was
approximately 0.5 %, which is an acceptable �uctuation. Therefore, for all the following
analyses a total of 30 realizations was chosen for the decomposition.

∆X [%] =
|Xi −Xref |

Xref

· 100 (3.33)
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Figure 3.5: Percent deviation in the transmission loss results for di�erent numbers of real-
izations for the Cholesky decomposition. The reference solution was calculated
with 50 realizations.

On the receiving side it is essential to ensure that the Sommerfeld radiation condition is
ful�lled, so that spurious re�ections at the interface between the �nite and in�nite elements
are prevented. Moreover, the radiation characteristics towards in�nity have to be correctly
represented. The accuracy of an in�nite element relies on the choice of the shape functions,
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Figure 3.6: Percent deviation in the transmission loss results for di�erent polynom orders of
the in�nite elements. The reference solution was calculated with m = 14.

typically polynomial or radial functions, and on the order of interpolation m [58]. As the
frequency of the analysis rises, the radiation pattern becomes more complex and the higher
order terms gain importance. For the radiating plate con�guration interpolation orders for
the in�nite elements between 6 and 14 were tested. Figure 3.6 shows the calculated results,
where the solution with the highest interpolation order serves as reference. Functions
of 10th and 12th order gave deviations under 0.5 % in the frequency range of interest. The
interpolation order m = 10 was chosen as suitable for the aimed application.

80 10
0

12
5

16
0

20
0

25
0

31
5

40
0

50
0

63
0

80
0
10
00

12
50

16
00

20
00

Frequency [Hz]

0

0.5

1

1.5

2

∆
T
ra
n
sm

is
si
o
n
lo
ss

[%
] es = 8 mm

es = 10 mm
es = 12 mm

Figure 3.7: Percent deviation in the transmission loss results for di�erent �uid element sizes.
The reference solution was calculated with es = 6 mm.

Other parameters that in�uence the convergence of the solution and were also analyzed
are marked in Figure 3.3. They include the maximum length of the elements in the steel



Finite Element Method for vibroacoustic applications 25

plate es, the maximum length of the elements in the �uid domain ef , and the lateral L
and vertical H dimensions of the �uid domain.
Figure 3.7 displays the deviation in the transmission loss for di�erent discretizations of the
steel plate. The results with es = 12 mm presented a large deviation in the low frequency
range due to small shifts in the calculation of the eigenfrequencies. Above 800 Hz for
the 12 mm elements and above 1250 Hz for the 10 mm elements the solution diverged
from the reference. Therefore, a maximum element size of 8 mm was selected for the
steel plate, which corresponds to seven quadratic elements per wavelength at the highest
examined frequency.
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Figure 3.8: Percent deviation in the transmission loss results for di�erent �uid element sizes.
The reference solution was calculated with ef = 12.0 mm.

The discretization of the �nite �uid domain is analyzed in Figure 3.8. The reference value
employed for the maximum element size ef is 12 mm. The solution with the coarsest
discretization, ef = 20.1 mm, diverged above 1600 Hz, whereas the deviation for the
other two investigated discretizations remained under 0.1% in the complete frequency
range of interest. For that reason, the �nite �uid domain was discretized with combined
tetrahedral and hexahedral elements whose maximum element size is 17.3 mm. At 2.5 kHz
this resolution is equivalent to nine linear elements per wavelength.
In Figure 3.9 the impact of the size of the �nite �uid volume is detailed. The inspection
of the results showed that the height of the �uid domain H had the greatest e�ect on
the total results, whereas the lateral dimension L presented a secondary in�uence. In the
studied state, due to the �at geometry and the di�use �eld excitation, most of the energy
was transmitted in the direction normal to the plate. Hence, the interaction of the waves
with the �nite �uid domain is more sensitive to the size in that direction. A minimum
number of �nite element layers between the plate surface and the interface should be
employed in order to ensure that the radiation pattern is not a�ected by the dimensions
of the receiving domain. The size of the �uid volume for the investigations in the further
chapters was set to L = 100 mm andH = 100 mm, for which the deviation to the reference
solution is lower than 0.5%.
A cut view of the resulting �uid mesh is represented in Figure 3.10. One can identify the
hexahedral and the tetrahedral elements employed. The use of a hexahedral core helps to
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Figure 3.9: Percent deviation in the transmission loss results for di�erent �uid volume sizes.
The reference solution was calculated with L = 120 mm, H = 120 mm.

reduce the total number of elements, whereas the tetrahedral outer layers are necessary
to adapt to curved geometries as well as to connect to components with other element
sizes.

Figure 3.10: Cut view of the �nite �uid mesh.
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Chapter 4

Modeling of poroelastic components

The presence of noise control treatments (NCT) strongly modi�es the transmission of the
acoustic energy through the structural and acoustic components, as previously indicated
in Chapters 1 and 2. These sound proo�ng materials can dissipate energy by means of
absorption, damping and insulation. Consequently, a reliable model for the prediction
of the airborne sound propagation should consider the impact of the sound packages on
the global system response. Many of the trim components employed in the automotive
industry contain one or more layers of poroelastic materials, like the spring-mass systems
and absorbers marked in the Figures 4.1 and 4.2.

Figure 4.1: Poroelastic noise control treatments applied on the engine compartment side of
the �rewall. The absorbers are marked in blue.

Poroelastic materials consist of an elastic solid phase, also referred to as frame or skeleton,
and a �uid phase that �lls the pores in the solid. The interaction between the two phases
controls the dynamic behavior of the medium. Besides the structural damping losses
typical of the elastic solids and the thermal and viscous losses present in �uid media,
poroelastic materials can dissipate energy by two additional mechanisms. On the one
hand, the friction between the �uid and the walls of the pores increases the viscous losses.
On the other hand, there exists an inertial coupling e�ect due to di�erent accelerations
between the two phases.
The biphasic nature of the poroelastic media is therefore responsible for their good ability
to reduce energy, which makes them very e�ective in the application as acoustic treat-
ments. Nevertheless, this complex dissipative behavior is, in turn, di�cult to capture in
a mathematical model. In Section 4.1 the main concepts and equations underlying the
poroelasticity theory are reviewed. A special focus is drawn on the physical meaning of
the material parameters and how the can be determined. After that, in Section 4.2, the
Finite Element implementation for the resolution of vibroacoustic problems with poroelas-
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Figure 4.2: Poroelastic noise control treatments on the passenger compartment side of the
�rewall. The absorbers are marked in blue, the spring-mass systems in orange
and the dashboard in dark red.

tic components is presented. Lastly, the accuracy of a numerical model for a vibroacoustic
system including poroelastic acoustic treatments is analyzed.

4.1 Description of poroelastic media

The �rst general concept for the dynamic behavior of a poroelastic medium including the
elastic e�ects of the frame is attributed to M.A. Biot, who gave a theoretical description of
the coupled wave propagation taking place. The work by Biot was published in two papers,
divided into the low frequency [61] and the high frequency range [62]. The originality of
this approach lies in the assumption that the biphasic material can be described as a
homogeneous continuum where the solid and the �uid phases are superposed in space and
time. This theory �rst found application for porous rocks �lled with a heavy �uid such
as water. Later, the theory was revised by Allard for the sound propagation in porous
media [63]. Over the years, several improvements have been proposed, especially for the
middle frequency range and to account for other dispersion and attenuation mechanisms,
as for example the work by Johnson [64].
The poroelasticity equations are obtained from the combination of the dynamic strain-
stress relations for the elastic solid phase, the Navier-Stokes equations for the �uid phase,
and the Darcy's law of di�usivity. As mentioned above, the main assumption of the theory
is homogeneity, in other words, the �uid and solid phases are simultaneously present at
every point in the medium. That way, the resolution of the medium at the microscopic
scale is avoided. This is a valid approach if the wavelengths of interest are large compared
to both the pores size and to the dimensions of the volume of homogenization [65]. Other
underlying hypotheses in the derivation include small deformations of the elastic solid,
linear wave propagation, that the �lling �uid is initially at rest, and that all the pores
are connected. Again, harmonic time dependence exp (jωt) is presumed in this research.
The equations shown here are for isotropic media in which the material properties are the
same in all directions. However, the homogenization procedure of the Biot theory can also
be applied to anisotropic and orthotropic poroelastic components as indicated in [66, 67].
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The original motion equations formulated by Biot are in terms of the displacement �elds
for the solid and �uid phases. However, we preferably make use of the mixed displacement-
pressure (u, p) formulation by Atalla [68]. This derivation in terms of skeleton displace-
ments u and �uid pressure p presents two main advantages over the original formulation.
First, the number of state variables is reduced from six (three displacement components
for each phase) to four (three displacement components for the solid phase and the acous-
tic pressure for the �uid phase). The variable change for the �uid component does not
a�ect the accuracy since no additional assumptions are introduced [69]. Second, the (u, p)
formulation facilitates the coupling to �uid components because the same degree of free-
dom as for �uid materials is used. The resulting governing equations for poroelastic media
are:

∇ · σ̂s (û) + ω2ρ̃ û+ γ̃∇p̂ = 0 (4.1)

∇2p̂+
ρ̃22

R̃
ω2p̂+

ρ̃22
ϕ2

γ̃ ω2∇ · û = 0 (4.2)

The tilde symbol ˜ in Eq. (4.1) and (4.2) indicates that the corresponding material param-
eter is complex and frequency-dependent. This system of di�erential equations has the
form of a �uid-structure interaction (FSI) problem. However, contrary to a classical FSI,
where the interaction is limited to the interfaces between the two spatially separated �uid
and solid phases, the coupling in a poroelastic medium is of volume nature [67] because
the two phases are superposed in space and time. The open porosity ϕ gives the ratio
of free �uid volume to the total volume of the material. Under this de�nition, the �uid
restrained inside closed pores is included in the solid phase volume.
The stress tensor σ̂s (û) corresponds to the elastic solid assumed in vacuo, that is, when
the �lling �uid is drained o�. It is only dependent on the strain state of the frame and can
be calculated analogously to an elastic solid with the help of the stress-strain relations in
Eq. (3.14) and (3.15). The coe�cient γ̃ couples the dynamics of the two phases and is
given by Eq. (4.3) [68].

γ̃ = ϕ

(
ρ̃12
ρ̃22

− Q̃

R̃

)
(4.3)

For simpli�cation, the e�ective density ρ̃ relating the di�erent mass coe�cients has been
employed in Eq. (4.1):

ρ̃ = ρ̃11 −
ρ̃212
ρ̃22

(4.4)

Several mass coe�cients are present in the equations to include the viscous interactions
between the two phases and the corresponding viscous losses. There is a mass coe�cient
associated to the frame ρ̃11, one related to the �uid phase ρ̃22, and one associated to the
viscous and inertial coupling ρ̃12. Their de�nitions are given in Eq. (4.5), (4.6) and (4.7).

ρ̃11 = (1− ϕ) ρs + ϕρ0 (α̃− 1) (4.5)

ρ̃22 = ϕρ0α̃ (4.6)

ρ̃12 = −ϕρ0 (α̃− 1) (4.7)
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The parameter ρs is the mass density of the material from which the solid frame is made
of, and ρ0 is the mass density of the �lling �uid. The complex coe�cient α̃ is known
as the dynamic tortuosity and accounts for the dissipation due to the viscous e�ects
in the �uid phase. A proper constitutive model is required for the expression of the
dynamic tortuosity. Di�erent models can be found in the literature, as for example the
semi-phenomenological ones introduced by Johnson [64], by Pride [70] or by Wilson [71].
These models analyze the phenomena of the viscous friction and the inertia interactions.
In this research we make use of the Johnson's model, where the dynamic tortuosity is
given by:

α̃ = α∞ − j
ϕσ

ωρ0

√
1 + j

4α2
∞η0ρ0ω

(σΛϕ)2
(4.8)

The dynamic viscosity of the �lling �uid is represented by η0. The good agreement of
the chosen model with the measured dynamic densities for di�erent kinds of foams was
proved in [72]. The expression in Eq. (4.8) links the microscopic viscous e�ects at a
local level with the macroscopic behavior of the homogenized medium. The root term
is a correction factor that quanti�es how the pore �ow di�ers from an ideal Poiseuille
�ow as the frequency increases [73]. This relationship requires a set of poro-mechanical
parameters, namely, the �ow resistivity σ, the tortuosity α∞ and the viscous characteristic
length Λ. A detailed explanation of the physical meaning of each parameter and a review
of the techniques to determine their value are given later in this section.
The elasticity coe�cients Q̃ and R̃ include the thermal e�ects in the material. The
coe�cient Q̃ can be interpreted as a measure of the coupling between the deformations of
the two phases, whereas the coe�cient R̃ is the dynamic bulk modulus of the �uid phase
occupying a fraction ϕ of the porous material. For most of the porous media employed in
acoustic applications it is possible to assume that the bulk modulus of the material from
which the solid phase is made is much larger than the bulk modulus of the �lling �uid and
than the bulk modulus of the skeleton in vacuo. Under this assumption, the expressions
for Q̃ and R̃ can be simpli�ed to [67]:

Q̃ = (1− ϕ) K̃f (4.9)

R̃ = ϕK̃f (4.10)

Both coe�cients are related to the dynamic bulk modulus of the air in the pores K̃f . This
modulus accounts for the thermal dissipation between the two phases [73]. Again, a model
is necessary to relate the thermal e�ects at the microscopic scale and the macroscopic
dynamic bulk modulus. In this research we use the semi-phenomenological expression
derived by Champoux and Allard [74]:

K̃f =
ζP0

ζ − (ζ − 1)

[
1− j

8η0
Λ′2Prωρ0

√
1 + j

Λ′2Prρ0ω

16η0

]−1 (4.11)

The properties of the �lling �uid are given by the adiabatic index ζ, the static pressure P0

and the Prandtl number Pr. The poro-mechanical parameter controlling the thermal
exchanges is the thermal characteristic length Λ′. The selected Champoux-Allard model
correctly predicts the dynamic bulk modulus of polyurethane foams, as the comparisons
to measured data in [75] demonstrated.
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Waves propagating inside a poroelastic material

From the poroelasticity equations it is possible to obtain the wave numbers of the bulk
waves propagating inside the medium. The detailed derivation is included in many ref-
erences, as for example in [67, 76]. Three di�erent waves propagate inside a poroelastic
material, in contrast to the single compressional wave found in �uid media, and the com-
pressional and shear waves present in elastic solids.
The wave equations for the longitudinal waves are obtained after applying the divergence
operator to Eq. (4.1) and (4.2) [77]. The resulting squared wave numbers k2

1 and k2
2 for

the two compressional waves in a poroelastic material are given by:

k2
1/2 =

ω2

2
(
P̃ R̃− Q̃2

) [P̃ ρ̃22 + R̃ρ̃11 − 2Q̃ρ̃12 ±
√
∆
]

(4.12)

with

∆ =
[
P̃ ρ̃22 + R̃ρ̃11 − 2Q̃ρ̃12

]2
− 4

(
P̃ R̃− Q̃2

) (
ρ̃11ρ̃22 − ρ̃212

)
(4.13)

P̃ =
E (1− ν)

(1 + ν) (1− 2ν)
+

(1− ϕ)2

ϕ
K̃f (4.14)

The longitudinal waves are not related to a speci�c phase and propagate simultaneously
in both the �uid and the skeleton. In contrast, the shear wave is characteristic of the
elastic solids and, therefore, only propagates in the frame. The shear wave equation is
derived after applying the curl operator to Eq. (4.1) [77], and its associated squared wave
number k2

3 is:

k2
3 =

2ω2 (1 + ν)

E

(
ρ̃11ρ̃22 − ρ̃212

ρ̃22

)
(4.15)

For each of the propagating waves the corresponding wavelength is obtained from the
wave number as:

λi =
2π

Re (ki)
i = 1, 2, 3 (4.16)

Dissipated power inside a poroelastic medium

A key factor to correctly capture the acoustic e�ectivity of a poroelastic treatment is the
proper modeling of the dissipation mechanisms taking place. Losses are generally related
to either the real or the imaginary part of the material coe�cients. Below, the expres-
sions for the dissipated power by the di�erent mechanisms are indicated for the (u, p)
formulation. These relations were derived in [78]. The dissipated power can be divided
into three classes: the structural damping Wstr, the viscous losses Wvisc and the thermal
e�ects Wth. The viscous dissipated power is, in turn, the sum of viscous losses in the
solid phase W s

visc, in the �uid phase W f
visc and due to the interaction between the two

phases W sf
visc. The total losses are obtained by integration over the poroelastic material

domain Ωp.

Wstr = π

∫
Ωp

Im (σ̂s (û)) : ε (û∗) dV (4.17)

Wvisc = W s
visc +W f

visc +W sf
visc (4.18)
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with

W s
visc = −πω2

∫
Ωp

Im (ρ̃) |û|2 dV (4.19)

W f
visc = π

∫
Ωp

Im

(
ϕ2

ρ̃22ω2

)
|∇p̂|2 dV (4.20)

W sf
visc = −2π

∫
Ωp

Im

(
ϕ

α̃

)
Re (û∗∇p̂) dV (4.21)

Wth =
ϕ2πIm(R̃)

|R̃|2

∫
Ωp

|p̂|2 dV (4.22)

The operators Re() and Im() refer to the real and imaginary part of a quantity, respec-
tively. The superscript ∗ indicates the complex conjugate of a variable. The structural
damping Wstr is exclusively dependent on the elastic properties of the frame in vacuo,
which are included in the stress tensor σ̂s (û). Conversely, the thermal dissipation is only
related to the �uid phase, whereas the viscous losses include contributions of both phases
and their interactions. The relative contribution of each dissipation mechanism to the to-
tal losses inside the material is not exclusively a function of the material properties. Other
external elements such as the excitation nature and the boundary and coupling conditions
have an in�uence too. In Chapter 5 the e�ect of the coupling conditions together with
the impact of the material parameters are addressed.

Simpli�cations of the poroelasticity equations

In case that one of the two phases dominates the material behavior, it is possible to de-
rive two limiting states directly from the poroelasticity theory. If the contribution of the
dissipation in the �lling �uid is neglected, the two �rst terms of Eq. (4.1) describe the dy-
namic behavior of an elastic solid in vacuo, as shown in Eq. (4.23). The e�ective density ρ̃
should now be replaced by the bulk mass density of the solid phase ρ1 = (1− ϕ) ρs. This
simpli�ed equation has the same form as the harmonic governing equation for an elastic
solid given in Eq. (3.16). Therefore, in the following we refer to this model as elastic.

∇ · σ̂s (û) + ω2ρ1û = 0 (4.23)

Analogously, it is possible to exclude the in�uence of the solid frame in two situations.
First, we speak of a rigid model if the skeleton is assumed to be extremely rigid and
motionless. The resulting expression in Eq. (4.24) is derived from the �rst two terms
of Eq. (4.2). It represents the dynamic behavior of an acoustic �uid as in Eq. (3.5)
but with a modi�ed dynamic density ρ̃eq = ρ̃22/ϕ and a modi�ed dynamic bulk mod-
ulus K̃eq = R̃/ϕ [79]. These frequency-dependent density and bulk modulus allow the
inclusion of the additional dissipation e�ects due to the porous nature of the material.

∇2p̂+
ρ̃eq

K̃eq

ω2p̂ = 0 (4.24)
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Second, when the skeleton is extremely soft or limp, the elastic forces in the solid phase
are negligible against the inertial and pressure forces, and the frame moves together with
the �uid phase without increasing the stress sti�ness of the system. In this case, the
presence of the solid phase only contributes to the inertial term, that is, only the mass
of the frame is considered. As a result, the dynamic density of the equivalent �uid for
the rigid case ρ̃eq is replaced by ρ̃limp in Eq. (4.25), which includes the inertial e�ects
introduced by the solid frame [80].

ρ̃limp =
ρ̃eq (ρ1 + ϕρ0)− ρ20
ρ1 + ϕρ0 + ρ̃eq − 2ρ0

(4.25)

In the current analysis the limp formulation is employed because it is better suited for
applications where the porous material is mounted on a vibrating structure, as indicated
in [81]. For consistency purposes, in the following sections we identify the limp model as
porous.

Characterization of the poroelastic parameters

The material parameters present in the poroelastic model introduced above can be clas-
si�ed into three groups:

- Fluid properties: �uid density ρ0, dynamic viscosity η0, adiabatic index ζ, Prandtl
number Pr.

- Elastic properties: Young's modulus E, solid density ρs, Poisson's ratio ν, damping
coe�cient η.

- Poro-mechanical properties: porosity ϕ, �ow resistivity σ, tortuosity α∞, viscous
characteristic length Λ, thermal characteristic length Λ′.

Assuming that the properties of the �lling �uid are known and remain constant at room
temperature, there are nine parameters left that need to be determined. In the next para-
graphs we describe some of the experimental methods available for the characterization
of poroelastic media, including the ones employed in this research.

Elastic properties

The mass density of a poroelastic material can be expressed in di�erent forms. In the
previous sections we have introduced the mass density ρs of the material from which the
solid frame is made of and the density ρ1 of the frame in vacuo. They are both related
by the fraction of solid volume (1− ϕ):

ρ1 = (1− ϕ) ρs (4.26)

Moreover, the total density of the porous aggregate ρT is obtained by adding the mass
density of the �uid fraction ρT = ρ1 + ϕρ0. As it can be noticed, the determination of
the density is strongly linked to the de�nition of the porosity. Salissou and Panneton [82]
developed a procedure to obtain both parameters simultaneously. This non-acoustical
method is based on the measurement of the mass and the pressure of a sealed container
�lled with a gas. First, the tank is measured at one low pressure and one high pressure
state. After that, the poroelastic sample is placed inside the container and the measure-
ments at the two pressure states are repeated. From the di�erence of the masses combined
with the perfect gas law the values for the porosity ϕ and for the mass density ρ1 of the
frame in vacuo are calculated. This procedure is very stable and has good reproducibility.
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The determination of the other elastic properties is more challenging and numerous tech-
niques are available. The skeleton of polymeric poroelastic materials, like the polyurethane
foams commonly applied as acoustic treatments in the automotive industry, have a vis-
coelastic behavior. This means that under deformation the material exhibits viscous as
well as elastic characteristics [83]. For the typical deformation amplitudes that noise
control treatments undergo, the behavior remains in the linear viscoelasticity regime.
Additionally, in the present study we have assumed that the materials are isotropic. A
schematic force-displacement diagram for a viscoelastic material has been represented in
Figure 4.3. Unlike elastic materials, the loading and unloading paths for a cyclic force
are not the same. The area enclosed between the two curves is called the hysteresis loop
and corresponds to the energy dissipated per cycle inside the material because of the
viscoelastic losses.

F

u
ŭ

F̆

Wdiss

Figure 4.3: Force-displacement curve for a linear viscoelastic material under oscillatory load-
ing (adapted from [83]).

In order to include the skeleton dissipation in the poroelastic equations we make use of
complex expressions for the elasticity and shear moduli as indicated in Eq. (4.27). The
loss factor η expresses the ratio between the real and imaginary parts. All quantities can
be frequency-dependent, as it will be stated later in this section.

Ẽ (ω) = Er (ω) + jEi (ω) = Er (ω) [1 + jη (ω)]

G̃ (ω) = Gr (ω) + jGi (ω) = Gr (ω) [1 + jη (ω)]
(4.27)

The methods for the characterization of the elastic parameters can be classi�ed in three
groups [84]. First, there are approaches based on the velocity at which waves propagate
inside the poroelastic material. For instance, the velocity of the Rayleigh waves can be
related to the shear modulus G and the Poisson's ratio ν of the material [85, 86]. A
layer of poroelastic material is �xed to a rigid plate on one of its ends. On the other
end, the layer is excited with a harmonic signal through a shaker. A laser vibrometer
is employed to measure the displacement on the surface. The Fourier transform of the
signal permits to identify the wave number k of the modes, which is linked to the phase
velocity v as v = ω/k. The �tting of the theoretical and the measured phase velocities
delivers frequency-dependent values for G and ν. The poro-mechanical parameters need
to be previously measured by other means to calculate the theoretical solution.
Second, the shear modulus and the Poisson's coe�cient can also be calculated with the
help of acoustic methods. A material sample with rigid backing is excited by a monopole
source. A microphone located near the sample measures the pressure resulting from the
direct and the re�ected �elds. After that, the poroelastic material is replaced by a rigid,
impervious surface and the procedure is repeated. The ratio between the two pressures



Description of poroelastic media 35

is then built. Again, out of the contrast between the obtained values and the theoretical
solution, provided that the poro-mechanical parameters are known, the elastic parameters
can be derived [87].
The third group is formed by the vibrational methods, which are based on the response
of the material subjected to a mechanical excitation. The vibrational approaches are
further broken down into two categories: the quasi-static methods, in which the inertial
e�ects are neglected, and the dynamic techniques, which include them. An example of
the former class is the quasi-static uniaxial compression. A schematic representation of
the experimental setup is depicted in Figure 4.4 (left). The poroelastic sample is placed
between two rigid plates. One plate is rigidly connected to a �xed wall through a force
transducer that measures the reaction force. The other plate is excited by a shaker, and
the resulting acceleration is measured by an accelerometer attached to this plate. The
shaker employs a random excitation in a frequency range under the �rst resonance of the
sample. The compression sti�ness and the loss factor are calculated from the modulus
and the phase of the force-displacement transfer function, respectively. In the approach
proposed by [88] two material samples of di�erent shape factor are measured. The shape
factor is de�ned as the ratio of half the radius to the thickness of the sample. After
that, several Finite Element simulations on elastic solids under compression are run to
obtain polynomial relations that link the measured compression sti�ness to the elasticity
modulus, the Poisson's ratio and the shape factor.

Shaker

a0

Rigid plate

Rigid plate
Sample

Mass plate

a0

F
a1

Figure 4.4: Experimental setup for the uniaxial compression loading: (left) rigid backing for
the quasi-static compression method, (right) spring-mass con�guration for the
dynamic resonance approach. F is a force transducer, a indicates the position of
the acceleration sensors. Note that the components are not scaled.

In order to account for the inertial e�ects, this setup can be modi�ed to conduct a dynamic
uniaxial compression, like the con�guration presented by Pritz [89, 90]. The adapted
measurement setup is displayed in Figure 4.4 (right). The �xed plate is replaced by a rigid
mass with known weight. The maximum frequency of the shaker excitation is increased, so
that the �rst resonance of the system fr can be captured. From the frequency fr together
with the geometrical properties of the sample, the real part of the Young's modulus can
be calculated as speci�ed by Eq. (4.28). The mass mT is the sum of the weight of the
poroelastic sample and the upper mass, h is the thickness of the foam sample and A
its transversal area. The damping factor η is obtained from the 3 dB bandwidth of the
resonance ∆f as Eq. (4.29) de�nes.

Er = (2πfr)
2 mT h

A
(4.28)
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η =
∆f

fr
(4.29)

A review of other quasi-static and dynamic experimental methods, including torsion and
shear loadings too, can be found in [84] and [91]. In the scope of this research six di�erent
poroelastic foams were analyzed. The elastic properties employed for the investigations in
the next chapters are presented in Table 4.1. Those values correspond to the average of the
measurements on at least three foam samples of the same material. The method applied
for the determination is indicated in each property. It can be noticed that the values
of the elasticity modulus obtained with the compression method [88] are systematically
lower than the ones provided by the resonance method [89] since the former neglects the
inertial e�ects. As the frequency increases, the inertial force increases with respect to the
elastic force in the system [92] and the utilization of dynamic characterization techniques
becomes necessary.

Parameter E ρ1 η ν h

Units Pa kgm−3 - - mm

Method [88] [89] [82] [88] [89] [88] -

Sample A 43440 64.83 30.5% 0.452 10.8

Sample B 139050 174330 54.87 37.5% 53.0% 0.357 15.8

Sample C 33690 67.83 11.4% 0.397 25.3

Sample D 15900 23670 73.10 17.4% 19.3% 0.346 13.2

Sample E 15000 18330 68.80 14.8% 17.7% 0.363 21.9

Sample F 109800 27.40 8.0% 0.411 25.9

Table 4.1: Elastic foam parameters measured by di�erent characterization approaches.

Poro-mechanical properties

The air�ow resistivity σ is a measure of the material resistance to an air�ow and is related
to the viscous losses. Its value can be obtained as indicated in the Standard ISO 9053 [93].
The test sample is placed in a so-called static air�ow resistance meter, where a quasi-static
�ow Q is forced through the material and the required pressure drop ∆p is measured, as
indicated in Figure 4.5. The speci�c �ow resistivity is calculated with the expression in
Eq. (4.30), where h is the thickness of the sample. The use of this methodology for the
determination of σ is wide extended. The values for typical poroelastic materials range
between 1000 and 1000000 Nsm−4.

σ =
∆p

Q · h
(4.30)

The tortuosity α∞ is a non-dimensional parameter de�ned as the average �uid path length
through the material normalized by the thickness of the material and accounts for the
apparent increase in the �uid density when the �uid saturates a porous structure. It
usually takes values between 1 and 3. The viscous characteristic length Λ is an average of
the radius of the smaller pores, where the viscous losses dominate over the thermal losses.
Conversely, the thermal characteristic length Λ′ is an average of radius of the larger pores,
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h

Figure 4.5: Schematic representation of the �ow resistivity meter.

where the thermal losses dominate over the viscous losses. Both characteristic lengths have
values in the range between 10 and 1000 µm, and the length Λ′ is always larger than Λ.
Regarding the determination of these three poro-mechanical properties we face the issue
that no standards are available [94]. The methods employed for their characterization
can be divided into two groups: direct and inverse methods. A direct procedure to
obtain the tortuosity is described in [95]. At high frequencies, the viscous losses become
negligible. Consequently, the phase velocity of the air wave propagating in the sample is
only dependent on the inertial e�ects, that is, on the e�ective density of the air in the
pores, which is proportional to the tortuosity (recall Eq. (4.8)). From the high-frequent
asymptotic value of the phase velocity is possible to determine the tortuosity. The viscous
and thermal characteristic lengths can be directly extracted from ultrasonic measurements
as explained by Leclaire et al. [96, 97]. The method is based on the high frequency limit
of the velocity and attenuation curves with two di�erent �lling �uids, namely air and
helium.
The main drawback of the direct methods is the requirement of complex, speci�c lab-
oratory instruments like ultrasonic and vacuum equipment. Alternatively, the inverse
procedures like the ones reported in [72, 75, 98, 99] combine simpler measurement tech-
niques and analytical models. The approaches in [98, 99] are based on measured values of
the speci�c normal impedance of a material probe in an impedance tube. A di�erential
evolution algorithm is applied to simultaneously �nd the material tortuosity and the two
characteristic lengths that minimize the di�erence between the measured value and the
estimated one. For this estimation, the Johnson-Champoux-Allard model is commonly
used (Eq. (4.8) and (4.11)). Panneton and Olny [72, 75] also make use of impedance
measurements. From the resulting dynamic density it is possible to calculate the viscous
characteristic length and the tortuosity with the help of analytical expressions. Analo-
gously, the measured dynamic bulk modulus is utilized to derive the value of the thermal
characteristic length. The major advantage of the inverse approaches lies in the fact
that they use experimental data obtained in an impedance or Kundt's tube, which is a
measurement equipment of wide application in acoustic laboratories.
The results of the material characterization obtained for the investigated samples are
summarized in Table 4.2 for the poro-mechanical parameters. The characterization mea-
surements were conducted by the company Mecanum [100] with only one method for each
parameter, except for the tortuosity. The parameter α∞ was determined with a direct
and an inverse technique, but both approaches delivered comparable results and only the
values for the direct approach are included here.
A critical issue in the characterization of poroelastic media arises from the lack of re-
producibility. On the one hand, the tested samples often include inhomogeneities or
imperfections as a result of the manufacture processes, as illustrated in Figure 4.6. On
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Parameter ϕ σ α∞ Λ Λ′

Units - Nsm−4 - µm µm

Method [82] [93] [95] [98] [98]

Sample A 0.950 30210 2.579 44 154

Sample B 0.954 18664 1.440 42 250

Sample C 0.932 18630 1.526 67 165

Sample D 0.921 15450 1.660 86 163

Sample E 0.921 14640 1.440 85 154

Sample F 0.955 3400 1.310 121 386

Sample S - 18669 1.910 69 197

Table 4.2: Poro-mechanical foam parameters measured by di�erent characterization ap-
proaches.

(a) (b)

Figure 4.6: Examples of non-uniformly distributed random size bubbles inside the foam sam-
ples resulting from the manufacturing process.

the other hand, the measurement equipment and techniques applied su�er from repro-
ducibility issues, as highlighted in [101, 102]. Therefore, we have additionally de�ned a
standard set of the poro-mechanical parameters, with exception of the porosity ϕ, that is
calculated from the average of the measured properties from the foam samples A to F.
These parameters as indicated in Table 4.2 as Sample S. The porosity has been excluded
since its characterization procedure is stable and it has a small variation range for most
acoustical materials [103]. The in�uence of the variations or inaccuracies in the material
parameters is assessed later in Chapter 5.
All the methodologies presented above are based on the macroscopic behavior of the mate-
rials. Another option is to derive the poro-mechanical parameters from the microstructure
of the material. The approaches presented by Zieli«ski [104] and by Perrot et al. [105] are
founded upon the behavior of the visco-thermal dissipation at the low and high frequency
limits. In these regimes it is possible to simplify the dissipation into boundary-value
problems that are solved in a representative unit cell. The main hypothesis is that the
acoustic wavelength is much larger that the size of the cell. Out of the geometry of the
representative unit cell, which can be obtained with the help of X-ray computed tomo-
graphic images [105], one can determine ϕ and Λ′. The porosity ϕ is, by de�nition, the
ratio of free �uid volume to the total material volume, whereas the thermal character-
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istic length Λ′ is twice the ratio of the volume of �uid domain Ωf to the surface of the
solid-�uid interface ∂Ωsf [104]:

Λ′ = 2

∫
Ωf

dV∫
∂Ωsf

dS
(4.31)

At low frequencies, the viscous forces predominate over the inertial forces and the �uid
movement inside the pores is simpli�ed to a Stokes �ow. The linear relation between the
exciting gradient of pressure and the resulting velocity �eld is the tensor �eld of viscous
static permeability k. For isotropic media, the scalar permeability k0 is calculated as
the average of the permeability tensor over the �uid domain and scaled by the poros-
ity k0 = ϕ ⟨k⟩f , where ⟨ ⟩f indicates the average in the �uid domain. This quantity can
be linked to the �ow resistivity by:

σ =
η0
k0

(4.32)

In the high frequency range, the inertial e�ects dominate over and the viscous ones. The
�uid �ow can be then represented as an electrical problem in which the insulating solid
phase is �lled with a conductive �uid and a constant electric �eld is applied. The result
of this equivalent problem is the electric �eld E. For an isotropic material the tortuosity
is given by:

α∞ =
⟨E · E⟩f

⟨E⟩f · ⟨E⟩f
(4.33)

The viscous characteristic length is calculated from:

Λ =

∫
Ωf

E · E dV∫
∂Ωsf

E · E dS
(4.34)

Determination of frequency-dependent elastic properties

As introduced in the previous subsection on the elastic parameters, the dynamic behavior
of the solid frame is viscoelastic and frequency-dependent. In [69] and [106] two examples
are given on the modeling of a poroelastic layer that covers a structurally excited plate.
In both cases the foam layer was described using the full poroelastic formulation. It was
�rst found that the application of the quasi-static elastic parameters resulted in a poor
comparability with the experimental data. In a second step, a frequency-dependent pro�le
for the elastic properties was de�ned by �tting the calculated predictions to the reference
data sets. Even if this derivation leads to a good prediction of the vibroacoustic behavior,
it presents the great disadvantage that a measurement of the complete setup is needed in
order to obtain the frequency-dependent parameters.
An alternative to the complex poroelastic modeling is, as mentioned before, the simpli-
�cation of the material as an elastic solid. This approach has the major advantage of
avoiding the characterization of the poro-mechanical properties, which is a laborious task
and requires speci�c test equipment. However, since the presence of the �uid phase is ne-
glected, some dissipation mechanisms inside the poroelastic medium may not be correctly
represented, especially at high frequencies. An option to include the missing mechanisms
is to condense the additional e�ects by means of frequency-dependent elastic parameters.
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Figure 4.7: Experimental setup with seismic mass employed for the determination of
frequency-dependent elastic properties: (a) schematic representation, F is the
force transducer and a indicates the position of the acceleration sensor (note that
the components are not scaled), (b) measurement device in operation.

Just few references are available in the literature on the frequency-dependent characteriza-
tion of poroelastic materials, which is conducted analogously to that of classic viscoelastic
media [107, 108]. One general trend that can be identi�ed is that the real part of the
Young's modulus Er increases with frequency. This is a common progression for poly-
mers and other viscoelastic materials, which do not have a cristaline structure [109, 110].
Since the frame of investigated polyurethane foams is also a viscoelastic material, such
a frequency behavior is to be expected. Duvigneau et al. [111, 112] proposed a dynamic
characterization procedure to determine the frequency-dependent elastic properties of
foam materials. In this approach, the sample is assumed to behave like a single degree of
freedom spring-mass-damper system whose sti�ness and damping coe�cients need to be
obtained.
During the characterization measurement the material sample is placed between two
plates, which are supposed to be rigid. The cylindrical test specimen has a thickness h and
a cross-sectional area A. One of the plates is excited by a shaker that provides a harmonic
excitation. A discrete number of frequencies within the frequency band of interest is se-
lected and sequentially tested. The mechanical response of the foam is acquired with the
help of an acceleration sensor located on the excitation plate. The other plate is rigidly
connected to a termination through a force transducer that measures the force applied
on the sample. Two di�erent terminations have been investigated, namely a seismic mass
suspended from the ceiling (Figure 4.7) and a rigid block (Figure 4.8). Both terminations
have a very large mass and work as a �xed clamping. The main advantage of the seismic
mass is that, thanks to the free-free mounting conditions, the eigenresonances only appear
at frequencies close to zero hertz. For the metal block, conversely, other resonances occur
around 1 kHz, which can a�ect the results in the frequency range of interest. However,
the suspended mass presents other di�culties like the determination of the zero position
for the uncompressed sample. The results obtained with the two terminations are com-
parable and show good reproducibility. Because of the simpler setting, the con�guration
with the rigid block is the preferred solution.
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Figure 4.8: Experimental setup with rigid block employed for the determination of frequency-
dependent elastic properties: (a) schematic representation, F is the force trans-
ducer and a indicates the position of the acceleration sensor (note that the
components are not scaled), (b) measurement device in operation.

During the experiment, the force and acceleration are recorded for di�erent frequencies.
Since the excitation is harmonic, the resulting displacement u = |u| exp (jωt) is directly
linked to the measured acceleration a = d2u/dt2 by:

u =
a

(jω)2
(4.35)

The measured data are then evaluated at each frequency of interest. The sti�ness con-
stant c of the one-dimensional spring-mass-damper system is:

c =
F̆

ŭ
(4.36)

being F̆ the maximum force and ŭ the maximum displacement in the force-displacement
curve (recall Figure 4.3). The damping coe�cient d is given by:

d =
Wdiss

ŭ2 2π2f
(4.37)

where the total hysteresis loss Wdiss corresponds to the area enclosed in a loading and
unloading cycle:

Wdiss =

∮
F du (4.38)

The real and imaginary part of the elasticity coe�cients are lastly obtained with the help
of the geometrical dimensions of the sample from the relations in Eq. (4.39) and (4.40).
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Figure 4.9: Comparison of the Young's modulus obtained with di�erent characterization tech-
niques for the foam sample B: (a) real part, (b) imaginary part.

Er = c
h

A
(4.39)

Ei =
Wdiss

ŭ2 π

h

A
(4.40)

The calculated frequency-dependent parameters can be applied either in combination
with the full poroelastic model or in the simpli�ed elastic formulation. In Figure 4.9
the results of the presented characterization method E(f) are contrasted to those of the
compression [88] and resonance techniques [89] for the foam sample B. The obtained
values are consistent with the expected progression for the real part of the elasticity
modulus. The irregularities in curve for the imaginary part may be attributed to some
inaccuracies in the determination of the dissipated power Wdiss. The measured data may
be smoothed out by a curve approximation, either with a linear interpolation or with any
other material model. For instance, in [106] the material behavior was described according
to the damping formulation of the augmented Hooke's law.

4.2 Numerical methods for poroelastic media

The numerical description of poroelastic media requires the resolution of the complex,
frequency-dependent poroelasticity equations in Eq. (4.1) and (4.2), which implies cum-
bersome calculations. Techniques based on the discretization of the spatial domain are
widely spread, among which the Finite Element Method is the most commonly used. Al-
ternatively, the semi-analytical methods constitute a compromise between accuracy and
speed, but they are only appropriate under certain conditions [113]. The next paragraphs
summarize the underlying assumptions of each methodology and their application scope.
The second part of this section focuses on the implementation of the FEM for poroelastic
media, including a convergence analysis.
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Semi-analytical techniques for poroelastic media

The main advantage of the semi-analytical methods is that they avoid the resolution
of the three-dimensional coupled partial equations of the Biot-Allard theory, thus sav-
ing up computational resources. The behavior of the poroelastic material is reduced to
its behavior in the thickness direction, in other words, the material is locally reacting.
Consequently, the interactions along the in-plane directions are neglected.
If a poroelastic component is directly coupled to an acoustic �uid, the simplest semi-
analytical technique to include it is the impedance boundary condition. The material on
the surface of the �uid is only characterized by its normal impedance Z̃n [114], which
relates the pressure perturbation to the velocity normal to the surface (recall Eq. (3.2)).
Its value can either be obtained by direct measurement in an impedance tube [115], or
out of the modi�ed dynamic density ρ̃eq and dynamic bulk modulus K̃eq that de�ne the
porous simpli�cation with the relation in Eq. (4.41) [116]. Since only acoustic �uids can
include an impedance boundary condition, this approach can be convenient for evaluating
the absorptive e�ect of a poroelastic material applied on the walls of a �uid cavity, as
shown later in Section 7.2. Nevertheless, it is unsuited for sound transmission problems.

Z̃n =

(
ρ̃eq

K̃eq

)1/2

(4.41)

In that case, the wave propagation through a poroelastic medium can be modeled in
terms of a square transfer matrix. The transfer matrices relate the stresses and velocities
at each side of a material layer, but also neglect the in-plane e�ects [67]. Flat components
with constant thickness and in�nite lateral dimensions are assumed. This description
enables to model all kinds of materials, including poroelastic, porous, �uid and elastic
media. The matrices of di�erent components can easily be coupled to each other in
order to evaluate the performance of multi-layered systems, which is the basis of the
Transfer Matrix Method [117]. The size of the transfer matrix and the evaluation of the
matrix coe�cients depend on the number and nature of the waves propagating inside the
material. For the description of a layer of poroelastic material it is also possible to combine
the transfer matrix with a Finite Element model like shown in [118]. For instance, the
transfer matrix can be applied as coupling condition at the interface between a vibrating
structure and a �uid on which the acoustic treatment is placed.
Such simple approaches can give a good �rst estimation of the behavior of a sound package
and allow a qualitative comparison of di�erent noise treatments, always in considereation
of the underlying assumptions. Some corrections have been proposed to include �nite size
e�ects, curved panels or non-isotropic behaviors [67, 119]. Nevertheless, the application of
the semi-analytical methods is usually restricted to the high frequency range, since they
fail to represent the three-dimensional in-plane interactions.

Discretization techniques for poroelastic media: The Finite

Element Method

The approaches based on the spatial discretization of the poroelastic domain are the
same techniques as those available for the conventional vibroacoustic problems. Tan-
neau et al. [120] developed a bi-dimensional Boundary Element formulation to represent
the impact of a porous layer on a vibrating structure. Even if less elements than for a
FE model are needed, the fully populated system of matrix equations that is obtained
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decreases the computational e�ciency of the BEM. The Wave Based Method has also
been employed for describing poroelastic media, as explained in [121]. This approach
results in relatively small number of equations to be solved, which has a high potential
in reducing the total computational e�ort. However, its application is nowadays limited
to convex, two-dimensional domains and only implemented in the in-house codes of the
developing research institutions.
In contrast, the calculation by means of Finite Element analysis is extended for three-
dimensional problems and can currently be found in many commercial solvers. The main
advantage of the method is that there are no geometrical restrictions.
The early attempts to include poroelastic media in FE simulations exclusively considered
the porous simpli�cation with rigid frame. An example is the Finite Element for rigid
absorbing materials developed by Craggs [122]. The weak formulation for the coupled
poroelastic equations was �rst derived in the 1990s for the original displacement formu-
lation, whereas Atalla et al. [68] presented the �rst derivation for the mixed pressure-
displacement formulation. In the present research we make use of the latter because it
means a reduction in the number of unknowns per node from six to four. A comprehensive
review of the historical development of the FEM for poroelastic materials can be found
in [123].
The initial weak variational formulation in the mixed formulation was later reviewed in
order to facilitate the Finite Element implementation [124]. The resulting weak integral
formulation reads:

W (û, δû, p̂, δp̂) =

∫
Ωp

σ̂s (û) : ε̂s (δû) dV − ω2

∫
Ωp

ρ̃û · δû dV −
∫
Ωp

ϕ

α̃
δ (∇ p̂ · û) dV

+

∫
Ωp

(
ϕ2

ω2ρ̃22
∇p̂ · ∇δp̂− ϕ2

R̃
p̂ δp̂

)
dV −

∫
Ωp

ϕ

(
1 +

Q̃

R̃

)
δ (p̂∇ · û) dV

−
∫

∂Ωp

(
σ̂t · n

)
δû dS −

∫
∂Ωp

ϕ
(
Û · n− û · n

)
δ p̂ dS = 0

(4.42)

On the boundaries of the poroelastic domain ∂Ωp two variables have been introduced for
simpli�cation of the expressions. The total stress tensor σ̂t(û, p̂) of the material is de�ned
by the relation in Eq. (4.43), with I indicating the identity matrix. The vector Û repre-
sents the displacements in the �uid phase and can be calculated from the displacements
in the solid phase and the acoustic pressure as indicated in Eq. (4.44).

σ̂t (û, p̂) = σ̂s (û)− ϕ p̂ I (4.43)

Û (û, p̂) =
ϕ

ρ̃22ω2
∇ p̂− ρ̃12

ρ̃22
û (4.44)

After the discretization of the integrals present in the variational formulation and the
assembling of the element matrices, one obtains the following global system:[K̃]− ω2[M̃ ] −[C̃]

[C̃]T
1

ω2
[H̃]− [Q̃]

{{û}
{p̂}

}
=

{
{F̂}
{Q̂}

}
(4.45)
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The nodal variables are the displacements in the solid phase {û} and the acoustic pres-
sure {p̂}. This system has the same form as the matrix for a �uid-structure coupled
problem (refer to Eq. (3.23)), but there is a di�erence in the spatial de�nition of the
nodal variables. In a �uid-structure problem the nodal pressures are de�ned in the �uid
domain and nodal displacements describe the state of the structural domain. Because of
the homogenization assumption, however, in a poroelastic medium both variable sets are
de�ned simultaneously at every point of the domain.
The global matrices [K̃] and [M̃ ] are the equivalent mass and sti�ness matrices of the
skeleton. The matrices [H̃] and [Q̃] are the equivalent kinetic an compression energy
matrices for the �uid phase, respectively. The volume coupling between the two phases
is expressed in the global matrix [C̃]. As the tilde symbol indicates, the matrices asso-
ciated to a poroelastic medium are frequency-dependent since they are functions of the
coe�cients ρ̃, α̃ and R̃. This entails that the system matrices need to be calculated at
each frequency. Furthermore, the non-linearity of the associated eigenvalue problem in
the frequency hinders the application of standard modal techniques [125].

Coupling conditions

As already mentioned throughout this chapter, the main advantages of the mixed (u, p)
formulation are the reduction of the number of variables from six to four unknowns per
node, and the straightforward coupling of the poroelastic domains to other media. When
solving a general vibroacoustic problem including poroelastic components, as shown in
Figure 4.10, each subdomain is governed by the partial di�erential equations of the
medium together with the corresponding set of boundary conditions. At the interfaces
between two domains the coupling conditions must satisfy the continuity relationships of
the �eld variables.
At the coupling surface between a poroelastic and a �uid domain ∂Ωpf the two �rst
relations in Eq. (4.46) ensure the continuity of the normal stresses for the solid and the �uid
phases, respectively. The third equation guarantees the continuity of the displacements
normal to the interface.

σ̂t (û, p̂) · n = −p̂f · n
p̂ = p̂f

(1− ϕ) û · n+ ϕÛ · n =
1

ρ0ω2

∂p̂f
∂n

(4.46)

Eq. (4.47) shows the continuity conditions at an interface between a poroelastic and an
elastic medium ∂Ωps. The �rst equation refers to the continuity of the normal stresses,
the second sets the �uid �ux across the interface to zero, and the third relation ensures
the continuity of the displacements in the solid phase of the poroelastic material and the
elastic medium.

σ̂t (û, p̂) · n = σ̂s (ûs) · n
Û · n = û · n

û = ûs

(4.47)
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Figure 4.10: Schematic representation of a vibroacoustic domain including poroelastic media
(adapted from [67]).

If two poroelastic media 1 and 2 are coupled, it must be satis�ed at their interface ∂Ωpp

that the normal stresses, the normal �uid �ux, the solid phase displacements and the
pressure are continuous, as Eq. (4.48) indicates.

σ̂t
1 (û1, p̂1) · n = σ̂t

2 (û2, p̂2) · n

ϕ1

(
Û1 · n− û1 · n

)
= ϕ2

(
Û2 · n− û2 · n

)
û1 = û2

p̂1 = p̂2

(4.48)

From the above continuity relations, only the kinematic relations need to be explicitly
imposed in the assembling step of the FE implementation [124]. All other coupling con-
ditions are automatically taken into account in the weak integral formulations.

Accuracy and e�ciency considerations

Inside a poroelastic medium three di�erent bulk waves propagate, namely, two com-
pressional waves and one shear wave, as indicated in the section before. Especially for
materials with a low frame sti�ness, the shear wavelength is very short. At the interfaces
between a poroelastic domain and other media di�erent surface waves can be identi�ed.
Feng and Johnson [126] found three surface waves and named them pseudo-Rayleigh,
pseudo-Stoneley and true Stoneley waves by analogy with the surface waves propagating
in classical �uid and solid domains. As the frequency of interest increases, the wavelengths
become shorter and a high number of elements are necessary to ensure the convergence
of the results. This increasing number of degrees of freedom represents one of the major
drawbacks of the Finite Element approach in the middle and high frequency analysis [127].
In the literature there are diverse attempts to enhance the e�ciency of the Finite Element
implementation in applications including poroelastic domains. One option may be the
decomposition of the problem into subsystems that are separately solved and then merged,
thus reducing the size of the partial problems to be calculated. For instance, with the
substructuring Patch Transfer Function (PTF) method [128] the subsystems are coupled
at their interfaces through impedance relations. An example on the combination of the
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PTF with Finite Element models was given in [129] and showed a good potential for the
improvement of the numerical e�ciency.
Order reduction techniques are another possibility to consider. As mentioned before, the
eigenvalue problem associated to a poroelastic domain is non-linear in the frequency. Con-
sequently, standard reduction approaches are unsuited. Nevertheless, a few procedures to
overcome this issue are in development and have been successfully applied to academic
examples. Dazel [130] suggested the separation of the two phases into substructures, so
that a decoupled mode basis could be de�ned for each one. However, such division pro-
cedure is inappropriate for poroelastic systems with a strong coupling between the two
phases. A recent alternative to retain that coupling state was presented by Lappano et
al. [131]. They proposed a parametric model order reduction (pMOR) scheme in which
the frequency is the parameter of interest. The pMOR results could achieve a reduction
in the required calculation time.
Besides, several publications address the convergence issues of the Finite Element analysis
of poroelastic components. In [132] it was stated that more than twelve linear elements
per wavelength are required in compression problems. Dauchez et al. [133] analyzed in
detail the convergence performance of the di�erent wave types for the displacement formu-
lation. Using linear elements, the classical rule of six elements per wavelength also works
for each of the propagating waves in a one-dimensional problem. For three-dimensional
propagation, nevertheless, the convergence is slower and this criterion was found to be
insu�cient. One of the causes of this behavior is the locking of the poroelastic elements
undergoing bending deformation. In this state, the interpolation of the linear elements
is not enough and results in an excessive sti�ness predicted by the numerical model. In
their work two types of locking were identi�ed. First, the shear locking associated to
a bad interpolation of the de�ection. This can be solved by a mesh re�nement in the
in-plane direction, either with a larger number of elements or with a higher order of the
basis functions. Second, the locking because of a bad interpolation of the dilatation in
the thickness direction, which leads to the so-called thickness locking. A re�nement in
the thickness direction helps to alleviate this kind of locking problem. The investigation
could not derive a rule for the minimal number of elements per wavelength for poroelastic
materials. In addition, the use of elements with order higher than one was recommended.
Further studies dealt with the implementation of hierarchical elements for the resolution of
the poroelasticity equations, as for example the work by Rigobert [134] and by Hörlin [135].
Hierarchical elements employ high order polynomials for the interpolation of the basis
functions, which allows for a signi�cant reduction of the number of nodes, as well as it
reduces the locking phenomena. Another interesting aspect included in [134] in order
to optimally exploit the numerical properties of the hierarchical elements was the use of
di�erent interpolation orders for each of the two phases. To sum up, high order elements
show a big potential to improve the performance of Finite Element Method applied to
three-dimensional poroelastic materials.
In the scope of the present investigation, quadratic basis functions have been employed,
which are the only high order elements currently available in commercial vibroacoustic
programs. The minimum size of the poroelastic elements necessary to achieve converged
results has been examined for the di�erent foam samples and for each material formulation
available. Exemplarily, some results are next shown for a 10.8 mm thick layer of the
material sample A, whose measured properties are summarized in Tables 4.1 and 4.2.
The corresponding wavelengths are displayed in Figure 4.11. The wavelength λ0 of the
longitudinal wave propagating in the free air is also included for completeness. The three
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Figure 4.11: Wavelengths for air λ0 and for the poroelastic material A in the di�erent for-
mulations: poroelastic (λ1, λ2, λ3), porous (λP ) and elastic (λE).

bulk waves of the poroelastic formulation are denoted as λ1, λ2 and λ3. The wavelength
associated with the porous simpli�cation λP has a similar length as the largest of the
compressional poroelastic waves λ1, whereas the shear wave of the elastic simpli�cation
has a wavelength λE that is as long as the shear wave of the poroelastic model λ3. This last
fact suggests that similar mesh requirements may apply to the full poroelastic formulation
and the elastic simpli�cation.

Parameter E ρ ν η h c0

Units Pa kgm−3 - - mm ms−1

Steel plate 2.1e11 7800 0.31 1.0% 0.75 -

Heavy layer 2.4e8 1390 0.33 24.0% 2.80 -

Air - 1.225 - 0.0% - 340

Table 4.3: Material properties for the elastic and �uid components employed in the conver-
gence analysis.

The convergence behavior has been investigated with the help of the cavity setup displayed
in Figure 4.12. All lateral surfaces of the �uid cavity were set to be rigid but one. There,
a spring-mass system formed by the poroelastic layer and an elastic plate (also called
heavy layer) was attached to a thin steel plate. Such multi-layered aggregates are the
main subject of the research in the next chapters. The material properties employed for
the steel plate, the heavy layer and the air are summarized in Table 4.3. The excitation
came from a point force of an amplitude of 1 N that was acting on the steel plate. The
vibrational energy was then transmitted to the spring-mass system, which radiated into
the �uid cavity.
Di�erent quantities are at disposal to evaluate the working performance of the tested
discretizations. On the one hand, one can make use of spatially averaged results such as
the average pressure level inside the cavity, or the mean vibrational state or dissipated
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Figure 4.12: Cavity con�guration employed for the convergence analyses.

power of each structural component. On the other hand, local variables can be used too.
For this purpose, a microphone was placed inside the air cavity, so that the sound pressure
level at the point indicated in Figure 4.12 could be retrieved. It was observed that both
local and averaged results lead to the same conclusions and could be indistinctly employed
in the analyses. Like in the previous chapter, the percent deviation (Eq. (3.33)) is applied
to compare the calculated quantities. The reference value is indicated in each case.

Plate
Heavy
layer Foam

Cavity

Figure 4.13: Detail view of Figure 4.12 with di�erent mesh discretizations employed for the
foam component. The modi�ed parameters are the lateral size of the elements e
and the number of layers in the thickness direction t: (left) e = 8 mm, t = 2,
(middle) e = 6 mm, t = 4, (right) e = 4 mm, t = 8.

The element size of all components except for the poroelastic layer remained unchanged
during the tests. The steel plate and heavy layer were each discretized with a layer
of 6 mm quadratic solid shell elements, whereas the �uid cavity was divided with 6 mm
linear hexahedral elements. These meshes were selected to be �ne enough so that the mesh
discretization of the foam component was the only in�uence factor on the convergence of
the results.
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As previously stated, two kinds of locking may a�ect the convergence of poroelastic el-
ements. To avoid these issues, we examined the response of the foam to the re�nement
in the thickness direction (number of layers in the thickness direction t was varied from
one to eight) and in the in-plane direction (lateral element size e ranged between 4 mm
and 10 mm). Both parameters were combined, giving a total of 20 di�erent meshes. The
detail views in Figure 4.13 depict some of the meshes studied.

80 10
0

12
5

16
0

20
0

25
0

31
5

40
0

50
0

63
0

80
0
10
00

12
50

16
00

20
00

Frequency [Hz]

0

0.5

1

1.5

2

∆
S
o
u
n
d
p
re
ss
u
re

le
v
el

[%
]

e = 6 mm
e = 8 mm
e = 10 mm

Figure 4.14: Percent deviation in sound pressure level at the microphone position for the
poroelastic formulation with eight layers in the thickness direction and di�erent
element sizes. The reference solution has 4 mm elements.
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Figure 4.15: Percent deviation in sound pressure level at the microphone position for the
poroelastic formulation with 6 mm elements and di�erent thickness discretiza-
tions. The reference solution has eight layers in the thickness.

First we analyzed the impact of the element size e with �xed eight layers in the thickness
direction, which was the �nest discretization considered for this parameter. Figure 4.14
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displays the variation in the sound pressure level at the microphone position between
the di�erent element sizes and the reference con�guration with elements of a lateral size
e = 4 mm. All the results in this section have been averaged in third bands in order to
improve legibility, unless otherwise indicated. One can observe that the model with 6 mm
elements is good enough, with a maximum deviation of 0.2 % with respect to the refer-
ence. The other two coarser meshes diverge from the reference solution as the frequency
increases.
Next, the e�ect of the thickness re�nement for the 6 mm element mesh was investigated.
The reference solution had eight layers in the thickness direction. The pressure variations
in Figure 4.15 show that at least more than one element should be used in the thickness
direction, and a minimum of four layers are necessary to obtain results for the poroelastic
formulation with a deviation under 0.2 %.
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Figure 4.16: Percent deviation in the structurally dissipated power for the elastic formulation
with eight layers in the thickness direction and di�erent element sizes. The
reference solution has 4 mm elements.

Besides that, since the shortest wavelength for the elastic simpli�cation and for the full
poroelastic formulation have the same length, it was expected that the two material
models exhibit a comparable convergence behavior. As an example, the di�erence in the
dissipated power by the structural losses inside the foam is represented in Figure 4.16 for
the elastic formulation in narrow band. Analogously to the �rst test for the poroelastic
model, the number of layers in the thickness direction was set to eight and the element
size was modi�ed. A discretization with e = 4 mm serves as reference. Like for the
poroelastic model, an element size of 6 mm provided a converged result with almost no
distinguishable deviation with respect to the �ne 4 mm mesh.
In contrast, as shown in Figure 4.11, the wavelength for the porous model is of the
same order of magnitude as the �rst compressional wave and, thus, much larger than the
poroelastic shear wave. For this reason, when modeling a foam component as a porous
material, it is possible to employ a much coarser mesh without a�ecting the accuracy. If
we compare the results in Figure 4.17 for the porous model to the ones obtained with the
poroelastic formulation in Figure 4.15 we observe that the deviations due to the thickness
re�nement are at least three orders of magnitude smaller.
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Figure 4.17: Percent deviation in sound pressure level at the microphone position for the
porous formulation with eight layers in the thickness direction and di�erent
element sizes. The reference solution has 4 mm elements.

In short, no general mesh criterion could be derived to ensure the convergence of the
Finite Element discretization with poroelastic media. Therefore, an explicit analysis is
necessary for each material. The use of second or higher order elements is recommended
to minimize the locking issues and to speed up the convergence. Since the propagating
wave predicted by the porous model is larger than the waves in the poroelastic and the
elastic formulations, the use of a speci�c, coarser mesh is advisable for this model.
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Chapter 5

Evaluation of vibroacoustic models

for poroelastic media

In the present chapter the performance of the numerical models for poroelastic media
proposed in Chapter 4 are evaluated in a real application environment. The main focus
of the investigation lies on the utilization of poroelastic materials in spring-mass systems,
which are two-layered aggregates composed of a foam layer and a visco-elastic damping
layer, the latter usually designated as heavy layer. For the evaluation of the predicted
vibroacoustic behavior, the simulated results for di�erent materials have been compared to
measured data obtained in a window test bench. The chapter begins with an explanation
about the vibroacoustic performance of spring-mass systems. The con�guration employed
for the investigations is introduced in Section 5.2. Next, the experimental procedure to
obtainment of the reference information is explained. After that, the contrast between
the measured and calculated results follows in Section 5.4. At the end of this chapter, the
conclusions on the suitability of the presented models are summarized.

5.1 Working principle of spring-mass systems

The object of the following analyses are the so-called spring-mass systems. They are
acoustic insulators based on the working principle of double walls, that is, the insulation
behavior of the aggregate is better than that of two single walls added. The �lling of
the middle gap with an absorbing material such a poroelastic layer further enhances the
performance. For this reason, spring-mass systems are widespread as passive noise control
treatments in automotive applications [7]. One of the most common examples is located
in the upper part of the �rewall area, as depicted in Figure 5.1. The steel sheet of the
�rewall is the �rst wall, and the second wall is a visco-elastic damping layer made of
bitumen or heavy rubber commonly known as heavy layer. The poroelastic middle layer
may have a varying thickness in order to facilitate the geometrical integration.
The acoustic behavior of a spring-mass system employed as a sound barrier is usually
described by either the transmission loss (TL) in Eq. (3.32) or the insertion loss (IL)
curves. The insertion loss is de�ned as the di�erence between the transmission loss of the
plate with the attached noise control treatment (NCT) and the transmission loss of the
bare basis plate, as indicated in Eq. (5.1).

IL [dB] = TLNCT [dB]− TLplate [dB] (5.1)

In Figure 5.2 a typical curve progression for the transmission loss of a laterally in�nite
single wall partition is compared to the performance of double walls with the same total
mass. The presence of the elastic gap between the two walls or plates forms a vibration
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Figure 5.1: Firewall of a passenger car including the insulating spring-mass system on the
upper section (marked in orange).

system. The plates have the mass per unit surfacem′′
1 = ρ1d1 andm′′

2 = ρ2d2, respectively,
and the spring constant per unit surface of the gap is K ′′. The natural frequency of the
spring-mass system fS−M

res is approximated by [136]:

fS−M
res =

1

2π

√
K ′′

m′′ (5.2)

with

m′′ =
m′′

1 ·m′′
2

m′′
1 +m′′

2

(5.3)
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Figure 5.2: Typical transmission loss curves for �at single and double wall systems of in�nite
lateral extent (adapted from [26]).

We can identify three regions in the transmission loss curve progression of spring-mass
systems. Below the resonance frequency, the behavior of the double wall system does not
improve that of the single wall. At the spring-mass resonance there is a visible degradation
of the insulation performance. The strength of this resonance depends on the damping
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properties of the middle layer or gap. The resonance frequency is the most important
design criteria of spring-mass systems. In order to avoid undesirable e�ects, its value
should be chosen so low that it is not excited in the frequency range of interest [137].
Above the resonance, the performance of the double walls is notably superior to that of a
single wall. The theoretical improvement results in a three times larger slope in the high
frequency range of 18 dB/octave (curve labeled as Double wall - massless) in contrast to
the 6 dB increase per frequency doubling for a single wall. For real applications, however,
in which the material between the two plates has a �nite mass, this maximum insulation
cannot be reached because of several resonances that appear in the middle layer (curve
labeled as Double wall - mass). These resonances are not associated with the double wall
dynamics, but caused by standing quasi-longitudinal waves in the elastic middle layer [26],
hence they are also designated as thickness resonances [127]. The position of those minima
can approximately be determined with Eq. (5.4). The high frequency slope is the second
design parameter when evaluating the insulation of a spring-mass system.

fHF
res =

n

2h

√
E

ρ1
with n = 1, 2, ... (5.4)

Brie�y, during the design process of spring-mass-like acoustic treatments two features
determine the suitability of a system for a given application. Those are the value of
the resonance frequency fS−M

res and the slope of the transmission or insertion loss curves
above this resonance. Therefore, the analyses of the results in the following sections pay
particular attention to the right prediction of these two quantities.

5.2 Description of the numerical con�guration

A correct prediction of the acoustic performance of a spring-mass system requires a proper
description of the dynamic behavior of the poroelastic middle layer. The evaluation
of the material formulations presented in Section 4.1 is conducted with the help of a
vibroacoustic Finite Element model. The basis geometry is a one-meter square �at steel
plate of thickness 0.76 mm, which is a common value in the automotive constructions.
Di�erent spring-mass systems containing the foams characterized in the previous chapter
are attached to this plate.
The setup for the numerical analyses is homologous to the con�guration applied in Sec-
tion 3.2 for the convergence study of a radiating steel plate. The only di�erence is that the
spring-mass system is now placed between the plate and the receiving �uid, as Figure 5.3a
illustrates. The main characteristics of the selected setup are shortly recalled. The system
is excited through a di�use pressure �eld acting on the outer surface of the steel plate. In
the FE model, the di�use excitation is represented by the superposition of plane waves.
As previously indicated in Section 3.2, the statistical information of the incident �eld
is summarized in a Cholesky decomposition of the cross power spectral density with 30
realizations. The �nite volume of the receiving domain has a lateral size and a height
of 100 mm and is discretized with linear elements of a maximum length of 17.3 mm. The
Sommerfeld radiation condition is ful�lled by the numerical extension of the �uid domain
with in�nite elements whose basis functions are of 10th order. After each simulation, the
total input power acting on the steel plateWin and the power radiated on the outer surface
of the �nite �uid Wrad are retrieved to calculate the transmission and insertion losses.
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Figure 5.3: Model employed for the Finite Element calculations: (a) schematic represen-
tation (note that the thicknesses are not scaled), (b) detail view of the mesh
discretization for the decoupled mounting condition.

For the structural components second order elements have been chosen. The steel plate as
well as the heavy layer are discretized with a single layer of quadratic solid shell elements
of 8 mm length. The displacement of the nodes on the outer edges of the steel plate
has been restricted in the transverse direction in order to represent a simply supported
boundary condition. For the discretization of the foam middle layer an analysis analogous
to the one described in Section 4.2 must be conducted for each material, since the di�erent
samples do not have the same wavelengths and no general discretization rule could be yet
derived for poroelastic materials. Because of the �at, regular geometry only hexahedral
elements are used. The number of degrees of freedom (DOFs) at each node depends on the
chosen material description. Four DOFs are needed for the full poroelastic formulation
(three solid displacement components and one acoustic pressure), one DOF in the case
of the equivalent porous model (acoustic pressure) and three DOFs for the elastic model
(three solid displacement components). The lateral faces of the foam layer are acoustically
rigid, that is, no acoustic energy is radiated through these surfaces, whereas the structural
DOFs are set free.

Parameter E ρs ν η hs m′′ = ρshs

Units Pa kgm−3 - - mm kgm−2

Heavy layer 2 2.52e8 1693 0.33 22.3% 1.17 1.98

Heavy layer 3 2.40e8 1390 0.33 24.0% 2.80 3.89

Heavy layer 4 2.42e8 1753 0.33 19.5% 2.29 4.01

Table 5.1: Material properties for the visco-elastic heavy layers.

The coupling conditions of the poroelastic layer to other components have a large impact
on the dynamics of the material and, consequently, in�uence the suitability of a given
model to describe the foam behavior. Several publications addressed this issue at fre-
quencies under 1 kHz from a numerical point of view [19, 106, 138], highlighting that
the interface conditions strongly a�ect the relative importance of the di�erent dissipation
mechanisms in the system. To account for di�erent mounting conditions between the
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steel plate and the poroelastic layer two setups are proposed. In the �rst con�guration
the two components are directly coupled at the complete interface, whereas the second
setup includes a thin air gap in order to decouple the plate from the foam. A detail view
of the decoupled FE mesh can be seen in Figure 5.3b. Preliminary investigations showed
that the thickness of this gap has a relatively small in�uence on the overall results, as
it is later detailed described in the section 5.4, Figure 5.12. Hence, a value of 1 mm for
the gap thickness is adopted. This air gap is discretized with second order hexahedral
elements of 8 mm length to simplify the coupling to the structural components. The
heavy layer and the porous material are directly connected at their interface nodes for all
con�gurations.
In some cases, because of the di�erent element size of the foam discretization with respect
to the plate and heavy layer components, there exists a mesh incompatibility, that is, the
nodes of the adjoining bodies are not located in the same positions. The coupling of the
non-congruent meshes at each face of the poroelastic layer is handled with the help of an
interface, a numerical tool that projects the nodes of the �rst coupling surface onto the
second coupling surface to ensure the continuity of the �eld variables [139]. The projection
procedure is exempli�ed in Figure 5.4. The surface with the �nest discretization is selected
as coupling surface 1. For the projection, a pseudo-mesh is built around the coupling
surface 2. Two geometrical parameters control the dimensions of the pseudo-mesh. The
gap tolerance determines the size of an extrusion of the elements of the second surface in
its normal direction. The plane tolerance is a percent extension of this extrusion in all
directions. The nodes of the coupling surface 1 that are located inside of the pseudo-mesh
are projected onto the coupling surface 2. For instance, the projection of the node 1 is 1'.
Note that in the example in the Figure the node 5 cannot be projected since it is outside
of the pseudo-mesh. Later, during the calculation step, the results of the projected nodes
on the coupling surface 2 are mapped to the original nodes in the coupling surface 1.

Coupling
surface 1

Coupling
surface 2

1
2 3 4 5

1' 2' 3' 4'

Plane tolerance

Pseudo-mesh

Gap tolerance

Figure 5.4: Projection procedure for non-congruent meshes with the help of an interface
(adapted from [139]).

The material properties employed for the di�erent components have been previously in-
dicated in Tables 4.1, 4.2, 4.3 and 5.1. In the following sections the spring-mass systems
are named with an alphabetic and a numeric letter that correspond to the foam sample
and the heavy layer, respectively. For example, the spring-mass system B3 is composed
by the foam B in combination with the heavy layer 3. A summary of the type, order and
number of nodes for each component are given in Table 5.2. The information concern-
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Component Element type Order Max. size Nr. nodes

Plate Solid shell 2nd 8 mm 110628

Heavy layer Solid shell 2nd 8 mm 110628

Receiving �uid Hexa/Tetrahedral 1st 17 mm 82103

Air gap Hexahedral 2nd 8 mm 110628

Table 5.2: Details of the numerical model for the one-meter square con�guration.

ing the poroelastic component is speci�ed in the next sections, since the meshes vary in
element size and number of layers for each tested foam material.

5.3 Measured data for veri�cation

To assess the quality of the numerical predictions and to be able to compare the per-
formance of the di�erent material formulations, several validation measurements were
conducted in a window test bench. This test facility is commonly employed for the de-
termination of the airborne insulation [140]. It is formed by two decoupled rooms as
displayed in Figure 5.5a, a reverberation chamber and a semi-anechoic room, that are
acoustically connected through an opening called window. The test object is placed in
this opening. A loudspeaker located in the reverberation chamber produces a broadband
di�use pressure �eld of amplitude 95 dB that acts upon the test object. The volume of
the reverberation chamber (218 m3) ensures the di�usivity of the excitation above 80 Hz.
The analyzed plate is �xed on its edges to the frame of the window with plastic sealing
material in order to avoid any acoustic leakages.

Acoustic source
PU-probes
array

Test object
(window)

Reverberation
chamber

Semi-anechoic
room

Reflecting
walls

Absorbing walls

(a) (b)

Figure 5.5: Experimental setup: (a) schematic representation of a window test bench: rever-
beration chamber with the acoustic source on the left, semi-anechoic room with
PU-probes array on the right. The test object is placed in the opening window
of the partition wall, (b) scan array with PU-probes mounted on the robotic arm
in front of a bare steel plate.

The receiving room has absorbing lateral walls and ceiling. The �oor of this chamber is
re�ecting, which serves to realistically represent the radiation conditions of a car on the
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road. Inside this semi-anechoic room the acoustic energy transmitted through the test
object is determined. To that end, the surface of the sample is scanned in the near �eld
with the help of an array of 1/2 inch Micro�own mini PU-probes [141] (Figure 5.6). A PU-
probe is a sound probe combining two sensors: a traditional electret condenser microphone
and a velocity transducer. The velocity sensor is formed by two wires that are heated at
approximately 200◦C and whose resistance is dependent on the temperature. When the
air moves through the sensor, there is a small temperature shift between the two wires and,
consequently, a di�erence in their resistance that is proportional to the velocity. This way,
a PU-probe allows to directly measure at one spot the sound pressure and the acoustic
particle velocity simultaneously. The main advantage of the PU-probes compared to the
standard PP-probes is that they are less sensitive to background noise [142], which makes
them especially appropriate for tests in operational conditions. An accurate measurement
requires a delicate phase calibration between the two sensors so that phase mismatch errors
are prevented. The PU-probes were calibrated up to a frequency of 6.3 kHz. However,
for some material samples with great insulation properties the radiated power at higher
frequencies is so low that the ambient noise masks it. For this reason, the measured data
has been systematically evaluated up to a frequency of 4 kHz.
The scan array contains twenty PU-probes that are separated from each other by 50 mm,
as Figure 5.6b illustrates. To facilitate the measurements and ensure reproducibility, the
array is mounted on a robotic arm that systematically moves on a plane 60 mm above
the steel plate (Figure 5.5b). Twenty array positions are successively scanned to cover the
complete surface of the one-meter square plate, which results in 400 measurement points.
The total radiated power Wrad is obtained by integration of the normal intensity In over
the test object surface S. The e�ective intensity is de�ned as the time averaged product
of the pressure and the normal particle velocity ⟨p vn⟩t. For harmonic complex variables
that product can be calculated out of the complex moduli of the pressure p̂ and the normal
velocity v̂n, as indicated in Eq. (5.5) [143]. Lastly, since just a �nite number of points i
are measured on the surface S, the integral is approximated as a summation for all partial
surfaces Si.

Wrad =

∫
S

IndS =

∫
S

⟨p vn⟩tdS =

∫
S

1

2
Re (p̂ v̂∗n) dS ≈ 1

2

∑
i

Re
(
p̂i v̂

∗
n,i

)
∆Si (5.5)

For the evaluation of the experimental results along this thesis, the measured information
was exported from the software PAK. This is a test bench measurement system for data
acquisition, analysis, assessment and management [144]. In order to validate the con-
�guration set for the export of the data, a simple model with known analytical solution
was selected. The one-dimensional duct represented in Figure 5.7 has a piston located at
x = 0 that oscillates with a velocity amplitude V0 and a circular frequency ω:

v0(t) = V0 exp (−jωt) (5.6)

At a position situated a distance x downstream of the source, the pressure p and the
velocity v are given by:

p(x, t) = ρ0c0 V0 exp (−j [ωt− kx]) = p̂ exp (−jωt) (5.7)

v(x, t) = V0 exp (−j [ωt− kx]) = v̂ exp (−jωt) (5.8)
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(a) (b)

Figure 5.6: The Micro�own PU-probe: (a) detail view of a PU-probe, (b) scan array employed
in the measurements formed by twenty PU-probes.

v0

x

(p,v)

Figure 5.7: Model for one-dimensional wave propagation in a duct with velocity excitation.

where ρ0 and c0 are the density and the sound velocity of the �lling �uid, respectively,
and k = ω/c0 indicates the wave number. Since no losses are present in the model, the
averaged intensity IAVG at every point of the duct remains constant and is equal to [145]:

IAVG =
1

2
ρ0c0 V

2
0 (5.9)

In parallel, a transfer path network was built with the help of a PAK module with the
structure described in Figure 5.8. A randomly selected velocity excitation is the input of
the system. The pressure and velocity responses at the desired position are calculated as
the product of the input variable by the corresponding transfer function (TF), which are
speci�ed in Eq. (5.10) and (5.11).

TF (p/v0) = ρ0c0 exp (jkx) (5.10)

TF (v/v0) = exp (jkx) (5.11)

p

Input v0

TF(p/v0)

vTF(v/v0)

Figure 5.8: Transfer path network of a one-dimensional wave propagation in a duct.
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The average intensity IAVG is, by de�nition, obtained from the time averaged product of
the pressure and velocity, which for harmonic quantities holds the relation [137]:

IAVG = ⟨p v⟩t =
1

2
Re (p̂ v̂∗) =

1

2
Re (CPS{p, v}) (5.12)

The real part of the product of the pressure with the complex conjugate of the velocity v∗

is equivalent to the real part of cross-power spectrum (CPS) density between the Fourier
transformation of the two variables [146]. The CPS density is the quantity to be calculated
in PAK from the measured pressure and velocity data and to be exported for the further
analyses. Adding the factor 1/2 to the cross-power spectrum density the total intensity is
retrieved. The agreement between the analytical solution and the results obtained from
the transfer path network for IAVG is very high, with deviations below 0.04% in the third
band averaged results. The export of the CPS values is, therefore, an appropriate quantity
to evaluate the radiated intensity.

(a) (b)

Figure 5.9: Scan array positions (in red) over the one-meter square steel plate (edges in
yellow): (a) standard surface de�nition, (b) extended surface de�nition.

As already indicated before, the one-meter square surface is covered by twenty di�erent
array positions, as marked in Figure 5.9a. A preliminary test was carried out in order
to check that the power radiated outside of this surface has a negligible contribution to
the results. For this purpose, the scan surface was extended by half an array size in
each direction, like Figure 5.9b shows. The total radiated power was then calculated �rst
only with the probe positions inside the plate area, and secondly including the positions
outside of the plate area. The deviation between the two values is below 0.6% in the
whole frequency range. This fact con�rms the assumption that the greatest part of the
energy is radiated through the plate and that the measurement in the near �eld surface
over the one-meter square plate is accurate enough. Moreover, this experiment was a good
proof to verify that the window was properly sealed and that no undesirable leakages were
present.
In an analogous way to the simulation setup, two mounting con�gurations are experimen-
tally inspected. The measurements provide qualitative information about the in�uence
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Figure 5.10: Location of the �ve discrete surfaces for the punctual bonding with double-sided
adhesive tape.

of the bonding condition between the steel plate and the foam of the spring-mass system.
The coupled state is achieved by a full-surface coupling with spray adhesive, whereas for
the decoupled condition a punctual bonding with two-sided adhesive band at �ve discrete
points (near the four corners and at the center point) is employed. An example of the
distribution of the small bonding surfaces is displayed in Figure 5.10.
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Figure 5.11: Measured insertion loss for the spring-mass systems D4 and E2 in the coupled
(solid lines) and decoupled (dashed lines) con�gurations.

Figure 5.11 shows the measured insertion loss curves for the spring-mass systems D4 (foam
sample D with heavy layer 4) and E2 (foam sample E with heavy layer 2). The decoupled
con�gurations exhibit an overall higher and smoother insertion loss curve progression.
The presence of the air gap slightly reduces the vibrational energy that is transmitted
from the exciting plate to the skeleton of the foam and, thus, to the attached heavy layer.
Moreover, the spring-mass resonance for the coupled setups is less damped and slightly
shifted towards higher frequencies because of the sti�ening e�ect introduced by the direct
attachement of the foam. These observations are in concordance with the results found
in [103, 147]. In the frequency range between 1250 Hz and 2500 Hz for the system D4
and between 630 Hz and 1250 Hz for the sample E2 we observe resonance peaks in the
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coupled systems that are almost indistinguishable in the decoupled states. This e�ect
points to the thickness resonance phenomena related to the solid phase of the foam that
was introduced before in Section 5.1.

5.4 Comparison of numerical and experimental results

In the current section the center of interest is set on the evaluation of the proposed nu-
merical models for the description of poroelastic foam layers. We examine the behavior
of di�erent spring-mass systems by comparing the numerical predictions with the exper-
imental data. Another relevant aspect is the impact of the material parameters on the
modeling strategy and on the overall results. The analysis of the results has shown that
the response of the systems can be classi�ed into two categories depending on the elas-
ticity properties of the poroelastic layer. The foam samples A, B and F have a Young's
modulus per unit thickness E/h over 1 kPa mm−1 and belong to the group of the sti�
materials. Conversely, the material samples C, D and E are included in the class of the
soft foams.

Coupling conditions between the foam and the steel plate

Firstly, we investigate the ability of the numerical model to recreate the two coupling
conditions tested experimentally in the former section on the spring-mass system E4. For
the coupled state, on the one hand, the degrees of freedom of the foam layer component
are directly connected to those of the steel plate. On the other hand, two approaches are
proposed for the representation of the decoupled setup. The one reproduces the exact
mounting employed in the measurements by combination of a thin air gap between the
steel plate and the foam together with �ve small surfaces on which the two components
are directly numerically connected. The distribution of these surfaces is similar to that
shown in Figure 5.10. The other con�guration simpli�es the setup by neglecting the small
bonding surfaces. In this case only a continuous thin air layer at the interface between the
steel plate and the poroelastic material is added. For the latter model di�erent thicknesses
for the air gap ranging from 0.1 mm up to 10 mm are simulated.
Because the changes in the overall performance are relatively small for the tested con-
�gurations, the results are shown in terms of the insertion loss di�erence, using a 1 mm
thick continuous air layer as reference. Here, positive values indicate that more energy is
dissipated than in the reference solution. In Figure 5.12 two exemplary gap thicknesses
are displayed, namely, 0.2 mm and 5 mm. The largest di�erences are found in the low fre-
quency range, and they decrease as the frequency increases. Above 400 Hz the maximum
di�erence for all models is clearly below 0.5 dB, which supports the choice of a 1 mm
air layer in the further investigations. The additional setup with the exact decoupled
con�guration of the experiment is labeled with Point bonding. Around the spring-mass
resonance this partially decoupled bonding exhibits the greatest in�uence. This is due to
the fact that at the spring-mass resonance the most energy is transmitted to the foam
and, consequently, the structural damping of the foam has a large contribution to the
total dissipated energy. For that reason, the point bonding con�guration has over 1 dB
insulation improvement in this frequency range. Outside the resonance the di�erence re-
mains under 0.3 dB. These results con�rm that the additional modeling e�ort to replicate
the exact decoupled state is not necessary and that a continuous air gap can be employed.
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Figure 5.12: Di�erence in the insertion loss for di�erent decoupled con�gurations for the
spring-mass system E4. The reference solution has a continuous air gap
with 1 mm thickness.

80 10
0

12
5

16
0

20
0

25
0

31
5

40
0

50
0

63
0

80
0
10
00

12
50

16
00

20
00

25
00

Frequency [Hz]

-10

0

10

20

30

40

50

In
se
rt
io
n
lo
ss

[d
B
]

Measurement coupled
Simulation coupled
Measurement decoupled
Simulation decoupled

Figure 5.13: Comparison of the measured and simulated insertion loss for the spring-mass
system E4 in the coupled (solid lines) and decoupled (dashed lines) con�gura-
tions.

The insertion loss results for the foam material E with the heavy layer 4 in the two
mounting con�gurations are compared to the corresponding measured information in Fig-
ure 5.13. For the Finite Element calculations the foam layer has been described with the
full poroelastic formulation using the material parameters obtained in the characteriza-
tion. The poroelastic component is discretized with six layers in the thickness direction of
quadratic elements with 7 mm lateral length, giving a total of 557856 nodes for the foam.
The resulting mesh incompatibility is managed by means of an interface, as indicated in
Section 5.2. At a �rst glance, the numerical and the experimental data show qualitatively
a good agreement and the predicted behavior meets the main evolution trends of the
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reference data sets. Moreover, the di�erences between the coupled and decoupled states
regarding the insulation level at the spring-mass resonance as well as the curve progression
in high frequency are accurately captured by the models, which proves the correctness of
the chosen modeling approach.

Soft foam in coupled state

Next, we inspect in detail each one of the mounting conditions separately. Figure 5.14
shows the results for the coupled con�guration of the spring-mass system E4 with the three
available material formulations for the foam layer, namely, the description as a poroelastic,
porous and elastic component. Here, the constant elastic properties from the compression
method [88] given in Table 4.1 have been used. We �rst remark that the poroelastic model
accurately predicts both the frequency and the absolute power level at the spring-mass
resonance. The high frequency resonances, however, appear at lower frequency values
than observed in the measurement, which suggests that the assumed material properties
underestimate the sti�ness of the real foam in this frequency range. The deviations
observed in the curve progression for the porous simpli�cation directly originate from the
absence of the elastic skeleton. On the one hand, the missing sti�ness and damping in the
spring-mass resonance range lead to an underestimation of the resonance frequency and
of the insertion loss value. On the other hand, the solid phase is responsible for the high
frequency resonances, which are consequently not present in the porous curve progression.
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Figure 5.14: Comparison of the measured and simulated insertion loss for the spring-mass
system E4 in the coupled con�guration with di�erent material formulations.

The behavior predicted by the elastic simpli�cation for the middle layer widely di�ers
from the experimental results in the low frequency range. In order to better understand
this mismatch, we take a closer look at the origin of the two resonance phenomena.
The �rst one is the characteristic resonance of double-wall systems, and its value can be
approximated by the analytical expression in Eq. (5.2). The spring constant per unit
surface K ′′ of the foam layer for a poroelastic material is de�ned by:

K ′′ =
1

h

(
K̃f +

E (1− ν)

(1 + ν) (1− 2ν)

)
(5.13)
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The variable h represents the thickness of the foam layer. It is important to highlight the
two terms present in the equivalent spring sti�ness K ′′, which is equivalent sti�ness of two
springs working in parallel [148]. The �rst term is related to the �uid phase, the second
term to the elastic phase. The �uid modulus K̃f (previously de�ned in Eq. (4.11)) is always
of the order of magnitude of the �uid bulk modulus (P0 = 101300 Pa for air). For the foam
material E, because of the relatively low elasticity modulus of the frame (E = 15000 Pa),
the �uid phase dominates the position of the spring-mass resonance. For this reason,
when making use of the solid modeling, the equivalent sti�ness value is missing its major
contribution and, therefore, the resonance frequency is largely underestimated. As the
frequency increases, the resonances associated with standing waves in the middle layer
are visible. We notice in Figure 5.14 that these high frequency resonances are present
in both poroelastic and elastic descriptions at the same frequency values, which veri�es
the supposition that they correspond to the structurally induced thickness resonances in
the foam. Those resonance frequencies are proportional to the square root the elasticity
modulus of the foam (recall Eq. (5.4)), whereas the amplitude of the resonances and anti-
resonances depends on a combination with other material parameters like the Poisson's
ratio and the loss factor.
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Figure 5.15: Comparison of the measured and simulated insertion loss for the spring-mass
system E4 in the coupled con�guration for the poroelastic formulation with two
di�erent sets of poro-mechanical parameters.

The following investigations examine how sensitive the numerical calculations are to the
di�erent poroelastic material properties. To that end, each of the four elastic and �ve
poro-mechanical parameters are sequentially modi�ed with a ±10% variation around their
measured value. This variation is in the order of magnitude of the �uctuations observed
during the characterization measurements due to the averaging of di�erent test samples,
between three and nine, for each material. The obtained results for the variation are
compared to the solution with the average parameters in terms of the percent deviation
of the transmission loss according to Eq. (3.33).
The in�uence of the poro-mechanical parameters is found to be almost negligible over the
whole frequency range. The highest deviations are obtained for the thermal characteristic
length Λ′ with a local maximum deviation of 3.3% around the spring-mass resonance and
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an average deviation of 0.4% over the complete frequency range of interest. This minor
importance of the poro-mechanical properties serves as motivation to question whether
a standard set of poro-mechanical properties could be employed. This set is de�ned
as the average of the properties of all samples A to F and labeled with Sample S in
Table 4.2. The calculated insertion loss results are displayed in Figure 5.15 together with
the measured data and the values obtained with the poro-mechanical parameters of the
foam sample E. The elastic properties remain here unchanged. The largest deviation
between the two calculated curves is 6.8% and is located at the �rst high frequency
resonance between 630 Hz and 800 Hz. The averaged deviation of 1.4% is a promising
result that supports the utilization of the standard parameter set, especially since the
correspondence to the measurement is only marginally modi�ed.
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Figure 5.16: Comparison of the measured and simulated insertion loss for the spring-mass
system E4 in the coupled con�guration for the poroelastic formulation with
a ±10% variation of the Young's modulus E.

A greater impact on the response of the model have variations of the elastic parameters.
As an example, Figure 5.16 shows the insertion loss results for a ±10% variation of the
elasticity modulus E. The values between the minimum and maximum curves have been
colored. The trends when modifying the Poisson's ratio ν are very similar to the behavior
of a variation of E and, therefore, are not shown here. The e�ect of the Young's modulus
yields local and averaged deviations of 15.1% and 3.6%, respectively. In the case of the
poroelastic modeling it is clearly seen that the location of the spring-mass resonance for
this material is dominated by the sti�ness of the �uid phase and, as a result, is not
in�uenced by the modi�cation of the frame properties. As expected, an increase of the
elastic parameter E, or ν, leads to a general curve shift of the thickness resonances towards
higher frequencies and, thus, to a slightly better �t with the reference data.
This means that, in order to further improve the agreement between the measured curve
and the poroelastic formulation along the complete frequency range, the sti�ness of the
elastic phase should be larger as the frequency increases. To check this, we make now use
of the elastic values obtained by the resonance method [89] indicated in the second column
in Table 4.1, which reported a 22% larger elasticity modulus. The results are displayed in
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Figure 5.17 as Poroelastic (1) for the parameters obtained from the compression approach
and Poroelastic (2) for those from the resonance method. For the larger Young's modulus
the correspondence in the range of the second resonance improves, reducing the averaged
percent deviation with respect to the measured data from 12.4% to 11.5%.
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Figure 5.17: Comparison of the measured and simulated insertion loss for the spring-mass
system E4 in the coupled con�guration with di�erent elastic foam parameters for
the poroelastic formulation: (1) compression method, (2) resonance method,
(3) frequency-dependent elasticity modulus, (4) dynamic characterization.

In another attempt to get a closer match in the high frequency range, a value for the
Young's modulus was estimated with the help of Eq. (5.4) to better meet the resonances
in the experimental curve. For the calculation of the curve Poroelastic (3) in Figure 5.17
we have employed a frequency-dependent progression for the complex elasticity modulus.
The real part has a constant value of 25 kPa for frequencies under 1700 Hz and increases
linearly up to 35 kPa for the upper limit frequency 2240 Hz. The damping coe�cient η
has its quasi-static value of 14.8% up to 450 Hz, then it linearly increases up to 29.6%
by 1200 Hz and remains constant above this value. The frequency location of the �rst
thickness resonance is now correct and its level can be adapted by, for example, increas-
ing the damping. The second thickness resonance is accordingly shifted towards higher
values too and, hence, no longer visible in the examined frequency range. The model with
modi�ed elastic coe�cient reduces the standard deviation to 7.7%. The main disadvan-
tage of this approach is that the estimation of the Young's modulus is only possible if
measured data of the complete spring-mass system are available beforehand, which limits
the practicability of this procedure. To overcome this issue, the dynamic characterization
method introduced in Section 4.1 is applied.
The results of the dynamic elasticity characterization are summarized in Figure 5.18 to-
gether with the static values from the compression and resonance methods. The values
obtained by the dynamic approach E(f) are greater than the ones provided by the static
methods for both the real and imaginary parts. Due to the limitation of the power
provided by the exciting shaker, the characterization is only possible up to a frequency
of 600 Hz. In order to extend the elasticity modulus towards higher frequencies, the ex-
perimental real and imaginary parts are approximated by a linear regression (labelled as
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Figure 5.18: Comparison of the Young's modulus obtained with di�erent characterization
techniques for the foam sample E: (a) real part, (b) imaginary part.

E(f) linear) and extrapolated to the high frequency range. The orange pointed line in Fig-
ure 5.17 (Poroelastic (4)) represents the calculated insertion loss curve for the poroelastic
formulation with this linearized elasticity modulus from the dynamic characterization.
The average deviation to the experimental reference increases up to 22.9%. Out of the
curve progression, one can conclude that the determined Young's modulus is too sti�.
The almost constant insertion loss value above 800 Hz suggests that the system does not
behave like a spring-mass system anymore, but as a single plate with augmented mass.
Additional investigations and modi�cations in the dynamic characterization methodology
are still necessary to achieve the desired accuracy level and to obtain a reliable prediction
of the elasticity properties [149]. Further insight into this topic is given later in Section 7.2.

Soft foam in decoupled state

For all the results analyzed above there was a direct coupling at the interface between the
foam layer and the steel plate. Here, we examine the behavior of the same spring-mass
system E4 when the two components are separated through a continuous thin air gap be-
tween them. Figure 5.19 shows the measured and calculated insertion loss curves for the
decoupled state. The spring-mass resonance frequency and the total power level in this
range are again well estimated by the poroelastic model. The �rst thickness resonances
and anti-resonances are slightly visible in the measurement but cannot be observed in
the simulation results. This can be attributed to the fact that the introduction of the air
gap in the numerical model reduces the structural excitation of the foam skeleton to a
higher degree than it actually does in the experimental setup. However, because of the
vertical positioning of the system in the window test bench, it is di�cult to identify the
exact contact areas between the components. Hence, the use of a continuous air gap is
a simple solution that correctly captures the overall response of the system, including a
right prediction of the high frequency slope of the curve. Above the spring-mass reso-
nance the porous model behaves exactly like the poroelastic model, which strengthens
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the statement that the thin air layer numerically decouples the skeleton phase from the
plate. At the resonance itself, nevertheless, the use of the porous simpli�cation leads to
a large underestimation of the performance of the spring-mass system due to the missing
damping coming from the solid phase.
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Figure 5.19: Comparison of the measured and simulated insertion loss for the spring-mass
system E4 in the decoupled con�guration with di�erent material formulations.

Thus, for the decoupled setup of such a soft foam material, one may make use of the
porous formulation if some accuracy in the predicted level at the spring-mass resonance
is compromised. In return, a great saving in the computational resources with respect
to the full poroelastic model can be achieved. The required time for all the considered
poroelastic simulations with a total number of nodes between 800 thousand and one
million is of the order of magnitude of one day. The calculations were run in parallel on
four Intel R⃝ Xenon R⃝ processors E5-2680 v4 with a processor frequency of 2.40 GHz. Even
if the number of nodes remains the same for both models, the poroelastic formulation has
four degrees of freedom per node, whereas the porous model has only a single pressure
degree of freedom. As a result, the utilization of the porous model results in a reduction
of 65% in total computation time and of 55% in memory requirements. These percentages
can actually be higher if a speci�c mesh is used for the foam component in the porous
formulation. Since the velocity of the wave propagation is faster in the equivalent �uid,
the corresponding wavelength is larger than the shortest wavelength in the poroelastic
formulation (recall Figure 4.11), which allows to employ a coarser discretization without
a�ecting the accuracy. By increasing the element size of the foam component from 7 mm
to 10 mm a further reduction of 12% in computation time and 9% in memory usage is
attained.
Once more, the simpli�cation of the material behavior to its elastic constituent is not ade-
quate for the prediction of the spring-mass resonance of a system with a soft middle layer.
Apart from that, since the decoupled mounting condition reduces the energy transmitted
through the structural phase, the amplitude of the high frequency resonances decreases
in the experiment to a greater degree than in the elastic numerical model.
The introduction of the thin air gap has also an impact on the sensitivity of the model to
the elastic material parameters. For example, the average deviation for a ±10% variation
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of the elasticity modulus diminishes to 0.9%. The sensitivity to the poro-mechanical
parameters, nonetheless, remains unaltered.
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Figure 5.20: Percentage contribution to the total dissipated power of the main dissipation
mechanisms inside the poroelastic layer of the system E4 in the coupled (solid
lines) and decoupled (dashed lines) con�gurations.

It is possible to get a better understanding on the e�ect of the mounting conditions by
studying the distribution of the energy dissipation inside of the poroelastic layer. To
this end, the results obtained using the full poroelastic model with the constant material
parameters from the compression method in the two mounting con�gurations are con-
trasted. The resolution by means of the Finite Element Method enables to retrieve the
dissipated power inside the poroelastic component and to calculate separately the con-
tribution of each �ve energy loss mechanisms according to the expressions in Eq. (4.17)
to (4.22). Figure 5.20 shows the evolution over the frequency of the three main dissipation
mechanisms, that is, the viscous losses in the �uid phase, the structural damping and the
thermal e�ects, for the poroelastic model in both the coupled and decoupled setups. The
values indicate the percentage contribution of each mechanism to the total losses.
We can distinguish opposite trends for the two mounting conditions. For the coupled
con�guration (solid lines) the structural damping is the main dissipation mechanism at
almost every frequency. Conversely, the viscous losses in the �uid phase are responsible
for most of the energy dissipation when the foam is decoupled (dashed lines). The thermal
e�ects do not have a large contribution for the coupled setup, but they become the second
greatest energy sink for the decoupled state above the spring-mass resonance, reaching
values close to 20% of the total dissipated energy. As Eq. (4.20) and (4.22) indicate, the
�uid viscous dissipation and the thermal losses are exclusively related to the �uid phase.
This explains the good match between the poroelastic and the porous models beyond the
spring-mass resonance area in the decoupled con�guration. The other two dissipation
mechanisms introduced in Section 4.1, namely the viscous losses in the structure and due
to the solid-�uid coupling, have an overall negligible contribution with values below 3% for
both mounting conditions in the frequency range of interest. The total dissipated power
inside the foam component is of the same order of magnitude for the two con�gurations
and has very similar curve progression over the frequency. This result was expected since
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the two states have a comparable global performance as shown in the experimental results
in Figure 5.11.

Sti� foam in decoupled state

For the investigated sti� materials with E/h larger than 1 kPa mm−1 only the decou-
pled state has been measured. For this reason, the model employed for the numerical
calculations includes always a thin air gap between the steel plate and the foam. We
now analyze the behavior of the spring-mass system B3 on the one-square meter �at
plate. The foam layer in the numerical model is discretized with �ve layers in the thick-
ness direction of 8 mm elements, which results in a total of 363636 quadratic nodes for
the poroelastic component. We begin with a comparison of the three available mate-
rial formulations employing the elastic foam parameters determined by the compression
method. The corresponding insertion loss curves are displayed in Figure 5.21. One can
observe that the poroelastic and porous models predict correctly the frequency of the
spring-mass resonance, but the damping level at this point is not su�cient. Above this
resonance, the slope of the insertion loss curve is too steep. In the frequency range be-
tween 400 Hz and 800 Hz the measured gradient is 9.1 dB/octave, whereas the simulated
slope is 13.8 dB/octave. The poroelastic formulation also shows a thickness resonance in
the range between 800 Hz and 1250 Hz that is not distinguishable in the measured data.
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Figure 5.21: Comparison of the measured and simulated insertion loss for the spring-mass
system B3 in the decoupled con�guration with di�erent material formulations.

The solid formulation, conversely, overestimates the spring-mass resonance frequency by
one third octave band. This suggests that a softer elastic material should be represented in
the numerical model in this frequency range to improve the match with the experiment.
Moreover, the curve shape slightly di�ers from the measured insertion loss progression
in the middle frequency range. Nevertheless, quite good correspondence is found in the
frequency range between 630 Hz and 1600 Hz. On the whole, the behavior predicted by
the elastic model provides a better approximation of the foam dynamics than the other
two available formulations.
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Analogously to the study for the spring-mass E4, we next evaluate the impact of each
material parameter of the poroelastic formulation in the system response. The sensitivity
of the total response to a variation of the Young's modulus of ±10% around its nominal
value means an average deviation of 8 %, with maximum percent deviations of up to 26 %
because of the shift in the spring-mass resonance frequency. These percentages are signif-
icantly larger than for the soft foams. The poro-mechanical parameters, oppositely, yield
average deviations under 0.1%. The determinant in�uence of the solid phase in the dy-
namic behavior of the foam is also clearly identi�able in the contribution of the di�erent
dissipation mechanisms to the total power dissipation. As Figure 5.22 shows, the struc-
tural damping in the frame is the main cause for energy loss. Added to the viscous losses
in the solid phase, the dissipation mechanisms associated to the frame represent more
than 65% of the total dissipated power over the complete frequency range. The thermal
dissipation becomes the second largest contribution in the middle frequencies reaching
values up to 30%, whereas the viscous losses in the �uid phase and due to the solid-�uid
interactions have a minor impact and only reach maximum contributions of 7% and 0.8%,
respectively.
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Figure 5.22: Percentage contribution to the total dissipated power inside the poroelastic
layer of the main dissipation mechanisms inside the poroelastic layer of the
system B3.

On that account, we continue to examine how the material parameters a�ect the system
behavior for the elastic simpli�cation. The results with three di�erent sets of elastic pa-
rameters are displayed in Figure 5.23. The curve Elastic (1) has been calculated with the
properties obtained from the compression method [88], whereas for the curve Elastic (2)
the results from the resonance method [89] have been employed. The corresponding
values are given in Table 4.1. As expected, the increase of the Young's modulus from
Elastic (1) to Elastic (2) shifts the spring-mass resonance towards higher frequencies
and worsens the match with the reference measurement in the low and middle frequency
ranges. As the frequency increases, nevertheless, this model is better at predicting the
high frequency slope. The experiment has a slope of 7.9 dB/octave in the frequency range
between 600 Hz and 1600 Hz, the Elastic (1) model of 10.8 dB/octave and the Elastic (2)
model of 8.9 dB/octave. All calculated results exhibit a performance drop above 1600 Hz
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that correlates with a thickness resonance, but that phenomenon cannot be identi�ed in
the measurement.
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Figure 5.23: Comparison of the measured and simulated insertion loss for the spring-mass
system B3 in the decoupled con�guration with di�erent elastic foam parameters
for the elastic formulation: (1) compression method, (2) resonance method,
(3) frequency-dependent elasticity modulus, (4) dynamic characterization.

In order to improve the curve �t around the spring-mass resonance, we de�ne a frequency-
dependent progression of the Young's modulus based on the comparison with the exper-
imental curve. In the frequencies up to 400 Hz a softer elasticity modulus of 80 kPa
is applied to shift the resonance frequency towards lower values, whereas above 800 Hz
the elastic parameters from the compression method are used. The transition range is
de�ned by a linear interpolation between these two values. The loss coe�cient measured
of the compression method is adopted and remains constant over the whole frequency
range. The simulated results with this frequency-dependent Young's modulus are shown
in the curve Elastic (3) of Figure 5.23. The correspondence with the experimental data
is signi�cantly enhanced, reducing the average deviation to 4.5%.
In a homologous way to the previous analysis with the system E4, the elastic coe�cient
determined by the dynamic method is tested for the spring-mass system B3. In this case,
however, the material formulation employed for the foam layer is the elastic simpli�cation.
The values for E are given in Figure 4.9 in the previous chapter. The curve Elastic (4)
in Figure 5.23 shows the response of the system when the dynamic values for the Young's
modulus are employed. Anew, the elasticity values measured by the dynamic approach
lead to a numerical model that is too sti�. The limitation of the spring-like behavior
of middle layer restrains the insulation improvement of the double wall system, leading
to a response close to that of a single wall with a nearly constant insertion loss value
above 1 kHz.

5.5 Concluding remarks

In this chapter, the sound transmission through a spring-mass system attached to a steel
plate has been investigated. This kind of system presents good insulation properties and,
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therefore, �nds wide application in the industry as passive acoustic treatment. During the
product development process reliable tools for the prediction of the acoustic performance
of these systems are required. The previous sections focused on the numerical modeling
of the poroelastic middle layer of spring-mass systems. The mathematical description
of such media is a special challenge because of the interaction of the �uid and the solid
material phases. As numerous past works have pointed out, the dynamic behavior of a
poroelastic medium does not only depend on the intrinsic material properties, but also on
the coupling conditions to other components. In the current research, the in�uence of these
factors on the choice of a proper material model were analyzed. Three di�erent material
formulations were compared, namely the full poroelastic model and the simpli�cations
as a porous and as an elastic medium. The performance of each formulation and its
suitability was determined by comparing the numerical results with experimental data
obtained in a window test bench.
The �rst examined feature was the mounting condition between the foam layer and the
basis steel plate. Using the insulation measurements as reference, we observed that the
coupling condition between the basis steel plate and the spring-mass system had a re-
markable in�uence on the total response of the aggregate. This is due to the fact that
the coupling modi�es the way the acoustic energy and, therefore, the energy dissipation
are distributed between the two phases of the poroelastic layer. In order to include the
e�ect of the decoupling into the numerical setup, a thin air gap was introduced between
the steel plate and the foam layer.
The study showed that the behavior of the systems could be classi�ed into two groups
according to the foam elastic properties. For a relatively soft material such as the foam
in the spring-mass system E4, we concluded that the use of the complete poroelastic
formulation was necessary if the foam layer was fully coupled to the vibrating steel plate.
To improve the match with the resonances at higher frequencies, a larger Young's modulus
than the quasi-static value had to be used. In the decoupled setup, however, it was
possible to make use of either a poroelastic or a porous model, since the solid phase
was only noticeably excited in the range around the spring-mass resonance frequency.
The porous simpli�cation led to some overestimation of the total radiated power in that
frequency range, but it also allowed to considerably save calculation resources in terms of
memory usage and computational time. In turn, in the application for a sti�er poroelastic
material like sample B3 the structural phase became dominant, even in the decoupled
state. Under these conditions, the description of the foam as an elastic solid gave the best
approximation of the overall system behavior.
For both kinds of foams the sensitivity to changes in the poro-mechanical parameters was
low. In the example of the spring-mass system E4 it was examined the possibility to re-
place of the measured poro-mechanical properties by an averaged standard data set. The
insulation performance of the system remained nearly unaltered. Such substitution exhib-
ited therefore a great potential to reduce the characterization e�ort related to poroelastic
media. Conversely, the overall system response was more sensitive to variations in the
elastic parameters. Particularly, speci�c modi�cations of the complex Young's modulus
value resulted in a better �t with the experimental results.
A problem arose, however, in the identi�cation of proper values for the elasticity properties
in the frequency range of interest. On the one hand, we observed that di�erent characteri-
zation methods did not provide the same elastic parameters. Moreover, there was no de�-
nite conclusion on which methodology would be better suited for a given material. On the
other hand, the dynamics of the aggregate suggested the necessity of frequency-dependent



76 Evaluation of vibroacoustic models for poroelastic media

elastic properties, which are not usually available. The dynamic characterization method
introduced in Section 4.1 could deliver such frequency-dependent parameters. Neverthe-
less, the application of the resulting moduli to the complete spring-mass system pointed
to an overestimation of the modeled material sti�ness that dampened the spring-like re-
sponse of the foam. Hence, further re�nements of the material characterization techniques
are needed to improve the quality of the predictions.
Another critical aspect of the applied numerical approach was the associated high com-
putational e�ort, especially regarding the long calculation times. Due to the frequency
non-linearity introduced by the coe�cients in the poroelasticity equations (recall Eq. (4.1)
and (4.2)) classical reduction techniques cannot be applied. Several alternatives are found
to increase the performance of the resolution. As mentioned in Section 4.2, the use of
hierarchical elements largely reduces the number of degrees of freedom and, thus, the size
of the matrix system to be solved [135]. Nonetheless, hierarchical elements for poroelas-
tic components are not yet available in commercial solver software. Other possibility is
the application of the Transfer Matrix Method to describe multi-layered structures [150].
However, even with the corrections for �nite size panels and to include non-locally reacting
e�ects [118], its utilization remains restricted to �at structures, which is a major disadvan-
tage compared to the geometrical �exibility of the Finite Element Method. Alternative
options to enhance the numerical e�ciency of the Finite Element implementation can
be found in substructuring techniques like the Patch Transfer Function [129] or especial
model order reduction (MOR) methods as the parametric MOR proposed in [131]. Never-
theless, those procedures are currently in development and their application to industrial
applications is still an open question.
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Chapter 6

Combination of experimental and

numerical results in a hybrid

approach

In this chapter the main characteristics of the hybrid approach are presented. Section 6.1
begins with an introduction on the panel contribution analysis (PCA), a methodology
that identi�es the relative contribution of di�erent surfaces to the sound pressure level at
a given point. The PCA serves as the basis of the hybrid approach shortly introduced
before in Section 2.3. The mathematical framework underlying the hybrid methodology
is outlined in Section 6.2. Essential for the method is the concept of the reciprocally
determined transfer functions, that is, the transfer functions obtained when the source
and receiver positions are interchanged. In Section 6.3 several numerical models are
employed to verify the hybrid technique in a full simulative environment and to gain
some insight on the requirements for the hybridization. Finally, Section 6.4 describes
the measurement procedure employed for the reciprocal determination of the transfer
functions. The di�culties for the later integration of the experimental information with
the numerical results are also highlighted here.

6.1 Panel contribution analysis

To track down the energy �ow from a vibroacoustic source to a given receiving position
through a set of structure-borne and airborne pathways the transfer path analysis (TPA)
is commonly applied [151]. The complete vibroacoustic system is described as a source-
path-receiver model. The objective of this analysis is to assess the relative contribution
of the di�erent paths to the observation point in order to locate the dominant ones. That
way it is possible to identify weak spots in the transmission chain and to adopt the proper
measures to alleviate or eliminate these issues. Additionally, the impact of modi�cations
in the transmission paths can also be inspected in this manner [152].
The panel contribution analysis is a special application of the airborne TPA in which a
group of pathways are summarized into surfaces or panels [153]. In the automotive engi-
neering practice the focus is usually set on the evaluation of the contribution of the de�ned
areas in the interior of the vehicle to one or more reception points inside the passenger
cabin in an operational state. A standard observation position is the driver's ear. Both
the noise resulting from the panel radiation and from the acoustic leaks are considered.
Two di�erent procedures can be employed to determine the panel contributions. In the
�rst one, known as the window method, all the surfaces inside the cabin are �rst covered
with highly insulating material. Next, each partial area is sequentially uncovered and the
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sound pressure level at the point of interest is measured. Finally, the solution of an equa-
tion system delivers the contribution of each panel. This approach is quite laborious since
the complete interior of the vehicle needs to be encapsulated. Furthermore, the massive
insulating material added strongly modi�es the dynamic behavior of the structure and
the absorption properties of the passenger cabin [154].
As alternative an array-based method can be employed [155, 156]. In that case, it is essen-
tial that the sensors forming the array are capable to measure the acoustic pressure and
velocity simultaneously. The velocity determination can be conducted either indirectly
with two microphones, or directly with a special probe like the Micro�own introduced
in Section 5.3. The array-based process consists of two steps. The �rst one is called
the operational state (Figure 6.1). Here, the vehicle runs in the operational condition
of interest and the whole internal surface is scanned with the array. During the second
step the airborne transfer functions (TF) from the scanned surface areas to the receiver
are calculated (Figure 6.2). Instead of utilizing a costly direct technique to obtain the
cabin TF, it is advisable to determine the transfer functions making use of the reciprocity
principle. More details on this principle and its application are indicated in the follow-
ing Sections 6.2 and 6.4. The combination of the operational and the reciprocal results
delivers a reconstruction of the sound pressure level at the observation point and the
contribution of each panel. This PCA approach exhibits the major advantage that the
vibroacoustic system is not altered in the course of the measurement.

Figure 6.1: Measurement in operational state in a dynamic roller test bench. Di�erent noise
sources (engine, tires and exhaust system) are marked in yellow.

Figure 6.2: Measurement of the cabin transfer functions by means of a reciprocal method.

In the current NVH development process an experimental array-based PCA is particularly
employed for troubleshooting and identi�cation of weak spots. The reciprocal determina-
tion of the transfer functions inside the cabin needs to be conducted just once for a given
vehicle, whereas the operational measurements are carried out for each driving state of
interest. These include critical driving states with constant velocity as well as at constant
acceleration rates. The operational information can be obtained during road tests [157],
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but it is preferred to place the vehicle in a dynamic roller test bench in order to ensure a
higher reproducibility of the excitation conditions [158]. An advantageous characteristic
from the introduced experimental PCA is that the absorption and re�ection properties in
the interior of the vehicle are realistically captured in the cabin transfer functions. How-
ever, the current process presents the drawback that no information is available about the
vibroacoustic system on the excitation side up to the scanned surfaces, but it is regarded
as a black box (Figure 6.3). Consequently, improvement and optimization measures are
di�cult to de�ne.

Figure 6.3: Schematic representation of the current panel contribution analysis applied to
the vehicle front end.

To overcome that disadvantage we propose a hybrid approach. It combines the numeri-
cal description of the structural components with the experimental transfer functions, as
Figure 2.4 in Chapter 2 illustrates for the vehicle front end area. The sound transmission
chain is divided into its three substantial components, namely, the noise source, the main
structural components and the observation point. The link between the components is
included by means of several input and output transfer functions TFi, TFo. The main
bene�t is that every component can be independently evaluated by the most adequate
method, experimentally or numerically, based on the data at disposal at a given devel-
opment stage. The pressure distribution generated by the excitation, for instance from
the engine radiation, can either be measured at the engine test bench or be the result of
a simulation. This information is then mapped onto the interface between the excitation
domain and the structural component. By means of a numerical model the propagation
of energy through the system is calculated. Lastly, the utilization of the reciprocally mea-
sured transfer functions enables the projection of the output of the structural component
on the observation point.
This hybrid method allows for the characterization of each one of the three subsystems of
the transmission chain separately from the other two components. This independence is
an approximation of the real behavior since global interactions may be present, especially
at lower frequencies as is the case with the exhaust outlet excitation [159]. The detail level
of each component description is updated in the course of the development process as soon
as new and more accurate data are available. The comprehensive representation of the
excitation distribution on the �rewall together with the measured cabin transfer functions
allow to obtain robust acoustic predictions taking into consideration the real operational
environment of the structural component. As a result, the potential of both experimental
and numerical methods can be exploited. On the one hand, the exhaustive inspection
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of the structural subsystems by means of a numerical model enables to gain a deeper
understanding of the transmission phenomena. On the other hand, the integration with
the passenger inner cavity transfer functions automatically includes the vehicle interior
absorption and re�ection properties and weights the response of the structure to correlate
with the passenger's point of view.

6.2 Mathematical description of the hybrid method

In this section the mathematical framework underlying the array-based panel contribution
analysis is explained. The objective is to solve the Helmholtz equation for a harmonic
time dependence exp(jωt):

∇2p̂+ k2p̂ = 0 (6.1)

Using Green's second identity [160] this equation can be represented in integral form. The
pressure p̂ at an observation point x0 is then obtained as the integral over the radiating
surface S [161]:

p̂(x0) =

∫
S

[
p̂(x)

∂G(x0,x)

∂n
−G(x0,x)

∂p̂(x)

∂n

]
dS(x) (6.2)

where G(x0,x) indicates the Green's function between the observation point x0 and a
point x on the integration surface. The nomenclature employed in the application of
these expressions to the passenger cabin is speci�ed in Figure 6.4. The gradient of the
pressure on the surface can be rewritten in terms of the normal velocity v̂n according to
Eq. (3.6) as:

∂p̂(x)

∂n
= −jρ0ωv̂n(x) (6.3)

giving the rewritten Helmholtz integral equation:

p̂(x0) =

∫
S

[
p̂(x)

∂G(x0,x)

∂n
+G(x0,x)jρ0ωv̂n(x)

]
dS(x) (6.4)

The Green's function characterizes the transfer properties between the two points x0

and x. It relates the sound pressure in the �eld to the normal force per unit length F̂n(x)
acting on the di�erential surface δS:

G(x0,x) =
p̂(x0)

F̂n(x)
=

p̂(x0)

ρ0ân(x)δS
=

p̂(x0)

jρ0ωv̂n(x)δS
(6.5)

where ân is the excitation normal acceleration. Eq. (6.5) can be reformulated in terms of
the transfer function for the pressure TFp, which links the sound pressure to the excitation
normal velocity:

ρ0jωG(x0,x) =
p̂(x0)

v̂n(x)δS
= TFp (x0,x) (6.6)

Analogously, the di�erentiation of the Green's function results in:

∂G(x0,x)

∂n
=

∂p̂(x0)/∂n

ρ0ân(x)δS
=

−jρ0ωv̂n(x0)

jρ0ωv̂n(x)δS
= TFv (x0,x) (6.7)
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where TFv is the transfer function for the acoustic velocity. Introducing Eq. (6.6) and (6.7)
in Eq. (6.4) we obtain:

p̂(x0) =

∫
S

[ p̂(x) TFv (x0,x) + v̂n(x) TFp (x0,x)] dS(x) (6.8)

Figure 6.4: Nomenclature employed for the de�nition of the points and surfaces in the panel
contribution analysis applied to the passenger cabin.

The direct calculation of the transfer functions is a laborious process. A known excitation
needs to be applied at each point x of the vibrating surface, and the pressure and velocity
responses are measured at the reception point x0. However, the transfer functions can be
easily de�ned making use of the reciprocity principle [162]. Reciprocity in this context
means that the response of a linear vibroacoustic system to a disturbance is invariant
if the points of excitation and observation are exchanged. In line with this principle, a
known acoustic point source with volume velocity Q̂ is placed at the observation point x0,
and the pressure and velocity responses at the surface position x are measured. Figure 6.5
exemplarily displays the direct and reciprocal equivalent systems for the derivation of the
pressure transfer function TFp. The mathematical relations for the reciprocal calculation
of the transfer functions are given in Eq. (6.9) and (6.10). The superscript R speci�es
that the quantity is calculated from a reciprocal con�guration.

TFp (x0,x) =
p̂(x0)

v̂n(x)δS
=

p̂R(x)

Q̂(x0)
(6.9)

TFv (x0,x) =
v̂n(x0)

v̂n(x)δS
=

v̂Rn (x)

Q̂(x0)
(6.10)

vn(x)
p(x0)

δS

ˆ
ˆ

(a)

pR(x)

Q(x0)ˆ

ˆ

(b)

Figure 6.5: Application of the reciprocity principle to calculate the Green's function: (a) di-
rect state, (b) equivalent reciprocal state (adapted from [162]).
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For real applications, the scan process on the inner surface is not continuous, but takes
place at a discrete number of points N . Because of this, the integral in Eq. 6.8 is approx-
imated by a summation as:

p̂(x0) ≈
N∑
i=1

[
p̂(xi)

v̂Rn (xi)

Q̂(x0)
+ v̂n(xi)

p̂R(xi)

Q̂(x0)

]
∆Si (6.11)

where the index i refers to a scanned point with an associated partial surface ∆Si. The
transfer functions reciprocally calculated serve as weighting factors of the vibroacoustic
response at each point of the surface S with respect to the observation point x0.
Recalling the experimental panel contribution analysis exposed in the previous Section 6.1,
the measurement of the quantities p̂(xi) and v̂n(xi) occurs during the operational step at
the desired working state, whereas the pressure p̂R(xi) and the normal velocity v̂Rn (xi) are
acquired in the course of the reciprocal step. In the pursued hybrid approach the opera-
tional information is provided by the numerical model, while the reciprocal data remains
the result of measurements. As aforementioned, the major advantage of the utilization
of experimental transfer functions is that the absorption and re�ection properties of the
cabin are automatically included. This way, the explicit modeling of the vehicle cabin is
avoided, thus reducing the size of the problem to be solved.

6.3 Numerical veri�cation

Before proceeding with the hybridization some preliminary analyses with the help of nu-
merical models have been conducted. Those tests served to verify the algorithms that are
later used for the hybrid integration as well as to identify the limitations and requirements
of the approach.

Force

Plate

Scan
points

x0

Free radiationWall

Wall

s

(a)

x0

Rigid screen

Plate

(b)

Figure 6.6: Two-dimensional representation of the model employed for the numerical veri�-
cation of the adapted panel contribution analysis: (a) side view, (b) front view,
the area covered by rigid screen is marked in orange.

To that end, di�erent Finite Element models with increasing geometrical complexity were
prepared. The procedure is demonstrated in this section using the example setup displayed
in Figure 6.6. A 0.76 mm thick steel plate with an inclination angle of 45◦ is excited by a
point force of magnitude [1;0;2] N. The material properties are indicated in Table 4.3. The
opposite face of the plate is connected to a �uid medium into which it radiates. Inside the
�uid domain an observation point in the position x0 has been de�ned. The objective of the
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test is to reconstruct the sound pressure level (SPL) at the observation point according
to Eq. (6.11). For that, the simulation of the operational and the reciprocal state are
required. A microphone located at the receiver point for the operational con�guration
provides the reference SPL. The excitation for the operational setup is the point force,
whereas to model the reciprocal con�guration a volume velocity source of strength 1 m3 s−1

is located at the receiver position x0. Above the radiating panel an auxiliary grid is de�ned
to record the pressure and velocity results during both con�gurations in an analogous way
to the PU-probes array applied in the experiments. The spacing between two scan points
of the auxiliary coupling grid is designated as s.
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Figure 6.7: Comparison of the simulated and the reconstructed sound pressure level for free
radiation with di�erent discretizations.

First, the receiving �uid domain is unbounded, that is, the vibroacoustic waves radiate
freely. This is achieved by the numerical extension of the �nite �uid domain with the help
of in�nite elements on its outer layer (green line in Figure 6.6a). An important feature
is to determine the minimum spacing s necessary to properly reconstruct the pressure
level. The study by Ouisse et al. in [128] indicated that the auxiliary coupling area
should be discretized with a minimum of a half-wavelength λ/2 size. Figure 6.7 displays
the reconstructed SPL using di�erent values for the spacing s, namely, 100 mm, 50 mm
and 25 mm. In line with the aforementioned λ/2 criterion the needed discretization
at the maximum frequency 2.24 kHz would be 77 mm. However, we can observe that
the 100 mm discretization already diverges from the reference at approximately 1.1 kHz,
which corresponds with a λ/3 criterion. Some deviations can also be noticed for the
spacing with 50 mm at the high frequency range. Nonetheless, the di�erences with respect
to the 25 mm reconstruction remain limited and the overall trends are correctly met. Later
investigations with the experimental setup did not show any deviations between the two
�ne discretizations in the frequency range of interest. Therefore, a spacing of s = 50 mm
is selected in the next chapter for the integration with the experimental results.
The next analysis should verify the impact of boundaries applied on the receiving �uid
domain. Figure 6.6b illustrates the second con�guration in which on nearly two thirds
of the outer �uid surface a rigid screen restricts the free radiation. The reconstruction
of the sound pressure level works satisfactorily and the same conclusions on the required
discretization spacing as before are drawn. Another interesting aspect is the possibility
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to merge the results from the operational simulation in the free radiation setup with
the reciprocal transfer functions when the rigid screen is present. This combination is
equivalent to the assumption that the modi�cations in the receiver �uid only have a
marginal impact on the dynamic behavior of the structural system. In Figure 6.8 the
calculated SPL of the covered state (Screen-Screen) is compared to the reconstruction
obtained by the combination of uncovered operational and covered reciprocal states (Free-
Screen). The agreement between the two curves and the correlation with the reference
curve con�rm that such merging of free radiation and restricted setup provides the desired
accuracy in the prediction of the sound pressure level.
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Figure 6.8: Comparison of the simulated and the reconstructed sound pressure level for the
con�guration with a rigid screen and a spacing of s = 25 mm.

This mixed combination can be implemented further on in the integration of numerical and
experimental results. According to the previous results, the calculation of the operational
state by means of a simulation can be conducted in a conventional free radiation setup.
Later, the integration with the reciprocal transfer functions determined in the actual
application environment allows for the automatic inclusion of the properties of the real
boundary conditions.

6.4 Reciprocal measurement of the transfer functions

The present section focuses on the measurement procedure for the determination of the
transfer functions inside the passenger cabin. First, the main steps are outlined, highlight-
ing the particularities of the reciprocal method. After that, some especial considerations
for the later integration with the numerical results are indicated.
Since the experimental approach is based on the reciprocity principle, the source is lo-
cated at the receiver point for the measurement of the transfer functions between the
vibrating surfaces and the point of interest. As excitation we have employed the middle
and high frequency volume source from LMS Siemens. This is a monopole volume accel-
eration source that allows to measure acoustic transfer functions in the frequency range
from 150 Hz to 10 kHz [163]. The source is equipped with an internal reference sensor
that registers the volume acceleration Q̇ = dQ/dt during the measurement. In order to
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get the required volume velocity Q, the acceleration needs to be integrated over time.
Because of the harmonic time dependence of the excitation, the relation is:

Q =
1

jω
Q̇ (6.12)

Next, the scan surfaces on the radiating object are de�ned. For the investigations we make
use of a body in the shape of a hexahedron in which the front, the top and the bottom
surfaces are vibrating. More information about this geometry is given in Section 7.1. The
array of PU-probes that is employed contains twenty probes arranged in a 4 × 5 grid that
cover a total area of 20 cm × 25 cm. Therefore, the surface of the test object should be
divided into partial areas of roughly the same size as the scan array. More details on the
PU-probes were given in Section 5.3.

Figure 6.9: Measurement setup for the reciprocal determination of the transfer functions.
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Figure 6.10: Numbering sequence employed for the positions of the PU-probes on the front
surface: in blue for the measurement, in green for the numerical model.

An example of the distribution of the array positions has been highlighted in red in
Figure 6.9. Here, eight di�erent positions were employed to scan the complete front surface
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of the object. In Figure 6.10 the array positions are marked by the thick lines, whereas the
�ne lines delimit the area associated to each PU probe. For the top and bottom surfaces
of the object six array positions were de�ned, as illustrated in Figure 6.11.
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Figure 6.11: Numbering sequence employed for the positions of the PU-probes on the top
and bottom surfaces: in blue for the measurement, in green for the numerical
model.

A decisive factor to make possible the integration of the results is that these array posi-
tions must be coincident with the locations used in the operational state. Additionally,
a coherent numbering sequence of the scan points needs to be de�ned. The numbers
assigned during the experiments are derived from the measurement sequence and every
array position has an internal numbering up to 20. Conversely, the grid in the simulation
follows a numbering sequence in rows. In Figures 6.10 and 6.11 the two numbering ap-
proaches are indicated for a few probe positions. Therefore, previously to the integration
step in the hybrid method, a careful conversion of one numbering system to the other will
be needed.
In the experimental procedure each array position is measured during 10 seconds and
the results are later averaged. Including the time involved for the repositioning of the
PU-probes array, one minute for each partial surface is necessary. In total, approxi-
mately 20 minutes are necessary to complete the scanning operation. Lastly, one must
take into consideration that the measured quantities are complex numbers. Since the mea-
surement is not conducted at once, but sequentially one array position after the other, a
channel in a static location is required in order to have a constant reference for phase shift.
For the evaluation of the quotients pR(xi)/Q(x0) and vn

R(xi)/Q(x0) in Eq. (6.11) the sig-
nal from the acoustic source is employed as phase reference. This issue is not present in
the simulation results since all quantities are retrieved simultaneously and already have
the same phase reference.
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Chapter 7

Simpli�ed model of the vehicle front

end

The prediction of the sound transmission through a system of higher complexity is the
objective of the current chapter. The investigations shown below aim to apply all the
work and conclusions discussed in the previous chapters to an environment closer to the
real front end of a vehicle. A simpli�ed model of the �rewall with instrument panel is �rst
introduced in Section 7.1. After that, the results calculated with the numerical model
are contrasted to the data measured in a window test bench. Because of the interaction
of the sound package with a closed air volume, other noise reduction properties of the
poroelastic noise control treatments like absorption can be inspected. Consequently, in
this chapter not only the acoustic performance of a two-layered spring-mass system has
been inspected, but also one-layered absorbers and three-layered spring-mass systems with
absorber have also been examined in Section 7.2. Some of the results shown here were
partially published in [164]. Next, in Section 7.3 this simpli�ed con�guration is employed
to put the hybrid approach into practice. The real excitation of the experiments and the
transfer functions inside the reception domain are combined with the simulation model of
the front section as de�ned in the hybrid method. Again, the reference data was obtained
from measurements of the complete system in the window test bench. At the end of the
chapter the main �ndings are summarized with special emphasis on the potential and
limitations of the proposed hybrid approach.

7.1 Description of the simpli�ed model

The object de�ned for the analyses is a simpli�ed model in which all the essential com-
ponents of the front section of a car are present. This mock-up has a hexahedral shape
with the dimensions 0.85 m × 0.4 m × 0.5 m, as Figure 7.1a illustrates. The two smaller
lateral walls (brown) are structurally and acoustically rigid and represent the side walls
of the car. They build the support on which a three-faced cover made of a thermoplastic
PlexiglasR⃝ is �xed. The material for these surfaces is 1.5 mm thick and has been selected
to match the properties of the real vehicle dashboard in terms of mass density per unit
area. On the remaining large surface there is an opening of size 0.85 m × 0.43 m in which
we reproduce the �rewall with a 0.75 mm thick steel plate (grey), a typical thickness
in the vehicle construction. All six faces together enclose an air cavity. The system is
installed in a window test bench in such a way that the steel plate is located in the par-
tition wall between the two rooms (see Figure 7.2). The plastic cover and the air cavity
are completely inside the semi-anechoic room. For veri�cation purposes a con�guration
without the steel plate has also been considered and is further on referred to as open
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state. Figures 7.2a and 7.2b display the system installed in the window test bench in the
open and closed con�gurations, respectively.
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Figure 7.1: Schematic representation of the simpli�ed front car end model: (a) isometric
view with dimensions, (b) side view of the numerical model with a three-layered
acoustic package and including the sending and receiving �uids. Note that the
thicknesses are not scaled.

A pressure �eld is the excitation that acts upon the system, either applied directly on
the steel plate or on the opening surface of the cavity, depending on the con�guration
setup. The acoustic energy propagates inside the air cavity and induces vibrations in the
plastic cover, which lastly radiates into a semi-free �eld environment. The total radiated
sound power through the cover is retrieved. During the measurements the three outer
surfaces are scanned in the near �eld with the help of the PU-probes array according to
the procedure explained in Section 5.3. The pressure and normal velocities are recorded
at a total of 400 points, and the radiated power can be calculated as speci�ed in Eq. (5.5).
In the numerical models this quantity is obtained on the outer surface of the receiving
�uid (marked in green in Figure 7.1b).
For the simulation model we have used two di�erent excitation de�nitions depending
on the application. Firstly, for the comparison of the simulated and measured states in
Section 7.2 we employ an incident di�use �eld homologous to the one utilized before in
Chapters 3 and 5. For the representation of the open state, nevertheless, it is no longer
possible to de�ne the incident pressure �eld directly on the surface of the enclosed �uid,
but it requires a semi-in�nite �uid. For this reason the explicit modeling of the sending
�uid volume is required, as Figure 7.1b shows. Analogously to the description of the
receiving �uid, the sending �uid is formed by a �nite domain with in�nite elements on
its outermost layer (marked in red). On this outer surface of the �nite sending �uid the
di�use excitation can be speci�ed. The results included in that section are evaluated in
terms of the insertion loss (recall Eq. (5.1)), so it is not decisive to employ the same
excitation level in the simulations as in the measurements since the system is working in
the linear regime. However, the pressure �eld must remain constant for all the examined
states. To facilitate the comparability of the open and closed con�gurations, the same
sending �uid is used when the steel plate is present.
Secondly, in Section 7.3 we proceed with the implementation of the hybrid approach. The
required output of the numerical model are the pressure and normal velocity �elds on
the surfaces of the plastic cover, which are later combined with the reciprocal transfer
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(a) (b)

Figure 7.2: The simpli�ed vehicle front end installed in the window test bench for the exper-
imental investigations: (a) open state, (b) closed state.

functions. Therefore, here the fact that the distribution and the level of the excitation
are exactly the same as in the measurement plays an important role. Only this way it can
be ensured that the magnitude of the responses matches. To that end, the real incident
pressure acting on the steel plate was �rst scanned on the reverberation chamber side
with the PU-probes array. Then it is applied on the input surface of the plate in the
numerical model as detailed later in Section 7.3.

Component Element type Order Max. size Nr. nodes

Plate Solid shell 2nd 6 mm 73150

Heavy layer Solid shell 2nd 6 mm 73150

Cover Solid shell 2nd 6 mm 218014

Air cavity Hexa/Tetrahedral 1st 17 mm 240370

Sending �uid Hexa/Tetrahedral 1st 17 mm 47873

Receiving �uid Hexa/Tetrahedral 1st 17 mm 143443

Table 7.1: Details of the numerical model for the cavity con�guration.

The Finite Element model for the numerical investigations includes all the structural
components introduced in the experimental setup (see Figure 7.1b). The steel plate and
the plastic cover are modeled with solid shell elements. The displacements of the nodes
on the outer edges of the structural parts are restricted in the direction of the thickness
to represent the simply supported boundary conditions of the test bench. Inside the
structure, the enclosed air cavity is discretized with hexahedral and tetrahedral elements
that have a single pressure degree of freedom per node. The four large faces of the
�uid cavity are directly coupled to the plate and the plastic cover to enable the energy
transmission, while on the two rigid side walls a zero normal velocity is imposed to ensure
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the perfect re�ection of the acoustic waves. Regarding the acoustic treatments, one-
layered (foam), two-layered (foam and heavy layer) and three-layered (foam, heavy layer
and absorber) systems are investigated. The heavy layer is discretized with solid shell
elements. The mesh information of the foam components is indicated together with the
corresponding results since the requirements vary from one poroelastic material to the
other. The details on the element type and order, maximum element size and number of
nodes of the di�erent components are summarized in Table 7.1.
The values of the material properties for the di�erent components have been indicated
previously in Tables 4.1, 4.2, 4.3 and 5.1. The properties of the plastic Plexiglas R⃝ cover
are provided in the manufacturer's data sheet [165]. The modeled material has a Young's
modulus E = 3.3e9 Pa, a Poisson's ratio ν = 0.37, a mass density ρs = 1190 kgm−3, and
a structural damping coe�cient ηs = 0.2.
Before examining the vibroacoustic behavior of the poroelasatic sound packages, the com-
parability between the measurements and the simulations is checked. To this e�ect, a sys-
tem with only structural and acoustic components is studied. We make use of the plastic
cover geometry in open and closed con�gurations, that is, if the steel plate is removed
and when the plate is used to complete the enclousure. Among the analyzed parameters
we have highlighted the boundary conditions of the structural components and the �uid
damping inside the air cavity η0. This damping is introduced as the imaginary part of
the sound speed c0 [33]:

c0 = cr + j ci = cr (1 + j η0) (7.1)

The results are evaluated in terms of the insertion loss, that is, the di�erence of the total
radiated power between the open con�guration and the closed state. The resolution of
the system using four parallel IntelR⃝ Xenon R⃝ processors E5-2680 v4 at 2.40 GHz in the
open and closed con�gurations took 13 and 15 hours, respectively.
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Figure 7.3: Comparison of the measured and simulated insertion loss for the cavity con�gu-
ration with di�erent damping values of the air inside the cavity η0.

The analyses have shown that the boundary conditions of the structural components only
slightly modify the results in the frequency range below 100 Hz. On the contrary, the �uid
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damping inside the air cavity is the most signi�cant parameter for the middle and high
frequency results. In Figure 7.3 we compare the narrow band response of the experiment
and the simulations in the frequency range between 300 Hz and 750 Hz for di�erent
�uid damping values, namely, 0%, 0.25% and 0.5%. The overall correspondence with the
measured insertion loss curve is good, with a few exceptions at the total level of some
minima and maxima. The in�uence of the �uid damping is distinguishable at the cavity
resonances, whose mode shapes have been included next to each peak in the diagram.
These resonances are especially strong for the closed con�guration and, consequently,
more sensitive to the �uid damping. For the peaks at approximately 420 Hz and 490 Hz
the undamped system η0 = 0% gives the best correspondence to the measured results.
But for the [2 1 0] and [3 0 0] cavity eigenmodes at 603 Hz and at 615 Hz the best match is
obtained with a damping value of 0.5%. At the 695 Hz resonance and above that frequency
a 0.25% �uid damping yields the closest approximation to the experimental data. Out
of this analysis a frequency-dependent damping pro�le for the cavity air is de�ned and
applied to all further models. We employ an undamped inner �uid up to 500 Hz, a
damping coe�cient of 0.5% between 500 Hz and 690 Hz, and a 0.25% damping value above
this frequency. The di�erences of this damping pro�le with respect to a constant value
are minimal at most frequencies. However, once the pro�le has been de�ned, its use does
not imply any additional computational e�ort and slightly improves the correspondence.

7.2 Comparison of numerical and experimental results

In this section we make use of the cavity con�guration to analyze the behavior of several
noise control treatment concepts. The goal is to assess the suitability of the poroelastic,
porous and elastic material formulations presented in Chapter 4. The conclusions from
Chapter 5 concerning the modeling of spring-mass systems on a one-square meter �at
plate are extended to a more complex setup. Moreover, the absorbing characteristics of
sound packages are also investigated. The performance of each noise control treatment is
evaluated in insertion loss terms using the cavity closed with the steel plate as reference.
The following results have been averaged in third octave bands to improve the legibility.

One-layered system: Absorber

The �rst examined concept is a single layer of poroelastic material, commonly referred to
as absorber because of its good noise absorbing properties. This 25.9 mm thick layer is
made of the foam material F, whose properties are included in Tables 4.1 and 4.2. It is
a relatively sti� foam with a low damping value, and its surface is open-pored, meaning
that the air can penetrate and go through the layer.
The poroelastic foam is discretized with six layers in the thickness direction of 8 mm
quadratic elements, resulting in a component with 162148 nodes. The absorber layer can
be located at di�erent positions inside the cavity. Firstly, the material is situated on
the inner side of the cover front surface, as the small sketch accompanying Figure 7.4
illustrates. The foam is attached to the plastic cover with double-sided adhesive band.
The calculation time for the complete system with the poroelastic formulation amounted
to 22 hours using four parallel IntelR⃝ Xenon R⃝ processors E5-2680 v4 at 2.40 GHz. Fig-
ure 7.4 shows the insertion loss results measured in the window test bench next to the
numerical calculations with the di�erent tested material formulations. The frequency re-
sponse of the poroelastic and the porous models develop in line with the trend of the
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Figure 7.4: Comparison of the measured and simulated insertion loss for the absorber mate-
rial F placed on the inner front face of the plastic cover with di�erent material
formulations.

experimental data. The system with the poroelastic formulation has slightly higher in-
sertion loss values in the frequency range between 160 and 1250 Hz than with the porous
simpli�cation. The o�set between the results of these two models can be explained be-
cause of the direct coupling of the noise control treatment to a vibrating panel. The
increase of the structural damping that the foam layer introduces in the plastic cover is
only considered in the poroelastic model, but not in the porous one. This e�ect can also
be observed in the vibrational energy of the plastic cover. When applying the poroelastic
model, the mean squared velocity of the component is reduced because of the contribu-
tion of the foam to the structural damping. However, the di�erences between the two
formulations and the measurement are quite small. It is not feasible to determine which
formulation is closer to the real behavior and, consequently, which of the two is the best
suited for this application. The modeling as an elastic solid is missing the main dissipation
factor, namely the energy losses by absorption. Therefore, this model underestimates the
total impact of the foam layer.
For a second con�guration the same absorber layer is divided into two pieces of equal
size that are placed on the rigid side walls of the cavity (sketch included in Figure 7.5).
The direct coupling to a rigid backing strongly reduces the displacement of the foam
solid frame. For this reason the poroelastic and the porous formulations behave similarly
above 200 Hz, as the insertion loss values in Figure 7.5 display. Under such circumstances,
the use of the porous simpli�cation is recommended because it results in a reduction of the
number of degrees of freedom per node of the foam component from four to just one DOF.
As a result, 20.4% of the computational time and 14.9% of the memory resources can
be saved, which is a considerable improvement. Both the poroelastic and the porous
formulation are suitable for this con�guration. The elastic simpli�cation has a di�erent
curve progression than the measurement above 315 Hz because, as aforementioned, this
model does not include the absorption e�ects that are dominant in the middle and high
frequency ranges.
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Figure 7.5: Comparison of the measured and simulated insertion loss for the absorber ma-
terial F placed on the inner faces of the rigid side walls with di�erent material
formulations.

Another modeling approach has also been tested. In Section 4.2 we introduced the semi-
analytical description of a poroelastic media as an impedance boundary condition. Be-
cause the absorber layer is situated on the boundaries of the �uid cavity and is not at-
tached to any vibrating structure, this method can be employed. The simulated response
is labeled in Figure 7.5 as Impedance. Only small deviations with respect to the poroe-
lastic and porous results are observed. These can be attributed to the missing in-plane
e�ects, since the impedance boundary condition exclusively reproduces a locally reacting,
one-dimensional response. The computational time is reduced an additional 18.0% with
respect to the porous simpli�cation. All things considered, the impedance modeling also
provides an accurate representation of the foam for this application.
We can state that the poroelastic formulation gives reliable results for the description of
absorbing layers. Additionally, if the foam component is located on a rigid wall, the choice
of the porous simpli�cation or the impedance boundary condition mean a large reduction
of required computational resources without a�ecting the accuracy of the results.

Two-layered system: Spring-mass system

Regarding the representation of two-layered systems, the same division into soft and sti�
foams from Chapter 5 is applicable. We must point out that at 1600 Hz the radiated power
reaches the minimum measurable level by the PU-probes over the background noise. As
a consequence, the obtained information is not reliable above this frequency and has been
removed from the measured results displayed here.
We begin the study with the spring-mass system C2, which contains a foam classi�ed as
soft. The FE foam component contains 207921 nodes distributed in six layers of quadratic
elements with 7 mm lateral length. In Figure 7.6 the insertion loss curves obtained
from the numerical models are compared with the experimental data. For this relatively
soft foam we notice that the poroelastic formulation best �ts the measured data over
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Figure 7.6: Comparison of the measured and simulated insertion loss for the spring-mass
system C2 with di�erent material formulations.

the complete frequency range, as already indicated in Section 5.4. This material model
gives an accurate prediction of the two important design criteria for spring-mass systems,
namely, the spring-mass resonance and the slope at high frequency. The porous model,
on the one hand, underestimates the performance at the spring-mass resonance since the
damping of the foam skeleton is not included. On the other hand, it overestimates the
high-frequent behavior because the transmission of energy to the heavy layer is not as
e�ective in the porous model as it is in reality. Conversely, the absence of the �uid phase
in the elastic simpli�cation notably reduces the bulk sti�ness of the aggregate, which
results in a shift of the complete curve towards lower frequencies.
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Figure 7.7: Comparison of the measured and simulated insertion loss for the spring-mass
system A2 with di�erent material formulations.
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The spring-mass system A2 contains a sti� foam with a elasticity modulus per unit thick-
ness of E/h = 4 kPa mm−1. The poroelastic material A is discretized with 6 mm elements
in four layers in the thickness direction, which gives 198643 nodes altogether. All other
components, including the heavy layer, remain the same as in the previous con�guration.
Figure 7.7 presents the measured insertion loss values and the numerical results for the
system A2 with the di�erent material formulations. Opposed to the previous example, the
results of the elastic model come closest to the experimental data. Moreover, the overall
trend is correctly captured. The curve progression obtained with the poroelastic descrip-
tion also exhibits a good prediction of high frequency slope. Nonetheless, the insertion
loss level is too low and the frequency of the spring-mass resonance is too high. This
curve shift towards higher frequencies is indicative of an overestimation of the material
sti�ness. The unsuitability of the porous simpli�cation for the modeling of spring-mass
systems has been explained above.
Next, the study of the vibroacoustic performance of the spring-mass system B3 follows,
whose middle layer is a sti� foam too. This system was previously analyzed in detail in
Section 5.4 on the one-square meter plate. The same discretization has been applied as
before, namely, �ve layers of 8 mm quadratic elements, giving a total of 138120 elements.
In Figure 7.8 the results from the numerical models calculated with the three material
formulations are displayed together with the experimental information. In this particular
case the measured data are only available above 200 Hz. To determine the radiated power
of the system an intensity PP-probe was used that was only calibrated over that frequency.
In general terms, we can identify the same trends as for the results earlier obtained
in the one-meter square con�guration. The poroelastic model works slightly better in
the frequency range around the spring-mass resonance. However, the high frequency
slope predicted by the poroelastic and the porous formulations is too steep. The elastic
simpli�cation is the model closest to the overall curve progression, but presents a shift of
the spring-mass resonance towards higher frequencies. This feature again suggests that a
softer material may be required in the numerical setup of an elastic model in the low and
middle frequency ranges.
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Figure 7.8: Comparison of the measured and simulated insertion loss for the spring-mass
system B3 with di�erent material formulations.
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In an analogous way to the investigation for the one-square meter geometry, we now em-
ploy the values of the manually adjusted frequency-dependent Young's modulus that gave
the best agreement. The calculated results are labeled as Elastic (3) in the graph. It
is worth mentioning that the use of this frequency-dependent elasticity modulus derived
from the �at con�guration signi�cantly improves the prediction in the cavity setup too.
In case that the striven characterization method for the frequency-dependent elastic pa-
rameters is not attainable, this fact implies that the e�ort to �nd the adequate material
parameters may be carried out for a simpler setup such as the �at square plate. Later,
the derived results can be applied to model systems of higher geometrical complexity.

Three-layered system: Spring-mass system with absorber

The last sound package concept examined is built by combination of the two former
systems. A three-layered system D2F is formed by placing an absorbing layer of the
material F on the heavy layer of the spring-mass system D2. A sketch of the complete
setup was previously displayed in Figure 7.1b. The synergy of insulation and absorption
properties can be an advantageous solution in many applications. Nonetheless, its indus-
trial use is limited because of the great space and weight requirements. Due to the high
acoustic performance of this system, the radiated power is masked by the background
noise already at the middle frequencies and the experimental results can only be reliably
evaluated up to 800 Hz. Thus, the comments on the following paragraphs are limited to
this frequency range.
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Figure 7.9: Comparison of the measured and simulated insertion loss for the spring-mass
absorber system D2F with di�erent material formulations.

Based on the �ndings of the one- and two-layered systems examined above, the material
formulation for each of the two poroelastic layer is chosen. The middle layer of a spring-
mass system can either be modeled as a poroelastic or as an elastic medium, depending
on its elastic frame properties. In turn, the absorber layer may be described with a
poroelastic or a porous model according to the coupling conditions. The simulations have
been conducted with the corresponding numerical models for the combination of these
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material formulations for the two foam layers. A selection of the results is depicted in
Figure 7.9 next to the measured reference data. The designation of the curves for the
numerical models indicates the material formulation chosen for the middle spring layer
and for the absorber.
Firstly, the behavior of the absorber layer is examined by comparing the results under
Poroel.+Poroel., con�guration in which the two foam layers are modeled as poroelastic
media, and Poroel.+Porous, setup with the absorber layer as porous material. We can
identify the same trends as we observed before for the absorber layer placed on the vi-
brating plastic cover. Above 315 Hz the poroelastic model predicts a higher insertion loss
value because the solid foam frame adds structural damping, which increases the total
power dissipated by the whole system. This behavior points to an interaction between
the structural vibration of the heavy layer and the skeleton of the foam when using the
poroelastic material model. Nevertheless, the di�erences between the two models in the
red and blue curves and with respect to the measurements are too small to give a reliable
statement on which model is more suitable to represent the real state.
Secondly, the middle layer of the spring-mass system contains a foam that is classi�ed
as a relatively soft material. Keeping the absorber layer as a poroelastic medium, we
include the description of the spring foam using the elastic formulation, which is labeled
as Elastic+Poroel. in Figure 7.9. Analogously to the conclusions for the soft foams
formerly drawn, the elastic formulation incorrectly predicts the system dynamics. This
model is not adequate for the representation of the performance of the middle foam since
the major contribution to the total behavior, that is, the sti�ness of the �lling air is
neglected. Therefore, the simulation results display a behavior corresponding to a softer
foam than it actually is, with a curve shift towards lower frequencies.
In short, in three-layered systems the appropriate selection of the material model for the
middle layer is decisive to obtain a correct overall prediction. In contrast, the in�uence
of the chosen material model for the absorber layer is less critical. Besides that, in future
measurements either a higher excitation level or another measurement technique should
be employed in order to enable the experimental data acquisition at higher frequencies.

7.3 Integration of the numerical front end model with

measured transfer functions

In this section, the previous numerical model is combined with experimentally deter-
mined information according to the hybrid approach introduced in Chapter 6. The main
objectives aimed for are the validation of the hybridization technique as well as the identi-
�cation of its limitations. Figure 7.10 shows the general work�ow with the three principal
subsystems of the sound transmission chain. They include the excitation side, the struc-
tural components, and the reception side. In the next paragraphs we go into detail about
each one of them.
The con�guration employed for the investigations is displayed in Figure 7.11. The sim-
pli�ed front end model employed in the former sections constitutes the main structural
component. Again, the system is installed in the opening of the window test bench, mean-
ing that the pressure excitation is originated in the reverberation chamber and impinges
on the steel plate. The system transmits the vibroacoustic energy into the semi-anechoic
room, in which two di�erent boundary conditions have been analyzed. First, the system
can freely radiate without constraints in the semi-anechoic room. Second, a rigid screen
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Figure 7.10: Work�ow of the hybrid approach: (a) measurement of the input pressure dis-
tribution, (b) simulation of the sound transmission through the structural com-
ponents, (c) reciprocal measurement of the reception transfer functions.

partially covers the cavity, thus preventing the free radiation. The dimensions of the
three-sided screen are indicated in Figure 7.11a.
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Figure 7.11: Con�guration employed for the application of the hybrid approach including the
rigid screen; (a) schematic representation with dimensions, (b) picture of the
system installed in the window test bench.

In this setup the results are not evaluated in terms of the total radiated power or the
insertion loss as before, but the prediction of the sound pressure level (SPL) at a given
point is pursued. In order to obtain a reference data set, a microphone was placed
at the chosen position M1 in front of the structure as shown in Figure 7.11. Under
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the operational excitation from the reverberation chamber, the resulting SPL was then
measured for the con�gurations with and without the rigid screen.
In the framework of the hybrid methodology, the excitation applied to the numerical
model should be as close as possible to the real one. Since we are aiming to predict the
absolute value of the sound pressure level, it is decisive that the input information of
the simulation matches spatially and in total level the actual excitation. To acquire the
incident pressure distribution, the surface of the steel plate on the reverberation chamber
side was scanned with the help of the PU-probes array as depicted in Figure 7.10a. Eight
array positions, that is, 120 measurement points were needed to cover the complete area.
The measured pressure distribution p̂in serves as the input excitation for the simulation.
A special kind of boundary condition available in ActranR⃝ called BC_Mesh permits to
de�ne a distributed pressure �eld on the free faces of a structural component [166]. This
avoids the explicit modeling of the sending �uid. Figure 7.12 exemplarily displays the
pressure distribution applied on the numerical system at 725 Hz.

Figure 7.12: Measured input pressure distribution at 725 Hz applied on the plate of the
numerical model. The pressure values are indicated in dB.

The sound transmission through the structural component is calculated by means of the
numerical model. In this �rst study, only the steel plate, the �uid cavity and the plas-
tic cover were considered, but no acoustic treatments were included in the model. The
later evaluation of the sound pressure level at the point of interest x0 requires that the
operational and reciprocal variables are known at the same positions xi of the integration
surface, as Eq. (7.2) indicates. This equation recalls Eq. (6.11) in which additionally the
subscripts S and M have been introduced to explicitly designate the quantities obtained
in the simulations and in the measurements, respectively. In order to recover the pres-
sure p̂S(xi) and normal velocity v̂Sn (xi) values in the numerical environment, a grid of
saving points is de�ned over the three surfaces of the plastic cover, which is schematically
represented in Figure 7.10b. The position of these points coincides with the location of
the PU-probes in the experimental procedure.

p̂(x0) ≈
N∑
i=1

 p̂S(xi)

{
v̂Rn (xi)

Q̂(x0)

}M

+ v̂Sn (xi)

{
p̂R(xi)

Q̂(x0)

}M
∆Si (7.2)

The next step consists in the experimental determination of the reception transfer func-
tions following the reciprocal technique presented in Section 6.4. To this e�ect, an acoustic
source of known strength Q̂ is placed at the desired point of observation x0. The response
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of the surrounding �uid is measured on the outer surface of the structural component
with the PU-probes array (Figure 7.10c). The quotients p̂R(xi)/Q̂(x0) and v̂Rn (xi)/Q̂(x0)
are the results of this operation. In the current application the measurement process was
repeated for both boundary conditions, with and without the rigid screen.
Finally, the numerical and the experimental data are merged according to Eq. (7.2). This
reconstructed sound pressure level at x0 can be compared to the reference SPL that
was directly measured on the complete system. We begin with the analysis of the free
radiating con�guration. Figure 7.13 shows the narrow band progression of the pressure
level at the observation point. In general, the overall tendency is properly predicted. The
correspondence between both curves in the low and middle frequency ranges is very high,
with just some discrepancies in the level of certain peaks. As the frequency increases,
the trends still match, but these deviations become larger. Especially the maximum
and minimum levels of the reconstructed signal are much sharper than in the measured
curve. This is attributable to the fact that the simulation of the structural subsystem
is calculated by a direct method for discrete frequency values, whereas the experiment
averages the information in the frequency bands. This averaging process leads to less
pronounced peaks. To ease the comparison of the measured and reconstructed data, the
utilization of the third band averaged representation of the results can be useful.
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Figure 7.13: Comparison of the measured and reconstructed sound pressure level for the free
radiation state.

For the second con�guration, a three-sided rigid screen was placed around the structure.
The primary objective was to test the in�uence of the environment of radiation on the
total response. Under the assumption of a weak coupling between receiving �uid and the
vibrating structure, the modi�cations in the surrounding air volume should have a small
impact on the structural component. The global modes at lower frequencies, however,
may not meet this hypothesis.
A preliminary veri�cation of the weak coupling hypothesis was obtained from an auxiliary
microphone located inside of the enclosed �uid cavity on one of the rigid side walls. The
sound pressure level registered at this position remained unchanged when the rigid screen
was built in. Hence, for the hybrid reconstruction of the pressure signal at x0, the same
simulation of the structural component as before, that is, in free radiation state was
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Figure 7.14: Comparison of the measured and reconstructed sound pressure level for the
con�guration partially covered by the rigid screen.

employed. The only modi�cation in the work�ow was the replacement of the reciprocal
transfer functions by the ones measured with the rigid screen. Figure 7.14 compares
the measured and the reconstructed SPL averaged in third octave bands for the screen
con�guration. There is a good correspondence of the main characteristics in the curve
progressions. Nevertheless, at some frequency bands mainly in the low frequency range the
di�erences reach up to 10 dB. A deviation of this order of magnitude may be inadequate
as design criterion.
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Figure 7.15: Comparison of the measured and reconstructed di�erence in the sound pressure
level for the con�gurations with and without the rigid screen.

At the virtual early phases of the development process, nevertheless, it can be su�cient
to deliver a statement about the relative performance of two or more concepts. An ex-
ample of such comparisons is displayed in Figure 7.15. Here, the di�erence of the sound
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pressure level for the con�guration with and without the rigid screen are presented, in
black for the measured and in red the reconstructed SPL values. The maximum deviation
between the two frequency progressions is now limited to 5 dB. Moreover, with the ex-
ception of the 630 Hz third octave band, the sign of the two curves coincides. Hence, the
proposed approach can be employed to comparatively evaluate the vibroacoustic behavior
of complex systems.
The present model also manifests the importance of an accurate description of the re-
ception domain. In this speci�c case, if the structural subsystem is only examined at a
component level, the evaluation in terms of the total radiated power will provide the same
result for both con�gurations. Conversely, the consideration of the propagation charac-
teristics of the surrounding air by means of the reciprocal transfer functions weights the
response at each point of the vibrating structure. To visualize how this weighting is mod-
i�ed by the boundary conditions, we split the surface of the radiating plastic cover into
three areas. The divisions are referred to as Front, Top, and Bottom. As can be noted
from Figure 7.16, the introduction of the rigid screen strongly a�ects the contribution
of each surface to the total sound pressure level at the observation point. For the free
radiating system most of the acoustic energy comes from the front surface. In contrast,
for the system partially covered by the rigid screen the contribution of the three surfaces
is more evenly distributed. For the frequency range around the 200 Hz third octave band
a resonant behavior is especially identi�able in which most of the energy comes through
the top area. The origin of this resonance is the �uid volume captured between the top
surface of the plastic cover and the rigid screen.
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Figure 7.16: Percentage contribution of each surface of the radiating plastic cover to the
total sound pressure level (SPL): (a) free radiation state, (b) system partially
covered by the rigid screen.

The experimental characterization of the receiving subsystem and its later integration as
transfer functions in the sound transmission chain avoids the explicit representation of
the reception volume details in the numerical model. This way the size of the problem
to be solved is greatly reduced, which is the principal advantage of the proposed hybrid
methodology.



Summary 103

7.4 Summary

This chapter has covered the application of the hybrid approach to a simpli�ed model of
the front end of a vehicle. The test object was composed by a steel plate and a three-sided
plastic cover that represents the �rewall and the dashboard of the vehicle, respectively.
Together with two acoustically rigid side walls, they enclosed an air cavity. This con�gura-
tion has been investigated with the help of a numerical model as well as in an experimental
mock-up. The �rst step consisted in the veri�cation of the equivalence between the two
environments. The �uid damping inside the enclosed air cavity was identi�ed as a decisive
variable to ensure the comparability. A frequency-dependent damping pro�le was derived
out of the contrast of the measured and the numerical results, and it was employed for
all the following simulations.
Next, the numerical representation of di�erent sound package concepts based on poroelas-
tic media was examined. The primary advantage of this simpli�ed front end con�guration
was that, in addition to the insulating spring-mass systems, other noise control treatments
with absorbing properties could be studied too. A proper description of the acoustic treat-
ments has been identi�ed as a key parameter in the modeling of the sound transmission.
In the numerical setup three material formulations for the modeling of the poroelastic
layers were examined, namely, poroelastic, porous, and elastic. The response of the com-
plete system with each material model was compared to the radiated power measured in
a window test bench.
For the one-layered treatments the backing conditions turned out to be the determining
factor in the choice of a material formulation. Absorber layers attached to vibrating
components were precisely represented with the poroelastic or the porous models. The
behavior of the two formulations presented only small deviations because of the absence of
the frame damping in the porous formulation. In turn, if a rigid wall was backing the foam,
the utilization of the porous simpli�cation or the impedance boundary condition provided
almost the same results as the full poroelastic model. Additionally, their application
involved a signi�cant reduction of the required computational resources.
The investigations of the two-layered spring-mass systems con�rmed the conclusions
drawn for the one-square meter plate con�guration tested in Chapter 5. The division
into soft and sti� foams according to their elasticity modulus per unit thickness was also
valid. The soft foams were found to be properly described with the poroelastic formula-
tion, whereas the elastic simpli�cation was the most suitable model for the sti� materials.
In the example of the system B3 the impact of the frame elastic properties was tested. The
use of the adjusted frequency-dependent Young's modulus derived in Section 5.4 notably
improved the correlation with the experimental data set.
The combination of a spring-mass and an absorber in a three-layered compound was also
inspected. The appropriate selection of the material model for the spring middle layer
proved to be the most important variable. Since the analyzed foam had a soft skeleton, the
poroelastic formulation delivered the best match to the measured results. The description
of the uppermost absorber layer played a secondary role. Either the poroelastic or the
porous material models could be chosen for the absorber without noticeably modifying
the results.
Two general issues were identi�ed during the examinations. First, the evaluation of the
numerical simulations is associated to long calculation times, which may compromise the
applicability of the method. Most of the e�ort is related to the resolution of the poroelastic
components because of the four degrees of freedom per node and due to the required
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�ne discretizations. Therefore, it is advisable to make use of the simpli�ed formulations
whenever appropriate. Moreover, speci�c meshes could be employed in di�erent frequency
ranges in order to optimize the element size. Another alternatives could be the utilization
of higher order elements or the combination of the Finite Element model with other
techniques such as the Patch Transfer Function or the model order reduction techniques
introduced in Section 5.5.
The second problem, which was also highlighted in Chapter 5, arises in the determination
of the frequency-dependent elastic parameters for the skeleton of the foam. The absence of
standard procedures hinders the proper modeling of the poroelastic media. Nevertheless,
the application for the spring-mass system B3 showed that the parameters derived from
the one-square meter geometry were also appropriate for the more complex setup. This
means that the material characterization based on the results on a �at plate could be an
intermediate solution if any better determination technique can be developed.
In the last part of the chapter the hybrid methodology for the prediction of the sound
transmission was implemented. The numerical model of the simpli�ed front section was
integrated with experimental information. The pressure distribution acting upon the
structure was �rst measured and later used as the excitation of the simulation setup. On
the reception side, the transfer functions between the surface of the vibrating structure
and the observation point were experimentally obtained by applying the reciprocity prin-
ciple. The combination of the measured transfer functions with the structural response
calculated by the numerical model allowed for the reconstruction of the sound pressure
level at the desired position. Two di�erent con�gurations were considered, namely, a
free radiation state and a con�guration partially covered with a rigid screen. For both
setups the numerical model remained the same and only the transfer functions were cor-
respondingly updated. The reconstructed signal for the free propagation was close to the
reference data. In the case of the partially covered system, even if the overall trends were
still correctly predicted, the discrepancies in the total level became larger. However, a
good agreement was achieved if the results were evaluated in relative terms. In other
words, the di�erence of the reconstructed SPL between the free and the partially cov-
ered con�gurations closely matched the di�erence of the two measured sound pressure
levels. This kind of relative statements meet the needs at the early stages of the develop-
ment cycle, thus enabling the comparison of di�erent concepts in the virtual phases and,
eventually, making possible the de�nition of optimal con�gurations.
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Chapter 8

Concluding remarks and outlook

Acoustics contributes to the quality perception of a passenger car. In order to assist in
the design process of the passive acoustic treatments, robust prediction models are re-
quired. These models need to include an accurate description of the sound packages, as
well as a realistic representation of the excitation sources and all the important transmis-
sion paths. Nowadays, the veri�cation of the acoustic speci�cations is mostly based on
experiments. However, the �rst statements about the NVH performance are demanded at
the early development phases, when only virtual models are at disposal. In turn, a com-
plete numerical calculation is not practicable due to the high complexity of the considered
phenomena. As a solution a combination of numerical and experimental approaches in a
hybrid method has been proposed in this thesis.
The present thesis pursued the implementation and validation of a hybrid tool to predict
the airborne sound transmission including poroelastic noise control treatments. The syn-
ergy of measured and calculated data allows to exploit the bene�ts of both approaches.
On the one hand, the experimental procedures automatically provide a lifelike represen-
tation of the excitation and receiving environments. On the other hand, the simulations
give the �exibility to analyze in detail di�erent design con�gurations with just a moderate
e�ort and reduced costs.
The application of the proposed method comprised two stages. First, the modeling of
the poroelastic acoustic treatments was analyzed in a numerical setting. The literature
survey revealed that three material formulations for homogenized poroelastic media are
available. Throughout this work they have been referred to as poroelastic, porous and
elastic. The investigations on several insulating spring-mass systems attached to a �at
steel plate evidenced that the elastic properties of the foam determine the choice of a
suitable material formulation. As reference set served di�erent measurements conducted
in a window test bench. Moreover, the coupling conditions of the foam to the plate should
be known in order to correctly represent the energy distribution inside the poroelastic
medium. The major di�culty arose from the foam material characterization since most
properties lack standardized determination procedures. Furthermore, even if the constant
measured properties predicted well the general performance trends, the use of a frequency-
dependent Young's modulus allowed to capture the right dynamics over the frequency.
A �rst attempt of a dynamic characterization method delivered too sti� elasticity values
that blocked the double wall behavior.
The same poroelastic material formulations were examined in a geometrically more com-
plex setup. The structure was composed of a steel plate, a three-sided plastic cover and
two rigid walls that enclosed a hexahedral air cavity, which represented a simpli�ed ve-
hicle front end. Di�erent passive concepts for noise reduction could be studied in this
environment. The results of the insulating spring-mass systems con�rmed the �ndings of
the �at plate con�guration. Additionally, the cavity setting enabled the investigation of
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sound packages with absorption features. The backing conditions emerged as key element
in the modeling of absorber layers. For the three-layered systems it was observed that the
spring layer controlled the whole system dynamics and, therefore, its material formulation
should be carefully selected. In short, the numerical modeling of noise control treatments
based on poroelastic media was successfully completed.
In the second step, this numerical system was combined with experimentally determined
components to complete the description of the sound transmission chain. On the excita-
tion side, the pressure distribution impinging on the steel plate was measured and applied
as input of the numerical model. The propagation properties of the receiving domain
were included with the help of reciprocally determined transfer functions that linked the
surface of the vibrating structure and the observation point. Based on the mathematical
principles of the panel contribution analysis, the output of the numerical model and the
experimental transfer functions were merged to reconstruct the sound pressure level at a
desired position. The results have proved that the hybrid methodology can be employed
to predict the sound transmission through complex systems. Although some discrepancies
were noticed for the absolute pressure values, the relative quantities and tendencies were
properly reproduced. During the conceptual development stages such relative statements
are su�cient.
One of the main advantages of the proposed approach is that the excitation, the structure
and the reception subsystems can be analyzed independently from the other two. That
way, the evaluation can be carried out by the most adequate method, either numerical or
experimental, depending on the data at disposal and the project stage. Another bene�t
of the hybridization stems from the application of the measured transfer functions, which
weight the structural response according to the contribution of each partial surface to the
total level. Thus, problems and weak spots can be rightly identi�ed from the perception
point of view and, in further developments, the corresponding measures can be adopted.
As aforementioned, the characterization of the poroelastic components remains an open
issue. For most of the material parameters no standard procedures are available. The
investigations within the scope of this work pointed out that the poro-mechanical param-
eters have a secondary role in the material dynamics. The utilization of a standardized
parameter set could help signi�cantly to reduce the characterization e�ort. Conversely, the
elastic parameters have a large impact on the material behavior. In order to improve the
quantitative correspondence between the numerical predictions and the reference mea-
surements a frequency-dependent Young's modulus is needed. The de�nition of such
elasticity pro�le, however, poses a major challenge. An examined technique to obtain
its value out of the direct characterization of the poroelastic material samples did not
produce satisfactory results and should be reviewed. On another note, the investigations
in the front end model demonstrated that, if no adequate direct procedure is available,
the elasticity values derived from the �at plate geometry could also be employed for the
more complex setup with an acceptable output.
The extensive consumption of computational resources and the very long calculation times
are a limitation of the implementation of the Finite Element Method in problems including
poroelastic media. The non-linear and frequency-dependent dissipative behavior of the
poroelastic media impedes the utilization of reduction strategies that are state of the
art in linear problems. For this reason, the use of the material simpli�ed formulations,
especially of the porous model, is strongly recommended to reduce the calculation e�ort
provided that the application conditions are met.
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In summary, the proposed hybrid approach was employed to describe the sound propa-
gation through a simpli�ed front end model taking into account the essential elements of
the transmission chain. The inclusion of the real excitation together with the introduc-
tion of the receiving domain properties allowed to compare the performance of di�erent
systems including a detailed numerical representation of the structural components. The
good correlation of the results to the measured reference data proved the validity of the
presented method.

Outlook

In the investigations within the scope of this thesis the hybrid method was only veri�ed for
structural components without sound packages. The next steps should gradually increase
the complexity of the con�gurations to achieve a more realistic model of the vehicle
front section. As a �rst priority, the setup should include the representation of the noise
control treatments having regard to the �ndings of the previously examined numerical
systems. The extension to curved geometries and non-uniform thicknesses usually present
in the actual cars require the meshing of irregular bodies, which needs to be attentively
conducted. Furthermore, the input pressure distribution of the reverberation chamber
could be replaced by real operating data. For example, the radiated acoustic energy
measured in an engine test bench could be integrated. Eventually the detail degree of the
transmission chain description should permit the NVH engineer to identify weak spots and
other issues in the early development stages. Moreover, the proposed approach should set
the basis for the development of a robust tool to optimize the location and dimensions of
the noise control treatments taking into consideration the real application environment.
In the numerical evaluation of the sound packages the poroelastic material characteriza-
tion remains in a central position, since it provides the input parameters of the models.
Consequently, a reliable technique for the determination of the material parameters is
essential. So far, we could not �nd a suitable characterization procedure for the poroelas-
tic middle layer in spring-mass systems. The aspired solution should operate at material
level, that is, without the need to examine the complete spring-mass system. To the extent
possible, the requirement of speci�c or cumbersome experimental equipment should be
avoided. First, the potential of a standardized poro-mechanical parameter set has to be
con�rmed. Further analyses with other poroelastic material samples that are commonly
employed as noise control treatments are necessary to this end. Second, regarding the
elastic parameters, a detailed inspection of the tested method for the frequency-dependent
characterization must be carried out. That way, one may gain a deeper understanding of
the interactions taking place and be able to identify if any relevant e�ects are missing.
If the striven characterization approach cannot be satisfactorily attained, the process for
the identi�cation of the elasticity pro�le out of the spring-mass system measurements
should be automated. An optimization loop comparing the experimental information of
the spring-mass systems in a �at geometry with numerical results could deliver a proper
Young's modulus to �t curve progression. The obtained properties could then be applied
to con�gurations of higher complexity.
A great obstacle to the operational implementation of the presented numerical and hybrid
methods is the intensive use of calculation resources. In order to alleviate this issue,
improvements in the numerical e�ciency need to be undertaken. Besides the employment
of speci�c meshes for di�erent frequency ranges and the use of the simpli�ed material
formulations, the incorporation of other techniques should be inspected. One option are
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hierarchical element shape functions for the Finite Element discretization of poroelastic
domains. Several studies have shown that they present a better convergence rate than
linear and quadratic elements. Besides, special strategies for the modal decomposition
of the non-linear frequency-dependent poroelasticity equations can signi�cantly reduce
the computational time without a�ecting the accuracy. Another alternative could be the
decomposition of the problem domain in subsystems that are independently calculated and
later coupled again, like the substructuring scheme called patch transfer function. Thus,
the size of the systems to be solved is notably decreased. Nevertheless, all these techniques
are currently being developed and have only be tested on academic examples. They show
a great potential to increase the numerical e�ciency and, hence, their evolution should
be followed closely to evaluate their limitations for the application to real problems.
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