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Abstract

Classification models are widely used in a plethora of different appli-
cations to automatically assign objects into one of several pre-defined
categories. Typically, objects are represented by multi-dimensional
feature vectors and classification models are induced by learning as-
sociations between features and the class variable from a set of ob-
jects where the class is known. In reality, objects can be complex,
change over time and may come with additional background and meta-
information. Standard classification algorithms and workflows often do
not fully use certain types of information about objects, or do not use
specific kinds of background knowledge at all, to detect the dimen-
sions that are actually relevant w.r.t. the target concept. This can
lead to the inclusion of irrelevant feature into models, possibly leading
to sub-par performance. Therefore, identifying the dimensions that
are relevant w.r.t. the target concept is essential in many domains to
produce quality classification models and provide experts the possibil-
ity to deepen domain understanding. We argue that different type of
background knowledge can be utilized to overcome this challenge.

In this thesis, we propose a framework that exploits three kinds of back-
ground knowledge to identify relevant implicit and explicit dimensions
of evolving objects. The first component exploits ground truth (class-
label data) about the target concept and historical records to extract
the dimensionality that is implicitly given by an object’s evolution and
codify this knowledge into new features. The framework detects clus-
ters of similar concept related patterns in the historical sequence of
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the objects feature-values and abstracts them into nominal features.
It further analyzes and codifies statistics from the evolution of single
objects and groups of similar objects.

The second framework component presents our constraint-based sub-
space selection algorithm DRESS, which detects a set of relevant fea-
tures from the set of explicit object features. For this, DRESS utilizes
background knowledge in the form of similarity constraints between
objects to rank feature subspaces according to their relevance regard-
ing the target concept. DRESS prefers feature subspaces where objects
under similarity constraints exhibit small distances and are members
of the same cluster, and where objects under dissimilarity constraints
exhibit high distances and are members of different clusters.

Additionally, our framework contains a component where the results
of DRESS can be validated on independent datasets. First, for the val-
idation, both datasets are made comparable by only retaining the in-
stances with similar distribution in selected covariates. Then, clusters
found by DRESS that were used for the decision on relevant features
are transferred on the validation dataset. Finally, the validation com-
ponent accesses whether the transferred clusters exhibit similar class
distribution and size compared to the original ones.

Our framework is evaluated on real-world epidemiological study data.
We show the impact on classifier performance of the several framework
components for different base classifiers: It is investigated to what ex-
tend the proposed methods enhance base classifier performance when
deriving new features from an object’s (or groups of objects) evolu-
tion. We evaluate the classifier performance when using the feature
subspaces derived by DRESS in comparison to the feature sets pro-
posed by traditional feature selection approaches. Further, we investi-
gate whether literature supports findings of our framework w.r.t. the
identified associations between features and target concept.

Results show that the features derived by the first framework compo-
nent enhance the majority of investigated base classifiers and are used
by all variants that achieved best overall performance on their respec-
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tive dataset. Regarding the selection of feature subsets, DRESS is the
most stable feature selection algorithm in our evaluation as it identifies
feature subsets that improve the performance of all base classifiers and
that produce consistently competitive performance across all evaluated
datasets, classification algorithms and training data subsets.
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Zusammenfassung

Klassifikationsmodelle werden in vielen unterschiedlichen Szenarien ver-
wendet, um automatisch Objekte zu einer von mehreren vordefinierten
Kategorien zuzuordnen. Typischerweise werden solche Objekte durch
multi-dimensionale Feature-Vektoren beschrieben, wobei die Klassi-
fikationsmodelle durch Erlernen der Zusammenhänge zwischen den Fea-
tures und der Klassenvariable, von Objekten mit bekannter Klassen-
zugehörigkeit, induziert werden. In der Realität können Objekte kom-
plex, sich verändernd über die Zeit und möglicherweise mit zusät-
zlichen Hintergrund- und Metainformationen assoziiert sein. Tradi-
tionelle Klassifikationsmethoden und -abläufe verwenden häufig bes-
timmte Arten von verfügbaren Objektinformationen nicht, oder nicht
vollständig, um die Dimensionen zu ermitteln die eine Relevanz bzgl.
des Zielkonzepts aufweisen. Dies kann zur Inklusion von irrelevanten
Features in Klassifikationsmodellen führen, und damit zu unterdurch-
schnittlicher Klassifikationsperformanz. Zur Erstellung von qualita-
tiven Klassifikationsmodellen und der Vertiefung des Domänenwissens
von Experten ist es daher essentiell die Dimensionen zu identifizieren
welche relevant für das Zielkonzept sind. Wir argumentieren, dass
unterschiedlichen Arten von Hintergrundwissen über evolvierende Ob-
jekte genutzt werden können, um dieses Problem zu lösen.

In dieser Dissertationsschrift schlagen wir ein Framework vor, welches
drei verschiedene Arten von Hintergrundwissen nutzt um relevante im-
plizite und explizite Dimensionen von evolvierenden Objekten zu iden-
tifizieren. Die erste Framework-Komponente verwendet Ground Truth
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(Klassen-Label Daten) über das Zielkonzept und historische Daten-
sätze der Objekte, um die implizite Dimensionalität, gegeben durch
die Objektevolution, zu explizieren und dieses Wissen anschließend
in neuen Features zu kodifizieren. Das Framework erkennt Cluster
von ähnlichen, konzeptrelevanten Mustern in der Historie der Feature-
Werte von Objekten und abstrahiert diese durch nominale Features.
Weiterhin werden Evolutionsstatistiken von einzelnen Objekten und
Objektgruppen analysiert und kodifiziert.

Die zweite Framework-Komponente präsentiert unseren eigens entwick-
elten Constraint-basierten Subspace Selection Algorithmus DRESS,
welcher eine Untermenge von relevanten Features von der Menge aller
explizit gegeben Objekt-Features selektiert. Hierfür verwendet DRESS
Hintergrundwissen über die Ähnlichkeit zwischen verschiedenen Ob-
jekten, um Feature-Räume entsprechend ihrer Zielkonzeptrelevanz zu
bewerten. DRESS bevorzugt dabei Feature-Unterräume in denen Ob-
jekte unter Ähnlichkeits-Constraints kleine Distanzen aufweisen und
identischen Clustern zugeordnet sind, und in denen Objekte unter
Unähnlichkeits-Constraints hohe Distanzen zueinander aufweisen und
unterschiedlichen Clustern zugeordnet sind.

Zusätzlich beinhaltet unser Framework eine Komponente zur Vali-
dierung der Ergebnisse von DRESS auf unabhängigen Datensätzen.
Hierzu werden der ursprüngliche Datensatz und der Validierungsdaten-
satz auf die Objekte reduziert, welche eine ähnliche Verteilung bzgl.
vordefinierter Kovariaten aufweisen. Danach werden die Cluster, auf
deren Grundlage DRESS die Relevanz von Feature-Unterräumen bew-
ertet hat, auf den Validierungsdatensatz übertragen. Schlussendlich
evaluiert die Validierungskomponente ob die übertragenden Cluster
eine ähnliche Klassenverteilung und Größe, verglichen mit den ur-
sprünglichen Clustern, aufweisen.

Unser Framework wird auf epidemiologischen Studiendaten evaluiert.
Wir zeigen den Einfluss der verschiedenen Framework-Komponenten
auf die Klassifikationsperformanz unterschiedlicher Basisklassifikatoren:
Es wird untersucht inwieweit die vorgeschlagenen Methoden die Perfor-
manz der Basisklassifikatoren verbessern, wenn neue Features aus der
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Evolution einzelner Objekte, oder ganzer Objektgruppen, abgeleitet
werden. Wir evaluieren die Klassifikatorperformanz bei Nutzung der
von DRESS identifizierten Feature-Räume im Vergleich zu den Feature-
Mengen die durch traditionelle Feature-Selection Algorithmen gefun-
den werden. Weiterhin wird untersucht ob die Literatur die durch unser
Framework erzielten Ergebnisse, bzgl. der identifizierten Assoziationen
zwischen Features und Zielkonzept, unterstützt.

Die Ergebnisse zeigen dass Features welche durch die erste Framework-
Komponente abgeleitet wurden, eine Verbesserung der Performanz eines
Großteils der untersuchten Basisklassifikatoren erzielen, und dass diese
Features von allen Varianten verwendet werden welche die insgesamt
beste Performanz auf den unterschiedlichen Datensätzen erreichen. Zu-
dem konnte DRESS im Hinblick auf die Selektion relevanter Feature-
Unterräume die stabilsten Ergebnisse erzielen: DRESS identifiziert
Feature-Räume welche die Performanz der Basisklassifikatoren verbessert
und welche konsistent konkurrenzfähige Performanz über alle evaluierten
Datensätze, Klassifikationsalgorithmen und Trainingsdaten-Mengen erzie-
len.
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1. Introduction

Classification is the task of assigning objects to one of several predefined
categories and is widely used in many different domains. Objects can be
any entities such as patients, e-mails or galaxies. Classification models sup-
port decision making in their respective domain, for example, supporting
medical experts in the diagnosis of a disease [1–3], helping crime scene in-
vestigators to determine the type of a piece of evidence [4–6] or detecting
unauthorized credit card usage [7–9]. Data mining algorithms can help to
automatically build such classification models for different domains. Here,
models are derived from sets of objects where the category (class) assign-
ment is known. The data that is used for model learning is highly influential
on the resultant model quality. Objects are often described by a plethora of
different features which are not all relevant but may also contain irrelevant
information regarding the class-variable. Therefore, classification models do
not always make the right decision for objects up for classification. Addi-
tionally, domain experts are interested in the specific dimensions and data
that led to the classification performance at hand. Hence, experts might still
want to analyze the specific features that could be used for their respective
classification problem while they are not even able, or care, to create classi-
fication models (for instance due to lack of ground-truth). Especially when
the task is to gain a deeper understanding of a specific domain, then the
features that can be used for a classification problem are more important
than the classification model itself. For example, medical experts might be
interested to investigate the shared characteristics of subpopulations that
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can be used to classify a medical outcome [10] or investors might base their
decisions on the indicators that performed best for stock market prediction
[11].

Further, the common assumption that objects are simply described by sin-
gle, multi-dimensional feature vectors does not hold true in both of the
previous examples: stock market indicators and characteristics of individu-
als change over time. This holds true for many real-world domains where
objects evolve over time and are repeatedly observed. Such evolution can
implicitly contain additional dimensions that are relevant w.r.t. the tar-
get concept and the domain expert. Many traditional approaches struggle
to derive, identify and present relevant dimensions from evolving objects
regarding a classification problem, by either being not applicable on such
objects (e.g. [12], [13], [10]) or by not making the relevant information given
by the sequences of historical records explicit (e.g. [14], [15, 16]). This in
turn leads to sub-par classification models and/or domain understanding.
Hence, providing domain experts with the capabilities to automatically de-
rive dimensions from the evolution of objects, identify the relevant dimen-
sions and access their associations w.r.t. the target concept and between
each other is a key challenge here. We argue that this challenge can be
overcome when different types of background knowledge about the relation-
ship between objects or their relevance w.r.t. the target concept, given by
domain experts or literature, are exploited.

In the next section we motivate the need to exploit different types of back-
ground knowledge for evolving objects to identify relevant dimensions for
classification tasks.



1.1. Motivation 3

1.1 Motivation to Exploit Different Types

of Background Knowledge of Evolving

Objects

Identifying relevant dimensions that are associated with a target concept
poses numerous challenges to data mining algorithms. Some of those chal-
lenges are the application of traditional methods to non-static objects, cod-
ifying the implicit knowledge inherent to the objects evolution, identifying
relevant dimensions when class-label data is unavailable or scarce, finding
the dimensions that are actually relevant to both the expert and target
concept etc. We address these issues by proposing a framework for the
identification of relevant dimensions which incorporates our methods that
utilize three different types of background knowledge:

• Ground-truth in the form of class-labels

• Object evolution

• Object similarity

Ground truth in the form of class-label data is used to access the relevance
of dimensions and patterns towards the target concept. Traditionally, meth-
ods exclusively exploit ground truth (without incorporating other types of
knowledge) to find relevant dimensions for static objects [17]. We propose
methods that use ground-truth in conjunction with the remaining types of
background knowledge to guide our algorithms and derive relevant features
from the evolution of objects.

Object evolution as given by historical records of objects is exploited to
find temporal patterns of an object’s evolution within temporal features.
Methods that utilize this sort of knowledge often require prior abstraction
of features into nominal categories (e.g. [18]), manual parameter settings
(e.g. [19]) and do not consider to derive meaningful knowledge from the
evolution of similar objects [20]. Such abstraction may lead to a loss of
information or may be executed without considering the relevancy of the
data at hand. Therefore, we propose methods to find univariate patterns
in a data-driven way (w.r.t. feature abstraction and manual parameter
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settings) and describe the multi-variate evolution of whole groups of objects
according to pre-defined functions.

Object similarity in the form of similarity constraints is utilized to iden-
tify groups of objects that satisfy such constraints in the complete dataset
[21]. Because class-label data may be scarce or unavailable, we argue that
such constraints can also be exploited to find sets of relevant dimensions
by investigating generated clusters w.r.t. these constraints. We propose a
method to determine the relevance of feature subspaces without requiring a
large number of class-label data with the help of similarity constraints.

Our proposed framework that exploits the aforementioned types of back-
ground knowledge focuses on two essential tasks that are related to the
identification of relevant dimensions: (1) the identification of relevant di-
mensions that are explicitly available (via features), and (2) the identifica-
tion of dimensions that are implicit to the evolution of objects. Because
both tasks are strongly associated with each other, they must be analyzed
in conjunction: Consider an object with a number of characteristics that
change and are observed multiple times during the object’s evolution. For
example, we may encounter dimensions that are only relevant during specific
time-points within the evolution, regarding the classification task at hand.
This in turn leads to the necessity of altering the object description to only
reflect information that is useful for classification, and disregard the addi-
tional irreleveant information. On the other hand, exploiting the object’s
evolution may lead to the definition of a plethora of new features/patterns
that could be used for classification (for example features containing the
number of significant changes or features that describe simple statistics of
an object’s evolution). Naturally, not all of these derived dimensions may
contain relevant information w.r.t. the target concept, thus making it nec-
essary to again find the derived dimensions that are actually relevant. This
means that the results of (2) must be actually input to (1), which in turn
alters the results of (1) (compared to it’s results without using (2)). In the
following subsections we further motivate both tasks.

1.1.1 Identifying Relevant Explicit Dimensions

Classification models are derived from objects with known class. They
model the associations between the features which describe the objects and
the different classes. Therefore, the quality of the generated classification
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model is determined by the choice of objects and the features used for their
description. The quality of many classification algorithms is reduced when
objects are described by redundant and / or irrelevant features [17, 22, 23].
Those features may induce models with false and random feature-class as-
sociations which are only present by chance, or the models may overweight
associations that are captured multiple times by redundant features. This
sub-task describes the challenge of identifying relevant dimensions from the
set of explicitly given dimensions with the help of background knowledge.
Here, only the dimensions which are explicitly used to describe an evolving
object are investigated. For non-evolving objects and labeled training data,
selecting the right features for classification model learning is well studied in
literature [24]. However in a setting where objects are described by multiple
feature-vectors (one for each observation) and the absence of an adequate
number of traditional background knowledge (i.e. labeled training examples
/ ground truth), these methods do not suffice. In the following we motivate
this with two examples.

Example 1 - Evolution-dependent Relevance

Consider the target concept ”current blood-sugar level” and an individual
for whom various measurements are executed each hour over several days.
While an example feature like ”number of consumed soft drinks in the last
hour” is certainly relevant to determine whether the current blood-sugar
level is elevated or not, only the subset of recent observations for this feature
constitutes this relevancy instead of all available observations. Generally,
for any target concept, features may be only relevant during specific points
in time during the evolution of the object. Hence, the number of consumed
soft drinks two days earlier is not relevant for the current blood sugar level.
This translates to the necessity to shift the holistic view on relevance of
features towards an observation-based view, dependent on the evolution of
the object.

Another challenge comes with the possible absence of an adequate amount of
traditional background knowledge (i.e. labeled training examples / ground
truth) and is motivated in example 2.

Example 2 - Lack of Traditional Background Knowledge

Traditional methods for the identification of relevant dimensions use (often
extensive amounts of) ground truth (class-label data, i.e. [12, 23, 25]) to
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access the relevancy of dimensions. However, many application domains
face the challenge that no class-label data (or only a limited amount) for
the evolving objects under investigation is available. For example, labeling
of available data might be too expensive or undesired (target concept exists
but the granularity of classes that should be defined is uncertain). In such
cases, relevant sets of dimensions cannot be found or the relevance of sets
is very uncertain. For these special circumstances it is essential to find
different ways to access the relevance and identify relevant dimensions.

For both example 1 and example 2 we propose methods within our frame-
work that address these challenges. We show how a traditional approach
can be applied on evolving objects by utilizing a pre-processing method that
changes the model used for object representation. The problem of scarce
ground-truth when identifying relevant sets of dimensions is dealt with by
utilizing an object-similarity based subspace clustering algorithm that uti-
lizes either domain expert knowledge or a small number of class labeled
data.

1.1.2 Deriving Relevant Knowledge From Object
Evolution

Static objects described by a single feature-vector provide only information
regarding their difference in the feature-values in comparison to other static
objects. On the other hand, evolving objects additionally differ in direc-
tion, speed of change, shape etc. of their evolution-trajectories. Here, the
individual available feature-values do not exclusively contain the relevance
towards the target concept. Instead, the evolution throughout time may
implicitly hold important information. It is therefore necessary to analyze
not just each individual observation of a feature but their sequential ob-
servations and induced patterns. This sub-task deals with the challenge of
making such implicit knowledge explicitly available for an object’s represen-
tation with the help of background knowledge. Background knowledge like
similarity of evolving objects and ground-truth w.r.t. the target concept
may provide hints on boundaries of important/unimportant sequences of
feature-values or evolution statistics.

Finding patterns and deriving statistics from object evolution has been in-
vestigated thoroughly in literature (cf, [20, 26]). However, it is often diffi-
cult to apply existing methods due to a requirement to abstract continuous
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variables into categorical variables beforehand (without knowing if the ab-
straction eliminates relevant knowledge), parameters that are hard to set
for domain experts and lack of an incorporation of similar objects when
deriving knowledge. The following two examples motivate our approaches
on the analysis of object evolution.

Example 3 - Sequential Patterns

In many domains historical records about objects exist. For example, pa-
tients that visit the same hospital multiple times where on each occasion an
electronic health record (EHR) is captured and the patient is described by
the record sequence.

To diagnose a disease or disorder, single feature-values within one EHR
may not contain enough information. Instead, patterns for feature-values
may contain this vital knowledge. It is possible that the overall direction
of the patient’s evolution or significant changes in it’s evolution signal the
onset of a disease or disorder that would be missed if only the explicitly
given feature-values are considered. However, such (human-interpretable)
patterns are only detected for categorical features. Any continuous feature
must be abstracted into categories beforehand. When the target concept is
not considered during such abstraction, it can lead to the loss of relevant
information because the newly defined categories may share no longer as-
sociations with the target concept. Therefore, it is necessary to abstract
continuous features that are observed multiple times into arbitrary shaped
patterns in a data-driven way (patterns derived from similar sequential val-
ues that are frequently observed) while taking the relevancy towards the
target concept into account, instead of detaching the abstraction step from
the pattern-discovery step.

Only considering sequential patterns is not sufficient. Example 4 motivates
the requirement to investigate statistics provided by the evolution of objects.

Example 4 - Evolution Statistics

Consider the target-concept ”current fitness level” and an athlete for whom
various measurements are executed each day. Statistics like mean and vari-
ance for the daily measured feature ”duration of high-intensity workout”
provide relevant information w.r.t. the athlete’s current fitness level. In
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comparison, single (or even multiple) specific values for the aforementioned
feature do not contain this information: an individual is neither fit nor unfit
because of single workouts, instead the state of the target variable depends
on statistics observed for the feature over time. Additionally, the athlete
may also be part of a group of other athletes that share some character-
istics, like the same training plan, participation in sports disciplines etc.
Here, the behavior of the group as well the relative behavior of individuals
(for example, the athlete may drop out of a highly competitive group, into a
more casual one) may have associations with the target concept. We argue
that analyzing static and evolutionary statistics of groups of objects and the
relation of single objects towards those groups (over time), in addition to
the analyzes of traditional object-level statistics, may lead to new insights
that can improve the performance in the respective classification task.

To avoid the possibility of disregarding important information for classifi-
cation purposes when dealing with evolving objects we propose methods to
codify the knowledge hidden in the feature-value sequences (regarding ex-
ample 3). We further analyze what information can be derived from similar
evolving objects and if the identification of such groups can be beneficial
during classification and for domain experts (example 4).

1.2 Research Questions

The described motivation leads to the following core research question (RQ)
that is dealt with in this thesis.

Core Research Question:

How to find relevant dimensions of evolving objects for classifica-
tion tasks with the help of background knowledge?

In this thesis we investigate how different kinds of background knowledge
can be used to find relevant dimensions (w.r.t. a concept) of objects which
are described by short sequences of high-dimensional vectors. The core
research question is covered by our proposed framework and can be decom-
posed into sub-questions that are associated with the methods contained
within the framework. The answer for the core question is derived by an-
swering the sub-questions within this section.
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RQ 1: How can we codify the implicit dimensionality
of an object’s historical records to improve object clas-
sification?

In comparison to static objects, the features of evolving ob-
jects may be observed several times. Instead, sequential feature-
value patterns can emerge and we can observe how objects move
throughout the feature space in relation to their peers over time.
In RQ 1 it is investigated how the additional information about
the record sequence of an object can be used to codify this di-
mensionality inherent to the object’s evolution, and how this
information impacts the classification task at hand. To answer
this question, we compare classification workflows on evolving
objects that use features derived from their evolution (with the
help of self-developed methods) to workflows that only use the
explicitly given data. Further, to answer RQ 1, more specific
sub-research question must be formulated that cater to two dif-
ferent approaches for the codification of an object’s evolution.

RQ 1.1: How to identify relevant feature-
value sequence patterns of evolving objects
for classification while preserving relevant in-
formation?

Evolving objects are associated with a sequence of
high-dimensional feature-vectors, with each feature-
vector describing the object during a specific point
in time. Relevant feature-value sequences are se-
quences which provide information to improve clas-
sification of the target variable. As discussed in the
motivation, the often detached discretization (for
continuous features) or abstraction (for nominal fea-
tures) step from the discovery of patterns can cause
information loss. RQ 1.1 is about the question how
such patterns are found in a way that avoids the
aforementioned problem. In the context of RQ 1,
the sub-question RQ 1.1 represents the univariate
pattern-based view on the codification of object evo-
lution. To answer RQ 1.1 we propose a method on
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the identification of such relevant feature-value se-
quence patterns in a data-driven way where the ab-
straction/discretization is part of the pattern-discovery.

RQ 1.2: How to model the evolution of com-
plex objects for classification?

The evolution of objects encompasses a plethora of
information that can be modeled and afterwards an-
alyzed regarding their association with the target.
From one moment to the next, the absolute and rel-
ative position, object groupings etc. may change.
RQ 1.2 is about the question how such information
can be modeled and utilized for classification tasks.
It is answered by providing a method that derives
evolutionary descriptors from objects. In the con-
text of RQ 1, the sub-question RQ 1.2 represents
a deductive, multivariate group-based view on the
codification of object evolution.

RQ 2: How to identify the relevant features of evolving
objects by exploiting background knowledge?

This second RQ is concerned with a cornerstone of classification, the repre-
sentation of the objects that are classified. Typically objects are described
by a set of explicitly given features which represent the dimensions of the
data space. Classification performance relies on an adequate dimensional
representation of objects. Object representations which encompass redun-
dant or irrelevant dimensions can lead to bad classification performance
because the model is built on the wrong or on too much of the same infor-
mation. To avoid that, it is necessary to find sets of dimensions / features
that are relevant, regarding the classification task at hand. In this second
research question we deal with the problem of how to find relevant dimen-
sions of evolving objects from the set of explicitly given features with the
help of a specific kind of background knowledge. To answer this question,
we compare classification workflows that use subsets of the complete feature
space to workflows that use all given features. If our method identifies rel-
evant feature subsets, the performance of the classification workflows that
use these sets should exceed the performance of the baselines. There exists
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a plethora of research regarding the identification of relevant feature subsets
with the help of ground-truth. However, when no or only limited ground-
truth exist, traditional feature selection approaches cannot be executed.
A different type of background knowledge is given by instance-level con-
straints. Those constraints express knowledge about the similarity between
two objects without necessarily expressing what this similarity constitutes.
RQ 2 is about the question how we can find relevant feature sets in sce-
narios where the typical background knowledge (ground-truth) is scarce or
unavailable. To answer RQ 2 we propose a method that utilizes instance-
level constraints to find relevant features.

1.3 Summary of Scientific Contributions

All scientific contributions of this thesis are related to the tasks described in
Section 1.1.1 and Section 1.1.2. We propose a framework that encompasses
methods to identify, derive and codify relevant knowledge from evolving
objects w.r.t. a target concept. Further, auxiliary contributions that help
to promote usability of the methods and reliability of the results, such as
parameter selection heuristics and cluster-based feature subspace validation,
are incorporated.

To summarize, in this thesis we make the following contributions:

FRAME: We propose a framework that takes as input a dataset of objects
described by short sequences of historical records and that identifies relevant
dimensions.

• FRAME.DERIVE: The first part of the framework encompasses
methods to derive and codify the implicit dimensionality from the
object’s evolution given by their historical records:

– FRAME.DERIVE.PATTERN: We present a method to de-
rive relevant patterns and codify them into static features from
the sequential values of single time-series features [27], [28].

– FRAME.DERIVE.EVO: We propose a method to codify the
evolution of objects and groups of objects in the feature space
and in relation to their peers [29].



12 1. Introduction

• FRAME.IDENTIFY:The second part of the framework encom-
passes methods to identify those features, from the set of features
used to describe the objects, that are relevant regarding the concept
/ target variable:

– FRAME.IDENTIFY.SELECT: We present a constraint-based
subspace selection algorithm that identifies a relevant feature
subspace with the help of expert knowledge or small quantities
of class labeled data [30], [31].

– FRAME.IDENTIFY.VALIDATE: We show a technique to
validate the relevancy (w.r.t. to the classification problem) of
feature subspace regions on independent datasets to promote
reliability of our method’s results. These validated regions rep-
resent the basis for the feature subspace selection. [31].

• AUX: We incorporate heuristics to select parameters of underlying
base-methods to promote usability of our methods in different do-
mains [29],[30],[31].

Table 1.1 links the aforementioned contributions to the thesis sections, pub-
lications and research questions.

Contribution Sections Publications RQ
FRAME Chapter 2 / Core RQ

FRAME.DERIVE Chapter 4 [27],[28],[29] RQ 1
FRAME.DERIVE.PATTERN Section 4.3 [27],[28] RQ 1.1

FRAME.DERIVE.EVO Section 4.4 [29] RQ 1.2

FRAME.IDENTIFY Chapter 5 [30],[31] RQ 2

FRAME.IDENTIFY.SELECT Section 5.3 [30],[31] RQ 2
FRAME.IDENTIFY.VALIDATE Section 5.3.5 [31] RQ 2

AUX Section 4.3.1 [31] RQ 1/2

Table 1.1: Summary of scientific contributions which are linked to the
author’s publications, thesis sections and research questions.

1.4 Outline
This thesis is divided into six chapters. This first chapter consists of an
introduction and motivation of the thesis topic, a summary of the research
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questions and an overview about the scientific contributions. Chapter 2 in-
troduces notions that are used throughout the thesis and connects and places
our contributions in a broader framework for the exploitation of background
knowledge to identify relevant dimensions of evolving objects. In Chapter 3
we discuss the related work w.r.t. to the different parts of our proposed
contributions and provide required background literature that is necessary
for an understanding of this thesis. In Chapter 4 we show the first part of
our framework, EVO-Extract, which is used to exploit different information
from the evolution of objects to derive and codify new features that are
relevant w.r.t. a target concept. This chapter contains parts of our papers
[27–29]. On the other hand, Chapter 4 discusses the second part of the
framework, STATIC-Select, that identifies subsets of relevant dimensions
that are explicitly given to describe objects with the help of similarity con-
straints. This chapter contains parts of our papers [27, 30–32]. The last
part of our thesis Chapter 6 concludes our work and provides an overview
of results, answers to the research questions, limitations and an outlook
into potential future work. Reused parts of the thesis are indicated at the
beginning of a chapter with a reference to the respective source.





2. A Framework to Identify
Relevant Dimensions of
Evolving Objects

This chapter provides a general overview and definitions regarding the pro-
posed framework components, objects and functions. The overall framework
is a vessel to answer the core research question:

How to find relevant dimensions of evolving objects for classifica-
tion tasks with the help of background knowledge?

Initially we will define the notions used throughout our proposed framework.
Afterwards, we give a general overview about the framework components
EVO-Extract, for the extraction of features associated with the evolution
of objects, and STATIC-Select, for the selection of relevant feature subsets.
Here, each part of the framework addresses one or more of the research sub-
questions as stated in Section 1.2. At last we conclude this chapter with a
definition of a decision basis that can be used to decide if the core research
question is positively answered.

Parts of Chapter 2 are from our previous publication [31] (with modifica-
tions).
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2.1 Formal Specifications

In the first section we define the basic objects of our framework. We first
define what an evolving object is and the data scheme used for its represen-
tation. Then the notions of subspace clustering, instance-level constraints
as well as the distance function we use for our similarity calculations dur-
ing clustering and during the similarity assessment between (heterogeneous)
objects are defined.

2.1.1 Evolving Objects and Data Scheme

In this thesis we are dealing with evolving objects. Evolving objects, which
we hereafter label as ”instance”, are described by a set of static features and
a set of time-series features. We denote as F the set of static features and
G as the set of time-series features associated with a dataset D. Each static
feature is only observed once so that for each instance exactly one or no
value (missing value) exists. The value of an instance x ∈ D for the i-th’s
static feature fi ∈ F is given by fi(x). In contrast, each time-series feature
may be observed one or multiple times. Therefore, each instance can have
multiple values for a single time-series feature (one per observation). We
denote the t-th’s observation of the i-th’s time-series feature gi ∈ G as gi,j
and the value of an instance x for the t-th’s observation of gi as gi,t(x). We
further denote the set of observations of the i-th’s time-series feature as Gi,·,
the set of t-th’s time-series feature observations as G·,t and the projections
of a set of instances C onto the feature-(observation) space induced by Gi,·
as πGi,·(C) (with πGi,·(x) being the projection of an instance x onto Gi,·).
Figure 2.1 shows an abstraction of the feature scheme for both feature sets
as well as the observation sets for time-series features.

Finally, each instance is associated with a single class. The class variable
is denoted as class and an instance x’s class-label is denoted as class(x).
Note that each instance has exactly one class label, i.e. the class is only
observed once / is static for each instance.

We further define the notion of dimensionality as follows:

Explicit dimensionality : Let n denote the number of time-series features.
The explicit dimensionality of an evolving object x, is given by the com-
plete set of it’s static feature-values {f(x)|f ∈ F} together with the set of
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Figure 2.1: Feature schemes for static and time-series features.
For time-points (time-frames/time-windows) t0, t1, t2, ... the associated
static features f1, f2, f3, ... never change values for the objects. In con-
trast, features g1, g2, g3, ... are observed once for each t, implying that
values for objects may be different in each time-frame.

all observed time-series features-values {gi,t(x)|gi,t ∈ ∪ni=1(Gi,·)}. Therefore,
explicit dimensions are given by the sets F and ∪ni=1(Gi,·).

Implicit dimensionality : Let n denote the number of time-series features.
The implicit dimensionality of an evolving object x, is given by the changes,
and derivable statistics w.r.t. those changes, in the observed time-series
values gi,0(x), gi,1(x), ..., gi,t(x), ∀i = 1, ..., n. Additionally, the implicit di-
mensionality includes the object’s x relation to similar objects w.r.t. the



18 2. A Framework to Identify Relevant Dimensions

aforementioned changes, statistics, and to changes in the explicit dimension-
ality of those similar objects to x, whereas similar objects may be cluster
peers of x or neighbors. Therefore, implicit dimensions are hidden in the
evolution of objects over time and the objects relation to each other.

2.1.2 Subspace Clustering with Constraints

One component proposed in this thesis works on techniques used in both
subspace clustering and constraint-based clustering in order to find groups
of similar instances w.r.t. a target concept and derive relevant feature sets
from these clusterings. Because datasets often contain many features and
are therefore high-dimensional, this dimensionality may dilute clusters that
could be found in subspaces of lower dimensionality. When such clusters
contain instances that are similar w.r.t. our target concept, subspaces that
lead to the identification of such clusters contain relevant (w.r.t. the con-
cept) information. To find such subspaces, subspace clustering methods that
are dedicated to the detection of groups of similar data points in subspaces
of the complete dataset are required. For this, we define the term subspace
as follows:

Subspace: Given a dataset D with associated static feature set F , any subset
F ′ ⊆ F is a subspace.

Based on this, the projection of D onto F ′ is denoted as πF ′(D), i.e. the
set of instance projections. Then, the goal of subspace clustering is the
discovery of clusters C ⊆ πF ′(D) in at least one F ′.

However, utilizing only subspace clustering methods is not feasible if the
goal is to find potential relevant clusterings. A subspace search algorithm
without guidance detects any groups of instances that are similar in any
feature subsets. For example, for the target concept ”fatty liver”, the shoe
size of patients is completely unrelated to the exhibition of this disorder.
However, in this case using plain subspace clustering methodologies could
lead to the identification of clusters where patients with similar shoe size (or
other unrelated features) are contained. When looking for subspaces that
are informative towards a target, such an approach leads to an enormous
space of irrelevant results and high complexity.

To guide the subspace search algorithm w.r.t. the target concept we there-
fore incorporate principles of constraint-based clustering in one of our com-
ponents. We utilize two types of instance-based constraints: Must-Link
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(ML) and Not-Link (NL) constraints which should contain information
w.r.t. the similarity of objects. In this thesis, we define a ML and NL
constraint as follows:

Constraint: A constraint CON ∈ {ML,NL} in D is a set of two instances
{x1, x2} ⊆ D, with x1 6= x2.

Both types of constraints differ in their definition of satisfaction:

Constraint satisfaction: Let a clustering of n clusters C = {C1, ..., Cn} be
discovered in dataset D. Let further satisfaction(CON, C) be a function
on the satisfaction of a constraint CON in C. A Must-Link constraint
ML = {x1, x2} is called satisfied if both instances under constraint are
member of the same cluster in the clustering:

satisfaction(ML) =

{
1 if ∃C ∈ C : {x1, x2} ⊆ C
0 otherwise

(2.1)

Contrary a Not-Link constraint NL = {x1, x2} is called satisfied if both
instances under constraint are not member of the same cluster in the clus-
tering:

satisfaction(NL) =

{
1 if ¬∃C ∈ C : {x1, x2} ⊆ C
0 otherwise

(2.2)

Given these constraints definitions, the Must-Link ML and Not-Link NL
sets of constraints are supersets of Must-Link and Not-Link constraints.

Figure 2.2 shows an example for two subspace clusterings with one ML and
NL constraint.

2.1.3 Distance Computations

Many of our methods require that distance calculations are executed. Since
we cannot assume that the features of objects are scaled uniform, we opt
to use the Heterogeneous Euclidean Overlap Metric (HEOM) [33] distance
function (across all our methods) that is able to handle objects comprised
of differently scaled features, i.e. a distance function that can handle both
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nominal and continuous features as well as missing values. Let f(x1), f(x2)
be the values of feature f ∈ F for participants x1, x2 ∈ D. Then:

HEOM(x1, x2) =

√∑
f∈F

δ(f(x1), f(x2))2 (2.3)

where

δ(f(x1), f(x2)) =


1 if f(x1) or f(x2)

are missing,

olap(f(x1), f(x2)) if f is nominal,

diff(f(x1), f(x2)) if f is continuous.

with

olap(f(x1), f(x2)) =

{
0 if f(x1) = f(x2),

1 otherwise.

and
diff(f(x1), f(x2)) = f(x1)− f(x2).

Features must be normalized into interval [0, 1] beforehand when utilizing
Equation 2.3. In the following chapters, we always use the original HEOM
when calculating distances. In the case that our methods apply the HEOM
on objects or spaces that are defined differently to the ones defined in this
section, we indicate the modifications to the HEOM.

2.2 Framework Components

The framework is depicted in Figure 2.3. It consists of two main com-
ponents, EVO-Extract and STATIC-Select, as well as two auxiliary com-
ponents for data preprocessing and cluster relevance validation. Optional
components and data flows are depicted with dashed lines. The frame-
work expects a dataset as input according to the scheme described in Sec-
tion 2.1.1:

Discovery dataset: We denote the expected dataset as the discovery
dataset because here, the expert wants to learn what implicit dimensionality
exists and which dimensions are relevant. The discovery dataset is a set of
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Figure 2.2: Example clusterings of the same objects in two different
subspaces F ′ = {f1, f2} and F ′′ = {f3, f4}, with the set of Must-
Link constraintsML = {{x1, x2}} and the set of Not-Link constraints
NL = {{x3, x4}}. Object color represents cluster membership. In F ′

all constraints are satisfied because x1, x2 are in the same and x3, x4
are in different clusters. In F ′′ both constraints are unsatisfied because
the aforementioned conditions do not hold true.

evolving objects were relevant features are constructed and identified (in
comparison to the validation dataset that is optional and can be used to
validate findings found in the discovery dataset).

The discovery dataset first undergoes a preprocessing step where adjust-
ments to feature-value ranges are conducted. Preprocessing is required so
that our methods can be applied. The preprocessing is described in Sec-
tion 4.1.

Then, the preprocessed discovery dataset is input to the EVO-Extract
component (cf. Chapter 4). EVO-Extract applies our methods on the
discovery dataset to derive three types of static features, so-called ”Evolution
Features”, which contain information from the observed evolution of objects
within the dataset. Here, EVO-Extract conducts three activities / executes
three methods to derive these features:
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Deriving pattern-based Evolution Features: These features are based
on relevant patterns observed in the evolution of objects (ground-truths and
group-based). The respective method is proposed in Section 4.3.

Deriving object-based Evolution Features: These features are based
on the intermediate individual evolution of an object (both unsupervised
and ground-truths object-based without considering peers). The respective
method is proposed in Section 4.4.

Deriving group-based Evolution Features: These features are based
on the intermediate evolution of complete object groups (both unsupervised
and ground-truths based). The respective method is also proposed in Sec-
tion 4.4.

The output of EVO-Extract is the discovery dataset enriched with the de-
rived Evolution Features.

The second main component, STATIC-Select (cf. Chapter 5), expects
any static discovery dataset (i.e. a dataset that only contains a static set of
features) with either labeled training data or, in the case that no training
data exists, separate sets of associated instance-level constraints. If the
EVO-Extract output or any other evolving dataset is used, it must be first
transformed to a static dataset with the preprocessing component. STATIC-
Select can then be used to identify relevant feature sets, using either of the
following two methods:

Traditional feature selection (CFS-based): If a substantial amount of
labeled training data exist, a traditional feature selection method is applied.
The method is based on the Correlation-based Feature Selection (CFS [12])
and is described in Section 5.2.

Constraint-based feature subspace selection: If labeled data does
not exist our constraint-based subspace selection technique can be applied.
However, our method may also be used when labeled training data is scarce
or only instance-level constraints are given. Our method is proposed in
Section 5.3.

Output of STATIC-Select is a set of relevant features. Because our constraint-
based subspace selection technique evaluates feature subspace relevance ac-
cording to the relevance of identified subspace clusters, our framework en-
compasses an optional validation component:
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Validation component: The validation component helps users to as-
sess the transferability / generalization of relevant feature subspace clusters
w.r.t. a second dataset. This helps to promote confidence in the findings.
Our validation component is proposed in Section 5.3.5.

To use this component an additional validation dataset is required and our
constraint-based subspace selection technique must be utilized in STATIC-
Select. If these conditions are satisfied, the validation component matches
the discovery and validation dataset (based on features specified by the
user) and validates whether relevant regions in feature subspaces that were
found in the discovery dataset are also relevant in the validation dataset (cf.
Section 5.3.5).

Note that both main components, EVO-Extract and STATIC-Select, can
be used independently and do not require each other. If a static discovery
dataset is given and the goal is to find relevant features in it, then STATIC-
Select may be used independently. In contrast, if one wants to apply their
own method for the selection of relevant dimensions, then only EVO-Extract
may be applied. In the chapters Chapter 4 and Chapter 5, we show the two
main components EVO-Extract and STATIC-Select. In the EVO-Extract
chapter a brief description of the preprocessing component is included. The
STATIC-Select chapter includes the cluster relevance validation component.

2.3 Core Research Question Refinement

and Formalism
Our complete proposed framework serves to answer our core research ques-
tion:

How to find relevant dimensions of evolving objects for classifica-
tion tasks with the help of background knowledge?

The two existing cases associated with ”finding relevant dimensions for
evolving objects” that must be investigated to derive an answer to this ques-
tion are the following:

Case 1: Dimensions are not yet codified as features

Given the evolving objects, identify relevant dimensions implicit to the ob-
ject evolution that lead to a performance increase in the respective classi-
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Figure 2.3: Overview of our framework to derive and identify relevant
dimensions of evolving objects. Optional components in dashed lines.

fication task when added to the original set of explicitly available dimen-
sions. In the first case, the relevant dimensions are not explicitly available
and must be first derived and then codified. This case is summarized by
RQ 1 (cf. Section 1.2) and the first framework-component, EVO-Extract,
should provide solutions to it. Related literature w.r.t. case one is found
in Section 3.4.2 (regarding existing methods) and Section 3.1 (regarding
underlying methods we use to tackle case one).
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Case 2: Dimensions are already codified as features

Given a set of dimensions, decide on a subset of dimensions that are rele-
vant, i.e. a subset of dimensions that performs equally good or better than
the original set of dimensions in the classification task. In the second case,
the dimensions are already given. This case is summarized by RQ 2 (cf.
Section 1.2) and the second framework-component, STATIC-Select, should
provide solutions to it. Related literature w.r.t. case two is found in Sec-
tion 3.3 (regarding existing methods) and Section 3.5 (regarding underlying
methods we use to tackle case two).

Considering these two cases and the necessity for the exploitation of different
types of background knowledge (as specified in the core research question),
we define the following formalism to decide on a positive answer to the core
research question:

Let expr(RQ1) and expr(RQ2) define logical expressions that are True if
RQ 1/RQ 2 are answered positively.

expr(RQ1) ∨ expr(RQ2) (2.4)

Expression 2.4 is true if at least either RQ 1 or RQ 2 are answered posi-
tively. Then, we consider the core research question as ”positively answered”
if, and only if, the logical expression 3.4 holds true, and if the associated
component(s) that led to this result utilized at least two different types of
background knowledge to achieve this (i.e. if both RQ 1 and RQ 2 are
answered positively, the respective framework components catering to these
questions successfully utilized at least two different types of background
knowledge). The expressions expr(RQ1) and expr(RQ2) will be defined in
the respective component chapters.





3. Background & Related
Work

In this chapter we provide an overview about work related to this thesis.
We provide background knowledge which is necessary to understand our
scientific contributions and position our research in the context of exist-
ing work. Apart from the identification of relevant dimensions, background
knowledge is utilized in a plethora of different data mining tasks and mainly
for non-evolving objects. The most common kind of background knowledge,
information on the true class label of objects, is necessary for classification
algorithms to induce classification models like k nearest neighbors (knn) or
decision trees and is input for feature selection methods. Constraints on
the other hand, are mainly used for controlling the clustering process and
generate a desired grouping, but they can also help in the identification
of high-quality feature subspaces. Background knowledge about historical
recordings is used to generate meta features and relevant patterns for classi-
fication. Because many of our methods utilize clustering techniques, we also
discuss related work on basic unsupervised clustering methods in the next
section and the related literature regarding the different kinds of background
knowledge (including constraint-based clustering) in the sections thereafter.
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Figure 3.1: Different clusterings for the same set of objects in an arbi-
trary two dimensional space. Colors refer to clusters.

3.1 Clustering

The methods we propose in this thesis utilize techniques and algorithms
from different areas of clustering. Clustering is recognized as one of the main
data mining techniques and aims at grouping similar objects into the same
cluster and dissimilar objects into different clusters [34]. Clustering is widely
utilized to group objects in many different domains such as patients in health
care data [35], e-mails for spam detection [36] or credit card transactions to
identify fraudulent ones [37]. The concept of a cluster is not uniform [38].
Given a set of objects, different clustering algorithms may identify different
clusters with varying shapes and constitution. Figure 3.1 shows alternative
clusterings for the same set of objects.

One reason for this is that basic clustering algorithms are completely un-
supervised and use only the internal structure of an object for clustering
without exploiting any background knowledge regarding a (potential) true
cluster membership of objects [34]. Typically, the objects themselves are
described by n-dimensional feature vectors and to assess the required sim-
ilarity between objects/representatives, domain-specific distance/similarity
functions are utilized. Many taxonomies for clustering techniques have been
proposed [39], [40], [41]. Figure 3.2 shows an exemplary classification of
clustering families into hierarchical, partitioning relocation, density-based
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and grid-based methods [40]: Traditional hierarchical methods construct a
hierarchy of clusterings. They work iteratively and are either agglomera-
tive (bottom-up) or divisive (top-down) [42]. Bottom-up methods start by
declaring each object as a one-object cluster. They merge in each itera-
tion the two most ”‘appropriate”’ clusters. In contrast, divisive methods
define a single cluster that encompasses all objects and iteratively split the
most ”‘appropriate”’ cluster. Appropriateness may be defined by similarity
metrics, cluster validation metrics etc. Methods terminate when a stopping
criterion is reached (for example the number of clusters).

Partitioning relocation methods construct a clustering by iteratively relocat-
ing points between several clusters according to an optimization function.
In contrast to the many different clusterings hierarchical methods build,
partitioning relocation methods produce only a single clustering where the
complete data is divided into a set of clusters. Famous examples for this
family of algorithms are K-Means [43] and K-Medoids [44], with their more
recent extensions Cartesian K-Means [45] and K-Medoids based on step
increasing and optimizing medoids [46].

Density-based methods do not assume a specific cluster shape but rather
identify dense regions within the feature space. Apart from some notable
exceptions (i.e. DENCLUE [47]), methods utilize concepts like local density
and connectivity where each dense region is considered as a cluster. Dense
regions are defined by discovering objects that exhibit a ”‘high”’ number of
other objects in their neighborhood and iteratively checking whether the
neighbors are dense too. Utilizing such an approach leads to the discov-
ery of clusters that ”grow” in the direction the density of objects dictates.
Famous examples for such algorithms include DBSCAN [48] and OPTICS
[49]. Despite their age, algorithms like DBSCAN are still widely utilized.
Recent advances concentrate on enhancing these algorithms for an applica-
tion in different domains and scenarios (for example AnyDBC [50] for large
complex datasets).

Grid-based methods partition the feature space into segments described
by value-ranges of the constituting features. In essence, these methods
discretize the continuous features and afterwards analyze the points that fall
into these cells (multidimensional bins). Grid-based algorithms often exhibit
similarities with methods of the other categories. For example BANG [51]
uses a grid-based data view and hierarchical clustering to identify clusters,
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whereas GCHL [52] combines a density-grid based clustering in combination
with an axis-parallel binning scheme.

Figure 3.2 shows the base clustering categories. Some of our proposed
methods utilize the density-based clustering algorithm DBSCAN [48] as
a base clusterer which falls into the density-based connectivity clustering
category. In the following we use the notions defined by Ester et al to de-
scribe the DBSCAN algorithm [48]: DBSCAN identifies dense regions in
the data space and marks them as clusters. It uses the parameters eps and
minPts. The eps parameter defines the neighborhood around an object,
and minPts defines the minimum number of neighbors a data point must
exhibit to be considered a core point. This means that given a point x,
dataset D and distance function dist(), the eps-neighborhood is defined as
Neps(x) = {y ∈ D|dist(x, y) ≤ eps}. If and only if Neps(x) ≥ minPts, then
x is considered a core point. In the case that x exhibits fewer points, it is
considered a border point if x is in the eps-neighborhood of a core point, i.e.
∃y ∈ D|x ∈ Neps(y) ∧Neps(y) ≥ minPts holds true. Otherwise x is a noise
point and belongs to no cluster or an arbitrary outlier cluster. With this
definition in mind, clusters are build by exploiting the notion of connectivity
between core point. The neighborhoods of each set of inter-connected core
points define a dense region and form a cluster. This inter-connectivity is de-
fined with the notions of direct density-reachability and density-reachability.
A point y is directly density-reachable from x if and only if y ∈ Neps(x) hold
true and x is a core point. Based on this, a point y is density-reachable from
x if there exists a chain of data points x0, x1, ..., xn where each xi is directly
density-reachable from xi−1, with i ∈ {1, ..., n} and it holds true that x0 = x
and xn = y. Now, each dense region / cluster can be identified by selecting
any core point and traversing the region via the density-reachability def-
inition. Given a core point, all points that are density-reachable from it
belong to the same cluster (including the core point itself). Note that bor-
der points may be density-reachable from core points of different clusters.
In this case, simple heuristics like random cluster assignment or first-visit
cluster assignment can be used.

DBSCAN exhibits a number of advantages over other clustering algorithms:
outliers which might have special characteristics can be detected. Addition-
ally, the number and size of clusters is not required to be specified as a
parameter. Further, DBSCAN is not limited to linear boundaries but dis-
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Figure 3.2: Example taxonomy of basic clustering techniques related to
the categorization in [40], omitting more advanced and application spe-
cific techniques like constraint-based clustering or subspace clustering
(thus disqualifying them as ”basic”). Note that no uniform taxonomy
exists.

covers arbitrarily shaped clusters, so that no assumptions on the feature’s
distributions within a dataset have to be made. Figure 3.3 shows arbitrary
shaped cluster examples found via DBSCAN.

3.2 Subspace Clustering

One of our contributions within this thesis is based on principles of sub-
space clustering. Unlike regular clustering methods, subspace clustering
techniques aim to find clusters within datasets on subsets of the original di-
mensions (see e.g. [53]). More formally, let us call any F ′ ⊆ F a subspace,
where D is the dataset (the original dataset) and F is the associated set
of features. Let us further denote as πF ′(x) the projection onto F ′ for an
object x ∈ D and the set of all object projections as DF ′ . Then, the goal
in subspace clustering is the discovery of clusters C ⊆ DF ′ in one or more
subspaces F ′.

A key issue of regular clustering methods is that given a high-dimensional
dataset, clusters may only exist in subspaces of the data. Such clusters
may go completely unnoticed if all the available dimensions are taken into
account by diluting the information regarding which sets of characteristics
the objects are actually similar in (features that describe the clusters) with
irrelevant noise (features that are irrelevant to a cluster).
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Figure 3.3: Examples of different shapes found by a DBSCAN clus-
tering in an arbitrary two-dimensional space. Colors refer to cluster
membership.

Subspace clustering algorithms basically consist of a clustering component
that conducts the grouping of the objects and a subspace search component
that determines the subspace(s) for the clusterings. They can be differenti-
ated according to their utilized subspace handling strategy into bottom-up
and top-down algorithms [54]: Bottom-up algorithms start to identify sub-
spaces of cardinality one that contain clusters and iteratively try to identify
clusters in higher cardinality subspaces. Often, they expand the cardinality
one subspace clusters with other subspaces that contain clusters and check
whether the clusters still exist. To efficiently prune the search space and re-
duce the combinatorial complexity associated with this process, algorithms
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of this family employ a monotonicity criteria. For example, in a density-
based clustering setting they may assume that if a cluster in a subspace F ′

of cardinality cdl is not dense in a superspace F ′′ ⊃ F with |F ′′| = cdl + 1
anymore, than the cluster will not be dense in any superspace of F ′′, and
therefore this branch of the search space can be discarded (i.e.[55]). Mem-
bers of the bottom-up algorithm category are CLIQUE [56] and MAFIA
[57]. Top-down algorithms on the other hand start by either (iteratively)
clustering on the full set of dimensions and afterwards determine which di-
mensions are actually relevant to each cluster (cf. [53]) or by identifying a
subset of dimensions for a given set of instances, so that a clustering cri-
terion is satisfied (cf. [54]). Both approaches come with some significant
drawbacks. Top-down methods can exhibit high complexity when multiple
clustering on the complete feature space are required. Further, to reliable
detect cluster members in high-dimensional spaces goes against the assump-
tion that clusters can be completely diluted by irrelevant dimensions. To
overcome such problems, algorithms may utilize diverse sampling strate-
gies [54],[53]. Two example top-down subspace clustering algorithms are
PROCLUS [58] and FINDIT [59].

3.3 Exploiting Labeled Training Data

Ground truth (as given by class-labeled training data) is used in different
data mining tasks. Let D be a dataset and c a class variable. Each x ∈
D describes an evolving object with x being a multi-dimensional feature-
vector and each object is assigned one class-label c(x). Also, let Dtr =
{x′ ∈ D|c(x′)isknown} be the subset of objects from D with known class. If
in this case the class-variable describes the target concept that is associated
with the data mining task, then Dtr can be utilized as the labeled training
data or ground truth (cf. [60]). Areas that are related to the work presented
in this thesis, where training data is used as background knowledge, are
classification (for static and evolving objects) and feature selection. We will
discuss related work on those topics in the following subsections.

3.3.1 Supervised Feature Selection

Using labeled training data to find relevant dimensions is a well studied
topic in the research field of feature selection. Datasets used in classifica-
tion are not necessarily suited for a classification task out-of-the-box. They
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may contain a plethora of features with redundant or limited information
regarding the concept that the classifier aims to model. In ”Feature Selec-
tion”, associations between the training objects feature-values and the class
variable are evaluated to identify sets of relevant (w.r.t. a target concept)
and non-redundant features [12]. The goals of these techniques are to im-
prove the predictions build on a dataset, possibly improving their speed and
cost-effectiveness, and enhancing the understanding of the underlying data
[61]. Existing algorithms fall into one of three categories: Wrapper-methods
directly derive the quality of a feature set from the estimated performance
of classifiers [62]. Filter-methods use a separate criterion to evaluate feature
sets, for example the average correlation with the target variable used in
Correlation-based Feature Selection (CFS) [12]. Finally, embedded methods
integrate the feature selection and classification steps [61]. Recent methods
concentrate on distinct application fields like feature selection in medical
domains [63] or multi-view feature selection [64]. Many algorithms lack
out-of-the-box applicability on the kind of real-world data we deal with.
Hence, in our setting an extension of traditional methods that can deal
with differently scaled features, unavailability of class label data and multi-
ple observations for each feature is required to find the relevant dimensions.

3.3.2 Semi-Supervised Feature Selection

Traditional feature selection algorithms use the labels of the training data
to decide on the relevance of features. They typically do not consider the
unlabeled data and may perform poorly when labeled data is sparse. Dif-
ferently, semi-supervised feature selection algorithms try to ”best” exploit
both the given labeled and unlabeled data. The traditional assumption for
semi-supervised feature selection is that the labeled sample is an unbiased
sample of the overall population [65] (which may not always hold true [66]).
Available semi-supervised approaches have no uniform taxonomy. They dif-
fer widely in the actual handling of both the labeled and unlabeled data.
One possibility for a categorization of these methods is to differentiate them
w.r.t. the type(s) of supervised knowledge they use:

Class-label based semi-supervised methods compute the relevancy of feature
sets w.r.t. the class variable on the labeled data and either bootstrap a class
[66] on the unlabeled data or calculate redundancy scores with their help.
For example, Sechidis et al [66] propose two simple surrogate strategies
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to test the dependency between a feature f and a binary feature / class-
variable class (with outcomes ”positive” and ”negative”) and rank features
w.r.t. their mutual information with class when only limited amount of
labeled, and large amounts of unlabeled training data is available. For both
strategies, statistical testing (using a G-test on independence) and ranking
(on mutual information), they assume that all unlabeled data are either con-
sidered as being completely positive or completely negative. They provide a
decision-threshold that is based on the amount of ground-truth and a prior
belief of the domain-expert on the positive-class probability. The threshold
is then used to decide on the class (either all positive or negative) of the
unlabeled data for testing and ranking purposes (i.e. decision on which sur-
rogate to use). Authors show that their approach yields competitive results
compared to more complex methods. For large data, they report that the
surrogate approach yields exactly the same ranking as if all of the data were
labeled and used. Additionally, hypothesis-testing with the surrogates re-
sults in the same False-Positve-Rate (FPR) but higher False-Negative-Rate
(FNR) compared to hypothesis-testing when ground-truth is available for
the complete data. Here, the FNR can be decreased by using the provided
threshold for the surrogate decision. In comparison, He et al. [67] use a
mutual information based approach where the relevancy of attribute sets
is calculated on only the labeled data and the redundancy of attributes on
both the labeled and unlabeled data.

An alternative approach is the use of instance-level constraint-based semi-
supervised methods to decide on a set of most relevant features towards a
target concept / class-variable. Such methods use decisions from domain
experts (or derive these decisions from other types of background knowl-
edge) on the similarity of objects or variables, instead of class-label data,
to guide feature selection algorithms. There exist a number of publications
which use the Laplacian Score in conjunction with a Constraint Score (based
on constraints on the similarity/dissimilarity of instances) to decide on rel-
evant features [68–70]. Here, the Laplacian Score promotes features with
high variance while preserving locality, i.e. features where instances in the
same neighborhood have close values in comparison to instances of different
neighborhoods. The Constraint Score on the other hand, promotes features
where instances under a similarity constraint are close and instances under
a dissimilarity constraint observe high distance to each other.
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Our in Chapter 5 proposed approach DRESS shares some key ideas with
traditional instance-level constraint-based semi-supervised feature selection
methods. However, in comparison to DRESS, traditional methods have
some key disadvantages. First, they are based on parameters to define
neighborhoods that have shown to have a high impact on the method’s
performance. Second, features are scored and ranked individually. The
structure of feature subspaces of a cardinality greater than one is never
investigated, thus omitting possible patterns that emerge from the interac-
tion of multiple features. Third, the proposed approaches all exhibit at least
three distinct parameters without propositions on how to impute reasonable
settings. Keeping in mind that these methods try to deliver relevant feature
subspaces when only limited/small quantities of background knowledge is
available, an extensive tuning step that requires a substantial amount of
training data should be prevented and goes against the application scenario
of these methods.

3.4 Exploiting an Object’s Evolution

In many data mining tasks, objects are not static and only observed once,
but do rather change over time (evolve) and are also observed multiple times
during their evolution. One part of our proposed framework deals with the
extraction of target-concept relevant knowledge from such evolving objects
which are associated with sets of time-series features (univariate time-series)
and static features (cf. Section 2.1 for our formal specification of evolving
objects). In this section, we present work related to the exploitation of
evolving objects in the context of this thesis, which includes work on the
abstraction of time-series and the use of such abstractions for classification.

Note that in the case of classification of evolving objects (that may be
described by time-series features) we only consider that exactly one label
per time-series /evolving object is predicted, regardless of the fact that a
label may change over time and could be predicted in different moments.

3.4.1 Time-Series Abstraction

Often, knowledge discovery is concerned with the identification of patterns
within datasets and their representation towards the human expert. Pattern
representations of data mining algorithms should be close to those used by
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a human to support the knowledge generation process. For example, the
mere information that customers with similar income level buy a specific
product more often could be carefully abstracted to tell the expert that
this is actually a group of customers with relatively high income. Such
abstracted pattern is more natural to use by humans for decision making
instead of the plain income numbers. For static data, discretization, clus-
tering, rule-abstraction etc. are used to accomplish this task. In the case
of time-series or temporal data, these techniques are not sufficient. While
it is possible to cluster or discretize time-series, the additional temporal
component can still lead to issues in the representation and understand-
ability of the resultant abstractions. After all, a cluster in static data is
much easier to understand, for example it may refer to high-income, low-
age customers. In contrast, a cluster in time-series data may also include
implicit dimensionality given by the object’s trajectory directions, mean or
variance. A key task in abstracting time-series is therefore representation.
According to Höppner, abstraction methods can be separated into inductive
and deductive approaches[20]:

• Inductive approaches produce features (from the evolution of objects)
for which the semantic is not known a-priori. For example, clustering
algorithms can separate a time-series in similar parts. Afterwards, the
clusters can be used for the representation of the time-series. How-
ever, the meaning of the feature-values (the clusters) is not known
beforehand.

• Deductive approaches use pre-defined features and derive the values
for those features from the observed time-series. The abstracted time-
series is then represented by a feature-value vector. For example,
representing a time-series by its mean, variance and length falls under
the deductive category.

An advantage of the inductive approach is its data-driven nature. Assump-
tions on how a time-series should be abstracted are only made implicitly by
the choice of the (clustering/segmentation) algorithm, similarity measure
and the provided parameter settings. In contrast, the deductive approach
provides an abstraction that is more easily interpretable because of the pre-
defined features that are used. However, it may miss valuable information
that is not covered by those features.
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The problem of temporal data or time-series abstraction is addressed by
different authors [71–73]. Proposed methods derive simple statistics such as
mean or variance from temporal features and use these new representations
for predictive tasks. Such representations are easy to interpret but a lot
of information may get lost, predictive potential unrealized and relevant
knowledge regarding the target concept unrepresented. In contrast, more
powerful methods do not take a target concept into account [74, 75], which
leads to uninformative representations, or the representations themselves
that are used to discriminate between classes are hard to interpret [14, 76].

In this thesis we provide means to derive features from the evolution of in-
stances in a data-driven and pre-defined way. Both approaches are novel: in
our data-driven approach we are able to identify relevant, arbitrary shaped
patterns of both continuous and nominal time-series features without the
requirement of a prior discretization or abstraction. The approach uses clus-
tering with semi-supervision to find an agreement between internal structure
of the data (clusters / patterns) and target-concept relevancy (purity of pat-
terns). Our second approach uses pre-defined features that not just encode
the evolution of single instances but also the information of their evolution
w.r.t. other clusters in the dataset.

3.4.2 Using Time-Series Abstractions for Classifi-
cation

Whether an inductive or deductive approach is used to abstract time-series,
the new representations of the time-series can be utilized in classification
workflows. Such an approach has two advantages. First, the resultant rep-
resentations are often easier to interpret (which is a key asset when besides
the classification performance the understandability about how the results
were actually achieved is required). Second, certain abstractions lead to
static representations (a single feature vector) of the time-series. This en-
ables the expert to use traditional data mining methods that are normally
not applicable on time-series data.

Some approaches derive features from time-series (like mean, variance, ex-
istence of rules, interval patterns etc.) and build traditional classification
models on them [77], [71], [78]. These models can be generated in different
ways. (1) Features may either be derived over the complete time-series or
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(2) series are first split in time-windows and then features are derived for
each window. After extraction, the features of (1) and (2) can be used to
build a single classification model (for example a nearest neighbor model).
(3) Alternative approaches split the time-series into time-windows and then
learn a separate classification model on windows of the series. Models are
later used in conjunction as an ensemble to classify time-series instances
[72]. Figure 3.4 illustrates these three approaches.

A unique variation to these approaches for classification model generation
based on time-series abstraction is the use of shapelets. Shapelets are unique
subsequences of the time-series that distinguish the series (and series of the
same class) from others. Uniqueness is assessed by calculating the dis-
tance between shapelets. A high-quality shapelet should be contained in
all instances of the same class (i.e. there exist other shapelets with min-
imal distance to it in instances of the same class) and not contained in
instances of different class (i.e. there are no other shapelets with minimal
distance to it in instances of a different class). Extracted shapelets can
then be used in Decision Tree based algorithms where a node represents a
shapelet that partitions instances based on the observation if they contain
a similar shapelet or not [79]. For example, shapelet shapea may repre-
sent a node and is representative of class c. If an instance (time-series)
x that should be classified contains any shapelet shapeb that is similar to
shapeleta based on their distance dist(shapea, shapeb)() and a threshold
thresh, i.e. dist(shapea, shapeb)() < threshold, x is more likely to be as-
signed to c. More recent approaches use multiple shapelet trees in Random
Forests where instances and shapelet features are randomly sampled to cre-
ate a more robust tree ensemble classifier and detect the most important
shapelets [76].

In this thesis we do not extract shapelets from evolving objects, since we
have mixed (continuous and nominal) datasets and consider only short se-
quences. The features that we derive in this thesis are used in traditional
classification workflows. This has the benefit that widely available and thor-
oughly tested algorithms can be utilized.

3.5 Exploiting Instance-Level Constraints
There are a number of data mining applications where instance-level con-
straints are utilized. Instance-level constraints mostly come in the shape of
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Figure 3.4: Three alternative approaches to learn models for classifi-
cation tasks from object time-series. In (1) features are derived across
the complete object time-series, leading to a single new static dataset
that can be used for traditional model learning. Approach (2) first de-
fines time windows over the time-series data and then derives features
within each window. This leads to a number of static datasets (one for
each window) which are unified into a single dataset that is used for
model learning. The third (3) approach is based on (2), but instead of
unifying the static datasets of all time windows, one model is learnt on
each window. At the end, an ensemble model is generated to classify
time-series objects of unknown class.

”Must-Link” and ”Not-Link” constraints between two instances of a dataset.
The former type reflects that two instances are somehow similar whereas
the latter type reflects that they are dissimilar. What this similarity con-
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stitutes is actually up to the domain, algorithm or the expert that defines
these constraints. The main application of instance-level constraints-based
algorithms is clustering [80]. However, contributions in other areas like
classification [81] and distance metric learning exist [82]. Since we utilize
constraints in a clustering-based setting, we concentrate on work done on
exploiting instance-level constraints for clustering in the following subsec-
tions.

3.5.1 Constraint-based Clustering

In constraint-based clustering the aim is again to find groups of similar ob-
jects that are also dissimilar to the objects of different groups. However,
these methods aim to reduce a drawback of traditional clustering methods:
the problem that available knowledge about the true cluster-membership or
background knowledge on cluster parameters is not used to guide the clus-
terer. For traditional methods, the objective functions that are optimized
do only take the internal structure of the data into account (i.e. sum of
squared errors in K-Means [43]). In contrast, constraint-based clustering
may use different kinds of constraints in a dataset D to find clusters C ∈ D
that satisfy these constraints [83]. Constraint-based clustering therefore has
the goal to find a clustering that yields groups which agree w.r.t. the in-
ternal structure of the data and the external information that is given as
constraints, which includes the following constraint-types [21]:

• Obstacle object constraints where objects may be modeled as
being more or less distant to other objects. For example, a building is
only reachable through a bridge which increases the walking distance
to this building from a building of the opposite side of the river (i.e.
thus increasing the ”shortest distance” to it).

• Constraints on single objects where only a subset of all available
objects are eligible for clustering.

• Clustering parameters as constraints where only specific param-
eters may be used for a clustering algorithm.

• Constraints imposed on clusters where pairs of objects are con-
strained to be in the same / different clusters.
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Especially the last type of constraints, the object-level constraints between
pairs of objects, are studied well in literature. For example, Constraint-
driven DBSCAN (C-DBSCAN) uses constraints between objects to deter-
mine whether to split a cluster or merge two clusters if the constraints
disagree with the initial clustering [83]. It utilizes Must-Link (ML) and
Cannot-Link (NL) constraints between two objects which either indicate
that both objects under constraint should be in the same cluster or differ-
ent clusters. Another possible approach to use constraints for clustering is
to evaluate and choose among different models according to their constraint
satisfaction. Dau et al. [84] use a cluster-algorithm independent approach to
utilize ML and NL constraints in time-series clustering. Their goal is to de-
termine parameter values for the underlying clustering algorithm or the best
clustering among multiple models generated with different parameter values.
They first perform multiple clusterings of the data by varying the clustering
parameter. After that, the set of all possible object-pairs is created. This
set is filtered by removing pairs that would be associated with uninforma-
tive constraints (constraints that describe objects with stable conditions),
i.e. objects where constraints would be always, or never satisfied regardless
of the parameter setting, and object pairs where the constraint satisfaction
would be highly oscillating. From the remaining pairs, authors calculate
a simplicity value (derived from the number of changes of the constraint
satisfaction when putting the objects under a constraint while increasing or
decreasing the parameter value). Then, they show the ”simplest” pairs to
human experts for constraint annotation. Given this annotation, they can
then derive the parameter-value(s) and clustering model that satisfies the
obtained constraints.

Because of the benefit to guide the clusterer towards a ”correct” grouping or
to select higher-quality cluster models, constraint-based clustering is utilized
in different domains like medical study data to remove confounding factors
[85] or in automatic color image segmentation [86].

3.5.2 Constraint-based Subspace Clustering

Fromont et al. are the first authors to consider the integration of con-
straints, particularly instance-based constraints, into subspace clustering
[87]. Constraint-based subspace clustering utilizes constraints to not only
find the best clustering in a given dataset according to the preferences set by
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the user (through the constraints), but also the most appropriate subspace
w.r.t. these preferences. For example, consider high-dimensional data about
participants of an epidemiological study where for some of them it is known
whether they exhibit a specific disease or not. A medical expert now may be
interested in groups of similar healthy and ill people, and the characteristics
of such groups. To find these groups, the expert could set similarity con-
straints, according to their desired output and the target-concept, between
pairs of healthy, ill and mixed participants. If such an expert would use plain
constraint-based clustering it is likely that the high-dimensional data would
dilute clusters that are only detectable in lower cardinality subspaces and
therefore the expert would not identify relevant characteristics that describe
these clusters. In comparison, when only using subspace clustering without
any background knowledge, the expert would either obtain a plethora of
irrelevant clusters (e.g. containing participants with the same shoes size,
even if the shoe size is not associated with the concept) or the algorithm
would not terminate at all due to the high combinatorial complexity of the
search space that many subspace clustering methods have to deal with. Au-
thors point out that if constraints are beneficial to a plain clusterer, they
might be even more useful for high-dimensional data in guiding a subspace
clusterer by restricting the search space and presenting the user results /
clusters that are actually relevant to their concept [87].

Two dedicated subspace clustering algorithms that exploit constraints are
Constrained K-Means [88] and SMVC [89]. Constrained K-Means uses
instance-level constraints to assign an instance x to the closest cluster so
that the assignment decision does not lead to a violation of the constraints
related to x. SMVC models multiple clusterings and related dimensions
(views) of the data with the help of a Bayesian framework. Because views
define different, alternative clusterings of the data, the algorithm does not
necessarily drop views that violate many constraints. These methods ex-
hibit some undesired characteristics w.r.t. real-world application settings,
e.g. prior assumptions about number and shape of clusters within sub-
spaces or the focus on different, alternative clusterings. Contrary, authors
in [87] present a general framework, SC-MINER, that can be utilized to em-
ploy basic grid- and distance-based subspace clusterers in constraint-based
subspace clustering by pushing and checking constraints during the enu-
meration process of cluster candidates. SC-MINER automatically ensures
that objects under Must-Link constraint are put into the same cluster and
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avoids the generation of candidate clusters that contain objects under Not-
Link constraints, thus reducing the search space and improving the quality
of results. However, SC-MINER requires a subspace-independent param-
eter setting which is a density-threshold (clusters are only dense if they
exceed the threshold) that does not consider that less dense regions in a
high-dimensional subspace could still contain useful knowledge in compar-
ison to slightly denser subspaces of lower cardinality. The algorithm thus
avoids to handle the natural decrease in density that comes with higher
cardinality subspaces, omitting potentially relevant clusters in the process.



4. EVO-Extract: Extracting
Evolution Features

The first main component of our framework is EVO-Extract. EVO-Extract
deals with the task of deriving relevant knowledge from an object’s evolution
as motivated in Section 1.1.2. In this chapter we address the following
research questions:

RQ 1: How can we codify the implicit dimensionality of an ob-
ject’s historical records to improve object classification?

RQ 1.1: How to identify relevant feature-value sequence patterns
of evolving objects for classification while preserving relevant in-
formation?

RQ 1.2: How to model the evolution of complex objects for clas-
sification?

EVO-Extract expects a dataset D of evolving objects to be applied onto,
i.e. a dataset with a non-empty time-series feature set G. EVO-Extract
uses the historical records, given by the set of time-series features G, and
ground-truth, given by the subset of training data Dtr ⊆ D where the class
is known for each instance x ∈ Dtr, to extract different types of Evolution
Features.
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This chapter begins with a description of the preprocessing component that
transforms datasets of evolving objects into the scheme required by cer-
tain EVO-Extract and STATIC-Select sub-components, and the problem
definition of EVO-Extract. In Section 4.3 we show how features based on
sequential feature value patterns (patterns in the evolution of objects) can
be derived. Section 4.4 describes how pre-defined features based on individ-
ual and cluster evolution can be codified. Section 4.5 shows the evaluation
of our methods with the help of classification workflows that use our derived
Evolution Features. At last, Section 4.6 concludes this chapter and provides
answers to the research questions. Parts of Section 4.1 - Section 4.6 are from
our previous publications [27–29] (with modifications).

4.1 Preprocessing

The methods to derive object- and group-based Evolution Features in the
EVO-Extract component, as well as the complete STATIC-Select compo-
nent, expect that the time-series features of an evolving dataset are trans-
formed into a single set of static features. To do this, the preprocessing
component treats every feature observation gi,t of a time-series feature gi as
a single static feature and inserts it into a set Gstat, i.e. given T time-points,
Gstat = G·,0 ∪G·,1 ∪ ... ∪G·,T−1. Doing this allows the framework to apply
traditional feature selection methods on the observations of time-series fea-
tures to find sets of important observations. Additionally, the preprocessing
component has the task to conduct a normalization of all static features in
F and Gstat into range [0; 1] since distances in different feature-(observation)
subspaces must be comparable (EVO-Extract and STATIC-Select construct
and select features based on position and distances of objects in different
feature subspaces). For each continuous feature f ∈ F ∪ Gstat the prepro-
cessing component assigns each instance x ∈ D a new feature-value fnew(x)
as follows:

fnew(x) =
f(x)− fmin
fmax − fmin

, (4.1)

with fmax = maxx∈D(f(x)), (4.2)

and fmin = minx∈D(f(x)), (4.3)

where fmin is the minimal and fmax is the maximal feature-value observed
in the respective dataset for feature f . The new values fnew() then replace
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the original ones. For interpretability reasons the normalization model may
be stored and used later to restore the original values.

Further, we eliminate features that satisfy both of the following two con-
ditions when used with STATIC-Select (second main component): (1) a
frequency-ratio (ratio between the most frequent value to the second most
frequent value of a feature) of at least 95% and (2) with a percentage of dis-
tinctive values below the observed number of distinct values for the feature,
divided by the number of all observed values for it.

4.2 Problem Definition

Let model(Dtr, F ) be a classification model learnt on training data Dtr ⊆ D
and feature set F , and let perf(model,Dte) be the classification model per-
formance that is obtained when using classification model model to classify
each instance x ∈ Dte ⊆ D (such as Accuracy, Specificity etc., we present
the utilized evaluation measures as well as an aggregated ”rank” of these
measures that may be used as a decision basis in Section 4.5.2). Let us
further denote F ∗, G∗, Gevo∗ as a non-empty subset of relevant features (to-
wards the class variable) of F,G,Gevo.

The goal of EVO-Extract is to use feature sets G, Gstat and dataset D =
Dtr∪Dte to create Evolution Features set Gevo, i.e. EV O−Extract(G,D) =
Gevo, so that

perf(model(Dtr, F
∗ ∪G∗ ∪G∗evo), Dte) > perf(model(Dtr, F

∗ ∪G∗), Dte)
(4.4)

holds true.

4.3 Deriving Pattern-based Evolution Fea-

tures

The first sub-component of EVO-Extract summarizes the values of each
time-series feature, exploiting similar numerical sequences of different in-
stances to derive new summary features, so called pattern-based Evolution
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Features. EVO-Extract aims to automatically find relevant groups of simi-
lar sequences in a data-driven way: Objects that exhibit similar sequences
in a single time-series feature are grouped together according to a base clus-
terer. EVO-Extract creates a number of alternative clustering for those
sequences. Then, for each time-series feature EVO-Extract creates exactly
one new Evolution Feature by codifying the clustering with the highest in-
formation towards the target variable. Here, each instance is assigned the
cluster membership of its corresponding sequence as the Evolution Feature
value. This leads to the creation of features where instances with similar
sequences share the same feature-value in the respective Evolution Feature,
whereas the values themselves are derived from clusterings that show ev-
idence of containing information towards the target concept. Figure 4.1
depicts the basic workflow for the creation of these features.

EVO-Extract first creates sets of sequential values for each time-series fea-
ture and then clusters each set a number of times (cf. Algorithm 1) to find
groups of similar sequences. In the following we introduce the notion of
sequence-examples and sequence-sets:

Sequence-example: sequence-examples contain the sequential values of one
instance for a single time-series feature. Let G be the set of time-series
features and D the complete dataset. A sequence-example of an instance
x ∈ D and time-series feature gi with |Gi,·| = n observations is the vec-
tor s(x, gi) = (gi,0(x), ..., gi,n(x)) which represents a point in the |Gi,·|-
dimensional feature observation space. For example, if |Gi,·| = 7 and gi is
the time-series feature describing the Body-Mass-Index measurement out-
come, then for an instance x, s(x, gi) would contain a sequence of seven
BMI measurement outcomes.

Sequence-set: sequence-sets contain all sequence-examples of a single time-
series feature. For a time-series feature gi the corresponding sequence-set is
defined as S(gi, D) = {s(x, gi)|x ∈ D}.

To identify sets of similar sequences, we introduce a notion of distance be-
tween sequence-examples based on the projection of instances onto the fea-
ture observation space induced by a sequence-set.

Distance between sequence-examples: Let d() denote any distance function
with d(x1, x2) being the distance between instance x1 and x2 in the com-
plete feature space of dataset D. Given a time-series feature g1, we de-
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fine the distance d() between the sequence-examples s(x1, gi) and s(x2, gi)
as d(s(x1, gi), s(x2, gi)) = d(πGi,·(x1), πGi,·(x2)). The distance between se-
quence examples is calculated based on the HEOM as described in Sec-
tion 2.1.3, adjusted for the instance projections given by the sequences:

d(πGi,·(x1), πGi,·(x2)) =

√ ∑
gi,t∈Gi,·

δ(gi,t(x1), gi,t(x2))2 (4.5)

EVO-Extract builds one set of sequence-examples for each time-series fea-
ture and investigates them independently. Therefore, the number of obser-
vations can differ for each time-series feature without impacting the com-
ponent. Also, if missing values exist, they must not be imputed since our
distance measure deals with them.

4.3.1 Creating Alternative Clusterings

EVO-Extract uses the density-based clustering algorithm DBSCAN [48].
DBSCAN exhibits a number of advantages compared to alternative meth-
ods as described in Section 3.1. One of the main advantages for our ap-
plication is that identified clusters are not limited to linear boundaries so
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that no assumptions on the underlying features distributions are made. For
each time-series feature gi in dataset D, EVO-Extract invokes DBSCAN on
sequence-set S(gi, D) an altNum+1 times according to different parameter
settings. For these alternative clusterings the MinPts parameter is fixed to
MinPts = round(ln(|D|)) according to the suggestion of Ester et al. [48].
This ensures that all found clusters do not consist of singletons, but instead
have a lower limit to their size that depends on the size of the complete
dataset.

Then, given the fixed MinPts, EVO-Extract automatically calculates a first
”reasonable” Eps-parameter value, according to the kDist, kDistList and
the knee-point method [29]. These notions are defined as follows:

kDist: Let nn(s(x, gi), k) denote the k-nearest neighbor of sequence-example
s(x, gi) in the sequence space induced by gi, i.e. the sequence-example with
the k-th lowest distance d() to s(x, gi). The kDist(s(x, gi)) is defined as the
distance d(s(x, gi), nn(s(x, gi), k)).

kDistList: Let S(gi, D) be a sequence-set with n = |S(gi, D)|. Then,
we define the kDistList(S(gi, D)) as the ordered vector of kDist-values
(kDist1, ..., kDistn) induced by S(gi, D) with the first vector-value

kDist1 = maxs∈S(gi,D) {kDist(s)} ,

the last vector-value

kDistn = mins∈S(gi,D) {kDist(s)} ,

and where ∀i′ ∈ {2, ..., n} : kDisti′ ≤ kDisti′−1 holds true.

Knee-point method: Let k = MinPts, S(gi, D) be the sequence-set used
for clustering and n = |S(gi, D)| the size of the sequence-set. First, the
kDistList(S(gi, D)) is computed. Each kDist ∈ kDistList defines the
required Eps-value so that the corresponding sequence-example is a core
point. Then, an empty two-dimensional real-valued space is created and
one datapoint per sequence-example inserted, i.e. ∀i′ ∈ {1, ..., n} the al-
gorithm inserts the point zi′ = (i′ − 1, kDisti′). The resulting graph is
denoted as the kDist graph. After that, a line line(z1, zn) between the
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points z1 = (0, kDist1) and zn = (n− 1, kDistn) in the kDist graph is com-
puted (the points associated with the first list element and last element of
kDistList). Following this, ∀i′ ∈ {1, ..., n} the shortest euclidean distance,
Euclid(line(z1, zn), zi′), between line(z1, zn) and zi′ is calculated. Finally,
the Eps-value is set to Eps = maxi′∈{1,...,n} {kDisti′}, correspondent to the
sequence-example with the highest Euclid(line(z1, zn), zi′) (knee-point).

EVO-Extract chooses as the initial Eps-parameter setting the kDist ∈
kDistList value that belongs to the sequence-example that maximizes the
shortest distance between line(z1, zn) and its kDist graph point. This cho-
sen sequence-example is correspondent to a knee-point in the kDist graph.
For the given MinPts, this heuristic enables DBSCAN to choose a knee-
point in the k-dist graph that preserves a number of dense regions as clusters.
Figure 4.2 shows an example of a kDist graph, knee-point and associated
Eps-value and clustering.

In addition to this first ”best bet” parameter setting, EVO-Extract con-
ducts an altNum number of alternative clusterings, as shown in Algorithm
1, according to the distribution of the distances between the points in the
kDist graph and the calculated line. For each of these clusterings a ran-
dom kDist-value is chosen for the Eps parameter. Since high distances
between the line and points in the kDist graph are more favorable than low
distances (high distances are correspondent to knee-points), the probabili-
ties for choosing a specific Eps value are not equal but weighted according
to the Euclid(line(z1, zn), z) distance, with higher distances leading to a
higher probability. For time-series feature gi, the probability to choose a
specific kDisti′ ∈ kDistList as Eps-value, is the fraction of zi′ ’s distance
to line w.r.t. the sum of distances of all points of the kDist graph to line:

p(kDisti′) =
Euclid(line(z1, zn), zi′)∑n
j=1Euclid(line(z1, zn), zj)

. (4.6)

4.3.2 Cluster Evaluation

Given a time-series feature gi, EVO-Extract evaluates each clustering that
was created according to Section 4.3.1 independently with the help of our
adjusted Gain-Ratio notion. Let Cgi,D denote a clustering (set of clusters) of
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Figure 4.2: Basic workflow to generate an Eps-value according to the
knee-point method. Left plot: Scatterplot of a two-dimensional pro-
jection of the Iris data. Right plot: Based on the 5-nearest neighbor
(5-nn) distances (MinPts = 5), we compute a line between the ob-
ject associated with the lowest 5-nn distance and the object with the
highest 5-nn distance. EVO-Extract sets the Eps-parameter to the
5-nn distance of the object (marked as a red dot) with the highest
distance to the line, which marks a knee-point. Here, all instances to
the right of the marked object will be part of a cluster (because their
5-nn distance is lower than the chosen Eps value) and all objects to
the left will be marked as outliers when using DBSCAN. Lower Plot:
DBSCAN clustering with the derived parameter settings on the IRIS
data, colors mark cluster memberships.
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Data: Sequence-set S(gi, D), number of alternative clusterings
altNum

Result: Set of alternative clusterings CL
kDistList← ∅ ; // Initialize empty kDistList
CL ← ∅ ; // Initialize empty set of clusterings

MinPts← round(ln(|S(gi, D)|)); // Calculate MinPts value

k ←MinPts; // Set k
for s ∈ S(gi, D) do

kDistList← kDistList ∪ kDist(s); // Add to the list

the distance of s to its k-nearest neighbor.

end
sortDescending(kDistList) ; // Sort list (descending)

line← calculateLine(0, kDistList[0], |S(gi, D)| −
1, kDistList[|S(gi, D)| − 1]) ; // Create the line between

first and last element.

distmax ← − 1 ; // Initialize current highest distance

Eps← − 1 ; // Initialize the knee-point MinPtsDist

for j = 1 : |S(gi, D)| do
if dist(line, j − 1, kDistList(j − 1)) > distmax then

distmax ← dist(line, j − 1, kDistList(j − 1)) ; // Update

highest observed distance

Eps← kDistList(j − 1) ; // Update knee-point kDist

end

end
CL ← CL ∪DBSCAN(MinPts, Eps) ; // Conduct and store

clustering according to knee-point Eps value

probV ector ← createPobV ector(S(gi, D)); // Create the

probability vector where each entry probV ector[o] with

o ∈ {1, ..., |S(gi, D)|} is given by p(kDisto) as shown in

Equation 4.6

for i = 1 : altNum do
Eps← chooseRandomDist(probV ector, kDistList) ;
// Choose a random Eps-value from the k-distance
list where the chance of choosing element

kDistList[j] is given by probV ector[j]
CL ← CL ∪DBSCAN(MinPts, eps) ; // Conduct and

store clustering according to chosen Eps value

end
Algorithm 1: Creating alternative clusterings.
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the sequence-example set S(gi, D) and Dtr(C) = {x ∈ Dtr|s(x, gi) ∈ C} de-
note the set of training instances for which it holds that their corresponding
sequence-examples s() are present in cluster C ∈ Cgi,D. Also, let Dtr ⊆ D
be the complete set of training instances with disclosed class label (equals
the union of all Dtr(C) ⊆ Dtr). Let us further denote Y as the set of class
labels and Dtr(Cgi,D) = {Dtr(C)|C ∈ Cgi,D} as the superset of training in-
stance partitions induced by the clusters of Cgi,D. The Gain-Ratio of the
clustering is then calculated as

GR(Y,Dtr(Cgi,D)) =
IG(Y,Dtr(Cgi,D))

H(Dtr(Cgi,D))
(4.7)

where

IG(Y,Dtr(Cgi,D)) = H(Y,Dtr)−H(Y,Dtr(Cgi,D)),

H(Y,Dtr) = −
∑
y∈Y

p(y,Dtr) ∗ log2(p(y,Dtr)),

H(Y,Dtr(Cgi,D)) =
∑

I∈Dtr(Cgi,D)

|I|/|Dtr| ∗H(Y, I),

H(Dtr(Cgi,D)) = −
∑

I∈Dtr(Cgi,D)

|I|/|Dtr| ∗ log2(|I|/|Dtr|) .

Note that clusters can contain instances with and without disclosed label
information (clustering is conducted on all instances). Therefore, the clus-
tering evaluation considers only a cluster’s instances that are part of the
training dataset. Once the best clustering for a feature gi is found, a new
nominal Evolution Feature evo patterngi is constructed (and inserted into
F ), where each x ∈ D is assigned the cluster-membership id of its associ-
ated sequence-example s(x, gi). Algorithm 2 shows the complete procedure
to derive pattern-based Evolution Features.

The workflow to derive pattern-based Evolution Features for an example
feature with two observations is depicted in Figure 4.3.
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Data: Dataset D, training dataset Dtr ⊆ D, labels Y , time-series
features G, static features F , number of alternative
clusterings altNum

Result: Set of updated static features F
for each gi ∈ G do

GRopt ← − 1; // Initialize Gain-Ratio

Copt ← ∅; // Initialize clustering variable associated

with highest Gain Ratio

S(gi, D)← buildSequenceSet(gi, D);
CL ← createClusterings(S(gi, D), altNum); // Conduct

alternative clusterings and store them according to

Section 4.3.1

for each Cgi,D ∈ CL do
Dtr(Cgi,D)← ∅; // Initialize superset of training

set partitions

for each C ∈ Cgi,D do
Dpart ← C ∩ πGi,·(Dtr));
Dtr(Cgi,D)← Dtr(Cgi,D) ∪ {Dpart};

end
// Create set of training dataset partitions

induced by Cgi,D. A training dataset partition

induced by C is the intersection between C
and the projection πGi,·(Dtr), i.e. the set of

sequence-examples in C that come from

instances which are part of Dtr.

if GR(Y,Dtr(Cgi,D)) > GRopt then
GRopt ← GR(Y,Dtr(Cgi,D));
Copt ← Cgi,D;

end

end
// Find clustering with highest Gain Ratio

F ← F ∪ {evo patterngi};
// Create Evolution Feature out of best clustering

for each x ∈ D do
evo patterngi(x)← getClusterID(s(x, gi), Copt);

end
// Assign each instance the cluster membership id in

Copt of its sequence-example s(x, gi) as feature

value

end
Algorithm 2: Creating pattern-based Evolution Features.
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Figure 4.3: Example workflow for the construction of pattern-based
Evolution Features from a time-series feature gi with two obser-
vations using DBSCAN. First, the sequence-set is build. Then,
altNum+1 clusterings are conducted: One knee-point based cluster-
ing and altNum clusterings with random kDist choices for the eps-
parameter (probabilities of choosing a kDist value are weighted with
the respective objects’s distance to line as described in Section 4.3.1).
At last, the best clustering according to the Gain-Ratio is chosen
and an Evolution Feature is created where each instance is assigned
the cluster membership of its sequence-example. c©ACM 2018. This
is the author’s version of the work. It is posted here for your personal use.
Not for redistribution. The definitive Version of Record was published in [28],
http://dx.doi.org/10.1145/3167132.3167162
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4.4 Deriving Object- & Group-based Evo-

lution Features

The remaining sub-components of EVO-Extract exploit ground-truth that
is provided by labeled training data and the individual and group-based
evolution of objects, from one time-point to the next, to create Evolution
Features. Instead of settling for the given feature-vectors in a dataset, EVO-
Extract tracks differences of instances in their feature-values across time-
points and codifies them within new features. For each time-series feature
gi ∈ G with feature observation set Gi,·, EVO-Extract builds each pair of
distinct feature-observations gi,t, gi,t′ ∈ Gi,· with gi,t 6= gi,t′ and calculates
the real real d(gi,t(x), gi,t′(x)), absolute absolute d(gi,t(x), gi,t′(x)) and rel-
ative relative d(gi,t(x), gi,t′(x)) differences between the respective feature
observation values for each instance x ∈ D as follows (analogue to the
HEOM in Section 2.1.3):

real d(gi,t(x), gi,t′(x)) = δ(gi,t(x), gi,t′(x)), (4.8)

absolute d(gi,t(x), gi,t′(x)) = |δ(gi,t(x), gi,t′(x))|, (4.9)

relative d(gi,t(x), gi,t′(x)) =
δ(gi,t′(x), gi,t(x))

gi,t(x)
∗ 100. (4.10)

For each distinct pair of feature observations gi,t, gi,t′ a new Evolution Fea-
ture evo realgi,t,gi,t′ ,evo absolutegi,t,gi,t′ and evo relativegi,t,gi,t′ is constructed,
where each instance is assigned the respective difference as the feature-value,
for example evo absolutegi,t,gi,t′ (x) = absolute d(gi,t(x), gi,t′(x)).

Additionally, EVO-Extract not only considers the evolution of each in-
stance’s feature vector, but also the evolution of the instance in relation
to its neighbors. Here, Evolution Features are derived based on the clus-
tering of instances within informative subspaces and the relation of the
instances w.r.t. its peers and clusters. To derive such a set of Evolution
Features, EVO-Extract expects a labeled training dataset (for example the
labeled part of the dataset which may be later used for classification model
learning). On this training set, the module applies Correlation-based Fea-
ture Selection [12] (using feature observation set Gstat) to identify a subset
G∗stat ⊆ Gstat consisting of relevant feature observations associated with the
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target variable. To ensure that clusters can be tracked across time-points
and results are comparable, the module forces that the feature observation
subspaces are associated with exactly the same time-series features in each
moment by creating a set Gtk that contains all feature observations gi,t of
all time-series features which are observed in each moment t and contribute
to G∗stat, i.e.

Gtk = {gi,t|∀t = 0, ..., T : gi,t ∈ Gi,· ∧ ∃t ∈ {0, ..., T} : gi,t ∈ G∗stat} .

We denote Gtkt ⊆ Gtk as the subset of features of Gtk associated with the
feature observations of a specific time-point t (the feature subset used for
track ing the instance positions across time-points). After building Gtk,
the module conducts one clustering on each projection πGtk

t
(D), i.e. one

clustering in each moment t on D, using the subspace induced by Gtkt . We
denote the cluster that contains instance x in the clustering of projection
πGtk

t
(D) as C(πGtk

t
(x)) and the neighborhood that contains the k-nearest

neighbors of x in Gtkt as NN(πGtk
t

(x), k).

Since some of the object- and group-based Evolution Features are based on
special objects and measures within clusters, we define those notions in the
following:

Centroid: Let C be a cluster in feature space F = {f1, f2, ..., fn}. We denote
the centroid of C as the ”best” representative of a spherical cluster, i.e. the
mean feature-vector

cent(C) = (f1(cent(C)), f2(cent(C)), ..., fn(cent(C)))

of all contained cluster members with feature-values

fi(cent(C)) =

∑
x∈C fi(x)

|C|
,∀fi ∈ F [43].

Medoid: Let C be a cluster in feature space F and d() a distance function.
The medoid med(C) of a cluster C is the cluster-member x ∈ C for which
the sum of all distances to its cluster peers is minimal, i.e.
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med(C) = argmin
x∈C

(∑
x′∈C

d(πF (x), πF (x′))

)
[90].

Shortest path length of density-reachable objects: Let p, q be two instances
and CH denote the superset of all possible chains of objects (x1, ..., xn) so
that x1 = p,xn = q and ∀i = 1, ..., n − 1 : xi+1 is directly density-reachable
from xi holds true. The shortest path length of density-reachable objects
from x1 to x2 is then defined as path(x1, x2) = minCH∈CH(|CH|).

Local Outlier Factor: Let d() denote a distance function, MinPtsDist(πF (x))
the distance from x to its MinPts-nearest neighbor in feature space F , and

NMinPtsDist(πF (x)) =
{
x′|d(πF (x), πF (x′)) ≤MinPtsDist(πF (x))

}
the set of instances in the MinPtsDist neighborhood of x in F . The Local
Outlier Factor of an instance x in F is the average ratio of local reachability
of x from its neighbors x′ ∈ NMinPtsDist(πF (x)) to the average reachability
of all neighbors x′. It is defined as [91]:

LOFMinPts(πF (x)) =

∑
x′∈NMinPtsDist(πF (x))

lrdMinPts(πF (x′))
lrdMinPts(πF (x))

|NMinPtsDist(πF (x))|
, (4.11)

where

lrdMinPts(πF (x)) = 1/

(∑
x′∈NMinPtsDist(πF (x)) reachDistMinPts(πF (x), πF (x′))

|NMinPtsDist(πF (x))|

)
,

reachDistMinPts(πF (x), πF (x′)) = max
{
MinPtsDist(πF (x′)), d(πF (x), πF (x′))

}
.

Silhouette coefficient: Let d() denote a distance function and CL a clustering
(set of clusters) in feature space F . The Silhouette coefficient for an instance
x is a ratio between how well an instance is separated from instances of other
clusters, and its cohesion w.r.t. to its cluster peers. It is defined as [92]:

silh(πF (x)) =
sep(πF (x))− coh(πF (x))

max {sep(πF (x)), coh(πF (x))}
, (4.12)
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where

sep(πF (x)) =
1

|CL| − 1

∑
C′∈CL\C(πF (x))

1

|C ′|

(∑
x′∈C′

d(πF (x), πF (x′))

)
,

coh(πF (x)) =
1

|C(πF (x))| − 1

∑
x′∈C(πF (x))\{x}

d(πF (x), πF (x′)).

Given the clustering results (parameters according to the knee-point method,
i.e. Section 4.3.1) and the neighborhood definition used by the clusterer
(with MinPts-value according to the heuristic described in Section 4.3.1),
the Evolution Features as shown in Section 4.4 are constructed and inserted
into F .

4.5 Evaluation

In this section, EVO-Extract is evaluated as follows: Given a classification
problem w.r.t. evolving objects, how do classifier perform when using the
Evolution Features returned by EVO-Extract in conjunction with the orig-
inal feature set? To answer this question we evaluate an extensive number
of state-of-the-art classification algorithms w.r.t. their classification perfor-
mance on real-world datasets.

In the next subsections we first describe the datasets we use and give an
overview about the variants under evaluation. In Section 4.5.3 we show and
discuss the results of our experiments. Finally, we draw conclusions w.r.t.
EVO-Extract in Section 4.6.

4.5.1 Datasets

The first dataset originates from the longitudinal, epidemiological ”Study
of Health in Pomerania (SHIP)” [93] of two cohorts in north-east Pomera-
nia. Approximately every four years, the participants of SHIP underwent an
extensive recurring examination program that encompasses interviews, ex-
ercise tests, laboratory analysis, ultrasound examinations and magnetic res-
onance tomography (MRT). Currently data for the three study waves SHIP-
0, SHIP-1 and SHIP-2 exists. The first examinations of SHIP-0 (n=4308)
were performed between 1997 and 2001. The followups SHIP-1 (n=3300)
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Evolution Features for each x in each moment t of Gtk

cluster_t ID of C(πGtk
t

(x)), the cluster to

which x belongs at moment t in Gtk

dist_to_cent_t distance of x to cent(C(πGtk
t

(x)))

dist_to_med_t distance of x to med(C(πGtk
t

(x)))

is_rep_t 1, if x = med(C(πGtk
t

(x))), else 0.

path_to_rep_t length of the chain from cluster
medoid to x (path(med(C(πGtk

t
(x))), x))

lof_t local outlier factor value
LOFMinPts(πGtk

t
(x))

frac_class_in_NN_t fraction of the instances within the
ε neighborhood of x at t in Gtk

that belong to class class;
one feature per class is derived

Evolution Features for each x in each pair t, t′ of Gtk

silhouette_t silh(πGtk
t

(x)) for the clustering

at t in Gtk

frac_peers_t_t′ fraction of instances that are
cluster peers of x both in t and t′ of Gtk,

i.e.

∣∣∣∣{C(π
Gtk
t
(x))∩C(π

Gtk
t′
(x))\{x}

}∣∣∣∣
max |C(π

Gtk
t
(x))|,|C(π

Gtk
t′
(x))|

frac_MinPts_NN_t_t′ fraction of instances who are
among the MinPts-nearest
neighbors in both t and t′, i.e.∣∣∣∣{NN(π

Gtk
t
(x),MinPts)∩NN(π

Gtk
t′
(x),MinPts)

}∣∣∣∣
MinPts

real_diff_a_t_t′ difference a(πGtk
t

(x))− a(πGtk
t′

(x)),

where a ∈ {silh, LOFMinPts}
stays_outlier_t_t′ 1, if x is outlier in both t

and t′ of Gtk, else 0
becomes_outlier_t_t′ 1, if x is not an outlier in t and is

an outlier in t′ of Gtk, else 0
was_outlier_t_t′ 1, if x is an outlier in t and is not

an outlier in t′ of Gtk, else 0
never_outlier_t_t′ 1, if x is not an outlier in both t

and t′ of Gtk, else 0

Table 4.1: Generated object- and group-based Evolution Features to
be associated with each instance x: features on changes of clusters and
in the instance’s position (in the feature observation space) relative to
the cluster and to its closest neighbors are constructed. Note that for
the binary features that encode outlier status we use the DBSCAN
assignment from the respective clusterings.
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and SHIP-2 (n=2333) were undertaken between 2002-2006 and 2008-2012.
For SHIP, we received data to investigate the liver disorder hepatic steato-
sis, that is also known as fatty liver which is present in approximately 30%
of all adults [93], for a subset of 886 study participants (hereafter denoted
as SHIP-886) which participated in all three waves. Although not harmful
per se, possible followup diseases like steatohepatitis and liver cirrhosis can
cause severe harm [94]. The class variable is derived from a liver-fat mea-
surement of a MRT examination that was only conducted during SHIP-2:
participants with a liver fat concentration value of less than 5% are as-
signed the low class (class 1), participants with liver-fat concentrations in
the range (5%; 10%] are assigned the intermediate class (class 2) and partici-
pants with greater values are assigned the high class (class 3). The complete
SHIP dataset is further split into two subsets consisting of the female and
male participants. Both subsets are investigated individually.

The second dataset we use comes again from a longitudinal, epidemiolog-
ical study. Here, a population from Denmark is investigated in the WHO
project MONICA (Multinational MONItoring of trends and determinants in
CArdiovascular disease). MONICA focuses on risk factors of cardio-vascular
diseases and causes / trends w.r.t. differences in the mortality between coun-
tries [95]. In this study, 37 centers from 21 countries participated in a time-
frame between 1976 and 2002. Over 30,000 residents from the south-west of
Copenhagen County with an age between 25 and 74 years, participated in
three waves from 1982 to 1991 [96] in MONICA. Baseline examinations were
conducted in 1982-1986 (DAN-MONICA I), the first follow-up in 1986-1987
(DAN-MONICA II) and the second in 1991-1992 (DAN-MONICA III). The
MONICA dataset contains a random sample of 4,000 participants and 400
variables from the first three study waves describing questionnaire answers
with participant information on socio-demographics, medication, lifestyle
and psychological factors, as well as anthropometrics, genetic markers and
laboratory values. The binary target variable is heart_blood_disease

and encodes whether at least one of the following conditions is present in
the second follow-up: heart attack, stroke, blood clot in brain, hyperten-
sion, other heart disease. Out of 2648 participants, 688 are positive w.r.t.
heart_blood_disease (≈ 26%).

The characteristics of the datasets are shown in Table 4.2 and Table 4.3.
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Study wave: SHIP-
0 1 2

#Participants 886 886 886
Sex [% female] 51.9 51.7 53.2

Age [years] 44.1±12.9 49.9±12.7 56.1±12.6
#Variables 271 61 71

#Shared variables 57
Target variable low: 58.6%, intermediate: 19.8%, high: 21.7%

Table 4.2: Characteristics of the SHIP datasets.

Study wave: Dan-MONICA-
1 2 3

#Participants 2546 2429 2648
Sex [% female] 49.5 - 49.8

Age [years] 44.5±10.8 49.6±10.8 55.4±10.8
#Variables 115 110 197

#Shared variables 69
Target variable negative: 74.0%, positive: 26.0%

Table 4.3: Characteristics of the MONICA datasets.
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4.5.2 Evaluation Setting and Variants

In our experiments we evaluate to what extend the derived Evolution Fea-
tures from EVO-Extract are able to improve the performance of classifica-
tion algorithms. Given a classification algorithm, we investigate the follow-
ing variants:

• We vary the feature sets, providing a variant ”orig” (only the original
features), ”evo” (only the Evolution Features), ”smp” (a competing
method providing features containing simple statistics w.r.t. the evo-
lution, i.e. mean, variance, mode, median, minimum, maximum),
”orig+evo” (the original and Evolution Features), ”orig+smp” (the
original and simple statistics features) or ”all” (all original and de-
rived features).

• We vary the use of a feature selection algorithm (CFS [12]) before the
classification step, denoted as ”Feat.Red.”.

As classifiers we consider the following algorithms: Random Forest (RF)
[97], Gradient Boosted Trees (GBT) [98], Support Vector Machine (SVM)
Linear (SVM-L) [99], SVM Polynomial (SVM-P) [99], C4.5 [100], C5.0 [101],
CART [102], Multilayer Perceptron (MLP) [103], Naive Bayes (NB) [104]
and One Nearest Neighbor (1NN) [105]. When parameters are expected, we
use standard settings. We execute a five fold cross-validation and evaluate
on Accuracy, Cohen’s Kappa κ, Sensitivity and Specificity. To compare our
100 variants (10 ∗ 2 ∗ 5, sole ”smp” variants excluded) we further calculate
a ranking based on the mean of all performance measures. All in all, we
execute 400 5-fold cross-validation runs, which equals 2000 evaluation runs
in total.

4.5.3 Experiments

Table 4.4 shows the top-25 classification runs and their performance on the
female partition of the SHIP dataset ordered on the average achieved rank.
The best performing variant uses GBT with CFS on all features (which in-
cludes Evolution Features) with an average rank of 22.88, an accuracy of 0.8
and a κ of 0.34. The best algorithms per evaluation measure are Random
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Feat. Feat. Avg.
Classifier Set Red. Acc. κ Sens. Spec. Rank

RF orig+evo CFS 0.96 0.51 0.38 0.85 11.88
SVM-L orig+evo CFS 0.95 0.53 0.38 0.85 13.62
SVM-L all CFS 0.95 0.52 0.37 0.85 14.12
RF all CFS 0.96 0.51 0.37 0.85 14.38
SVM-P orig+evo CFS 0.95 0.51 0.36 0.85 16.62
MLP orig+evo CFS 0.94 0.57 0.37 0.85 17.00
SVM-P all CFS 0.96 0.49 0.35 0.85 18.50
MLP all CFS 0.94 0.57 0.37 0.85 19.12
SVM-P evo CFS 0.95 0.50 0.34 0.84 20.62
NB evo CFS 0.95 0.48 0.33 0.84 22.12
RF evo CFS 0.95 0.49 0.33 0.84 23.25
SVM-L evo CFS 0.94 0.52 0.32 0.84 23.50
MLP evo CFS 0.93 0.57 0.35 0.84 23.88
RF all none 0.96 0.43 0.32 0.84 25.38
C5.0 orig+evo CFS 0.93 0.54 0.32 0.84 27.00
RF orig+evo none 0.97 0.41 0.30 0.83 27.12
MLP orig CFS 0.95 0.47 0.31 0.84 27.75
C5.0 all CFS 0.92 0.59 0.33 0.84 28.50
GBT evo CFS 0.94 0.50 0.30 0.83 28.88
MLP orig+smp CFS 0.94 0.47 0.30 0.83 29.50
NB all CFS 0.95 0.44 0.29 0.83 31.62
RF evo none 0.96 0.40 0.28 0.83 32.62
GBT all CFS 0.93 0.52 0.29 0.83 34.00
GBT orig+evo CFS 0.92 0.55 0.29 0.83 34.75
RF orig+smp CFS 0.96 0.42 0.28 0.83 35.00

Table 4.6: Top-25 classification variants for female partition (MON-
ICA), 5-fold cross validation, best values in boldface.
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Feat. Feat. Avg.
Classifier Set Red. Acc. κ Sens. Spec. Rank

MLP orig+evo CFS 0.83 0.36 0.51 0.95 13.25
MLP orig+smp CFS 0.83 0.35 0.51 0.94 14.50
SVM-L orig+smp CFS 0.83 0.36 0.47 0.96 14.75
MLP orig CFS 0.83 0.35 0.51 0.94 15.25
RF all CFS 0.83 0.35 0.50 0.95 16.75
SVM-L all CFS 0.83 0.35 0.46 0.96 18.50
MLP all CFS 0.82 0.33 0.51 0.94 20.38
SVM-P all CFS 0.83 0.35 0.43 0.97 22.38
SVM-L orig CFS 0.82 0.33 0.44 0.96 22.50
RF orig+evo CFS 0.82 0.33 0.47 0.95 22.75
GBT all none 0.82 0.33 0.50 0.94 23.00
SVM-L orig+evo CFS 0.82 0.33 0.45 0.96 23.00
SVM-P orig+evo CFS 0.82 0.34 0.42 0.97 24.12
C5.0 all none 0.82 0.33 0.45 0.95 26.50
SVM-P orig+smp CFS 0.82 0.33 0.42 0.96 27.50
GBT orig+evo none 0.82 0.31 0.48 0.94 27.75
C5.0 orig+smp CFS 0.82 0.31 0.52 0.92 28.75
GBT orig+evo CFS 0.82 0.31 0.53 0.92 29.62
RF orig+evo none 0.82 0.32 0.42 0.96 29.75
SVM-P orig CFS 0.82 0.32 0.42 0.96 30.25
RF orig none 0.82 0.31 0.44 0.95 30.38
C5.0 orig+evo CFS 0.82 0.31 0.49 0.93 30.50
RF evo CFS 0.81 0.31 0.44 0.95 32.62
SVM-P orig+evo none 0.81 0.31 0.43 0.96 33.12
RF evo none 0.81 0.31 0.43 0.95 33.50

Table 4.7: Top-25 classification variants for male partition (MONICA),
5-fold cross validation, best values in boldface.
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Forest (all features, CFS) for Accuracy and κ, Naive Bayes (original fea-
tures) for class 1 Sensitivity, GBT (original+simple or evo, CFS) for class 2
Sensitivity, Random Forest (all) or MLP (original+evo or all features, CFS)
for class 3 Sensitivity, GBT (orig+smp, CFS) for class 1 Specificity, Naive
Bayes (original) and MLP (original+evo) for class 2 Specificity and Naive
Bayes (original feature set) for class 3 Specificity. The respective winners
for three out of the eight evaluation measures use Evolution Features. Al-
though, the other four measures have winners that do not use Evolution
Features, all of them exhibit huge performance penalties w.r.t. other evalu-
ation measures, for example Naive Bayes (original, CFS) with 0.02 in class
2 Sensitivity and low class 1 Specificity.

When comparing algorithm variants that use the Evolution Features ver-
sus the same variants that do not, it can be observed that the Evolution
Features are able to improve the Random Forest, GBT, Naive Bayes, SVM
Linear, SVM Polynomial and MLP algorithms (6 out of 10 classifiers). Here,
the performance of 75% of the classification algorithms in the top-25 was
improved when using Evolution Features. Further, most of the top vari-
ants utilize CFS (80% of the top 25 variants). Most of the time, the CFS
counterpart performs better even for algorithms that already have in-build
feature selection (like Random Forest or C5.0), indicating that for complex
real-world datasets a dedicated feature selection algorithm still has its place
and cannot be simply replaced.

Table 4.5 shows the classifier performance on the male partition of the SHIP
dataset. Here, CFS in conjunction with SVM Linear using all features per-
forms best, with an average rank of 21.81, an accuracy of 0.66 and a κ
value of 0.36. With respect to each performance measure, the best per-
forming algorithms are SVM Linear (all features, CFS) for Accuracy and
κ, Naive Bayes (using only original features) for class 1 Sensitivity, GBT
(original+evo, CFS) for class 2 Sensitivity and class 1 Specificity, MLP
(original+evo or original+simple, CFS) for class 3 Sensitivity, Naive Bayes
(either using original or all features with CFS) for class 2 Specificity and
SVM Polynomial (original+evo, CFS) for class 3 Specificity. For five out of
the eight measures the respective winning algorithm had to use Evolution
Features. With the exception of SVM Polynomial, most algorithms per-
form better when Evolution Features are considered (SVM Linear, Random
Forest, Naive Bayes, C5.0, MLP, GBT). Like for the female partition, the
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majority (84%) of the algorithms used in the top 25 variants exploit feature
selection and perform generally better than their counterparts that do not
utilize the same.

The classification performance on the female partition of the MONICA
dataset is displayed in Table 4.6. The best performing variant is Random
Forest (original+evo feature set,CFS) with an average rank of 11.88. When
considering all evaluation measures individually, Random Forest (original+evo)
achieves best on Accuracy, C5.0 (all, CFS) achieves best on κ, a number of
different variants tie on Specificity and Random Forest (original+evo, CFS)
and SVM Linear (original+evo, CFS) achieve best Sensitivity. In all cases,
the respective winners had to use Evolution Features, and all algorithms
with Evolution Features performed better than their variant counterparts
that did not utilize them. In the top 25, CFS variants are dominant with a
relative proportion of 88%.

Finally, the performance on the male partition of the MONICA dataset
is shown in Table 4.7. MLP (original+evo, CFS) performed best with an
average rank of 13.25. With respect to Accuracy the best performance is
tied between numerous variants. However, MLP (original+evo, CFS) and
SVM Linear (original+simple, CFS) achieved best κ, SVM Polynomial (all
features,CFS) achieved best Specificity and GBT (original+evo, CFS) best
Sensitivity. For two of the four evaluation measures the respective winning
algorithms had to use Evolution Features. With the exception of SVM
Linear, all variants with Evolution Features performed better than their
non-Evolution Features counterparts (according to rank). Of the top 25
variants, 72% use CFS.

4.5.4 Discussion on Findings

Our experiments show that EVO-Extract is capable of improving the clas-
sification performance on evolving objects for a diverse number of state-
of-the-art classifiers. For all datasets, the majority of the best performing
variants had to utilize Evolution Features to achieve the respective results.
This clearly shows that the evolution of objects can contain vital informa-
tion for real-world classification problems, which is not sufficiently encoded
by simple statistics like mean, variance etc.

Also, experimental results show that the Evolution Features often improve
classification of the most difficult class (intermediate class / class 2 for
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the SHIP datasets and positive class for the MONICA dataset): In the
SHIP datasets, the top-3 algorithms w.r.t. class 2 Sensitivity used Evolution
Features, with the only exception being GBT (orig+smp) that is tied for
the first place on the female partition. On the MONICA dataset the top-16
(female partition) and top-1 (male partition) algorithms w.r.t. Sensitivity
use Evolution Features. This again indicates that knowledge is codified
that was previously only implicit to the object evolution. However, the
performance gain from the Evolution Features for each algorithm depends
on the dataset, i.e. if the evolution of objects actually contains relevant
knowledge. Keeping this in mind, the average decrease in rank of a top-
25 classifier when using Evolution Features is ≈ 3.7 on the SHIP female
partition (with SVML-L benefiting the most with an decrease in 9.5 ranks),
≈ 3.8 on the SHIP male partition (with C5.0 benefiting the most with an
decrease in 8.33 ranks), ≈ 14.4 on the MONICA female partition (with
RF benefiting the most with an decrease in 23.12 ranks) and ≈ 4.8 on the
MONICA male partition (with RF benefiting the most with an decrease in
13.63 ranks). Note that in order to eliminate the impact of generally bad
runs on this calculation, the worst run (w.r.t. rank) in the top-25 was used as
a baseline. Therefore, this performance gain estimate is highly conservative
(since the actual decrease in ranks is limited) because Evolution Feature
variants dominate the top-25 variants (out of 100 variants) and their non-
Evolution Feature counterparts are often absent from the top-25.

A benefit of the derived Evolution Features is the fact that they do not
exclude the utilization of other methods that derive features from the evo-
lution of objects. In fact, our experiments show that for some datasets
(SHIP datasets) an extensive feature space consisting of all possible de-
rived features (Evolution Features, original features and simple statistics)
performed best.

Regarding the specific Evolution Features that have the most impact, we
observed that this is actually highly dependent on the respective dataset.
Only few similarities in Evolution Feature importance existed across the
datasets. In most cases a small but highly important subset of Evolution
Features was observed (that was different for all datasets). This supports
our approach of deriving a diverse set of Evolution Features with EVO-
Extract.



72 4. Extracting Evolution Features

Further, adding Evolution Features to a dataset of evolving objects is highly
convenient for a domain expert. No parameter-tuning is required. All pa-
rameters are imputed automatically by heuristics that take the data struc-
ture into account.

4.6 Conclusion on Methods

We investigated the problem of deriving features from the evolution of ob-
jects to codify relevant knowledge for classification tasks. Tackling this
problem is important since the evolution of objects can have relevant infor-
mation w.r.t. a target concept that may improve classification performance
and deepen domain understanding if extracted. To do this, we introduced
the concept of Evolution Features that are based on (1) sets of sequences
which are used to automatically derive relevant, arbitrarily shaped patterns
in single time-series features and (2) the change of instances in a multivari-
ate feature-space over time in relation to their previous positions and cluster
peers.

Experiments on real-world datasets show that the use of derived Evolution
Features improves the classification performance of a majority of tested clas-
sifiers. In most cases and for a majority of evaluation measures, classifiers
that exploit datasets enriched with Evolution Features outperform counter-
parts that only employ the original datasets, or datasets that are enriched
with conventional evolution-based statistics. This implies that our methods
derive features that capture novel target concept associations.

EVO-Extract contains our methods for the codification of relevant knowl-
edge w.r.t. the evolution of objects. By proposing the sub-component to
derive pattern-based Evolution Features we answer RQ 1.1. By proposing
the sub-components on pre-processing and creation of object- and group-
based Evolution Features we answer RQ 1.2. Our experimental results show
that enriching datasets with Evolution Features improves classification per-
formance. Therefore, we answer RQ 1 positively.



5. STATIC-Select:
Identifying Relevant
Features

The second main component of our framework is STATIC-Select. STATIC-
Select deals with the task of identifying relevant features from the feature
space that is used to explicitly describe an object as motivated in Sec-
tion 1.1.1. In this chapter we address the following research question:

RQ 2: How to identify the relevant features of evolving objects
by exploiting background knowledge?

STATIC-Selects expects a dataset D of evolving or non-evolving objects
to be applied onto. For the given input dataset, STATIC-Select conducts
the pre-processing step as described in Section 4.1, which leads to an object
dataset represented by two (in the case of an evolving object dataset) or one
static and normalized feature sets. Since the pre-processing component will
transform an evolving object dataset into the same data scheme of a static
object dataset, we will only refer to a dataset D with static feature set F as a
representative of any output of the pre-processing component. Additionally,
STATIC-Select either requires ground-truth in the form of a training dataset
with known class-label or a number of ML and NL similarity constraints. In
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the case of class-label data, STATIC-Select can execute traditional feature
selection algorithms to identify subsets of relevant features. If no class-label
data, or only few labels exist, STATIC-Select is able to alternatively utilize
few instance-level constraints to achieve the same goal.

In either case, the output of STATIC-Select is a subset of relevant features
w.r.t. the target concept.

This chapter begins with the problem definition of STATIC-Select. In Sec-
tion 5.2 we briefly show how relevant subsets of features are identified when
traditional labeled training data is available. In the case that this kind of
knowledge is not present or desired, we propose our constraint-based sub-
space clustering algorithm DRESS in Section 5.3 for relevant feature subset
identification as well as a method for the validation of the results of DRESS.
Then, Section 5.4 shows the evaluation of the component with the help of
classification methods and validates the findings of DRESS. At last, Sec-
tion 5.5 concludes this chapter and provides answers to the research ques-
tion. Parts of Section 5.2 - Section 5.5 are from our previous publications
[27, 30–32] (with modifications).

5.1 Problem Definition

Let model(Dtr, F ) be a classification model learnt on training data Dtr ⊆ D
and feature set F , and perf(model,Dte) be the classification model perfor-
mance that is obtained when using classification model model to classify
each instance x ∈ Dte ⊆ D (such as Accuracy, Specificity etc., we present
the utilized evaluation measures as well as an aggregated ”rank” of these
measures that may be used as a decision basis in Section 5.4.2). Let further
denote CONST S as the set of given instance-level similarity constraints and
F ∗ a non-empty subset of relevant features (regarding the target concept)
of F .

The goal of STATIC-Select is to use CONST S, F,D to find a subset of
relevant features F ∗ for D and the concept described by CONST S, i.e.
STATIC − Select(CONST S, F,D) = F ∗, so that

perf(model(Dtr, F
∗), Dte) > perf(model(Dtr, F ), Dte) (5.1)
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holds true.

Note that this problem definition only refers to our proposed constraint-
based subspace selector in STATIC-Select. We omit a problem definition
for the implemented CFS-method since it utilizes traditional class-labeled
training data and is well studied in literature.

5.2 Correlation-based Feature Selection

STATIC-Select differentiates between two cases when identifying sets of rel-
evant features. When a sufficient number of labeled training data is available
(i.e. at least 50% of instances are labeled), STATIC-Select executes a tradi-
tional feature selection algorithm. In this implementation of the framework,
we opt for the well-studied and reliable Correlation-based Feature Selection
(CFS) [12] algorithm. CFS is based on the notion of ”Merit” for a feature
set F , defined as M(F ):

M(F ) =
|F |rclass,F√

|F |+ |F |(|F | − 1)rF,F
, (5.2)

where rclass,F denotes the mean feature-class dependence and rF,F the mean
feature-feature dependence between all features in F . For a given dataset
D, these dependencies are measured with the help of the Symmetrical Un-
certainty Coefficient (SUC), using the normalized Information Gain (IG).
Assume a nominal feature f with the corresponding set of distinct val-
ues V AL(f) = {val1(f), ..., valn(f)}, along with a function split(f,D) =
{D1, ..., Dn}, where Di = {x ∈ D|f(x) = vali(f)}, that yields the resulting
partitions (sets of instances) when splitting the instances in D on the nom-
inal values of f . Then, the SUC between the nominal features f1 and f2 in
D is computed as follows:

SUC(f1, f2, Dtr) = 2× IG(V AL(f1), split(f2, Dtr))

H(V AL(f1), Dtr) +H(V AL(f2), Dtr)
, (5.3)

where IG() and H() are calculated as shown in Section 4.3.2 on the set of
training data Dtr.
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The CFS-algorithm measures the Merit for different feature sets by con-
ducting a forward-selection, beginning with an empty feature set. In each
iteration, the feature that leads to the new highest Merit value for this set
is added. The algorithm stops and returns the current feature set when
a local optimum for Merit is found, i.e. as soon as the addition of a new
feature would not increase the Merit. Algorithm 3 shows this procedure.

Data: Training dataset Dtr ⊆ D, set of static features F
Result: Relevant feature subset F ∗

F ∗ ← ∅ ; // Initialize empty set of relevant features

F it ← F ; // Initialize copy of complete feature set

Mopt ← 0 ; // Initialize best Merit-value

repeat
Mold ←Mopt;
for each f ∈ F it do

Mnew ←Merit(F ∗ ∪ {f}); // Calculate Merit when

adding f to F ∗

if Mnew > Mopt then
Mopt ←Mnew; // Update Mopt

f it ← f ; // Store the feature that led to a

better Merit

end

end
if Mopt 6= Mold then

F ∗ ← F ∗ ∪ {f it}; // Add f it to F ∗

F it ← F it \ {f it} ; // Remove f it from F it, that was

added to F ∗ in the last iteration

end

until Mopt == Mold;
Algorithm 3: CFS with forward-selection.

Note that continuous features must be discretized beforehand, otherwise the
Merit cannot be calculated.
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5.3 Constraint-based Feature Subspace Se-

lection

In the case that no class-label data is available (or only a limited amount),
STATIC-Select executes the Constraint-based Subspace Clustering algo-
rithm DRESS (Deriving Relevant Example-constrained SubSpaces) to de-
rive relevant feature subspaces. As input, DRESS requires the instance
dataset D, feature set F from which a relevant subspace should be derived
from, as well as a set of ML and NL constraints between pairs of instances.
The goal of DRESS is then as follows:

Given dataset D with static feature set F and a set of ML/NL
constraints, find subspaces F ∗ ⊆ F which best describe the con-
cept, as reflected in the constraints, where ”best” refers to sim-
ilarity/separation of instances under ML and NL constraints
as well as constraint satisfaction.

Constraints as described in Section 2.1.2 should reflect the similarity (ML
constraints) or dissimilarity (NL constraints) of instances w.r.t. the target
concept (i.e. the known or unknown class variable). DRESS assumes that
we can find groups of similar instances in the data (natural clusters), in spe-
cific feature subspaces, that satisfy these constraints. If the given constraints
reflect the target concept well, than the found subspaces that contain these
groups should be relevant w.r.t. the target concept. DRESS translates
this assumption by searching for subspaces where ML-constrained instances
have high pairwise similarity to each other and NL-constrained instances
exhibit high pairwise dissimilarity.

The general workflow of DRESS is shown in Figure 5.1. Constraints can
be given by a domain expert, or they can be automatically derived from
class-labeled data. Using the constraints, DRESS iteratively merges sub-
spaces (starting with subspaces of cardinality one) to find new, unvisited
subspaces that contain relevant clusters (clusters that satisfy constraints),
i.e. finding subspaces that score better than previously visited subspaces
according to its underlying quality function. At the beginning of each iter-
ation the currently ”best” subspace F best in the candidate set is chosen and
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then removed from the set of candidate subspaces. Then, DRESS extends
F best with each remaining candidate individually to create the set of po-
tential new candidate subspaces (merging step). To reduce complexity, the
intermediate filtering step drops subspaces (potential candidates) that are
unlikely to exceed the current quality threshold. Afterwards, the algorithm
computes the complete quality scores of the remaining potential candidate
subspaces with the help of a clustering method. If the quality of a subspace
exceeds the highest yet observed quality qbest, DRESS retains it as a candi-
date subspace for further extension, updates qbest and stores all contained
clusters. Each time a successful subspace merge yields a new candidate
subspace, the subspaces used for merging are removed from the candidate
set. DRESS terminates as soon as the candidate subspace set is empty, i.e.
no ”better” subspace was found, and returns the set of all stored subspaces
with their associated clusters. The quality computation and clustering are
described in Section 5.3.2 and Section 5.3.3. ”Merging” and ”Filtering” are
explained in Section 5.3.4.

5.3.1 Constraint Generation

The constraints used by DRESS can be generated in different ways. Con-
straints should reflect similarity w.r.t. the target concept between instances.
One of the simplest methods to generate such constraints is to use instances
for which the class is known (or, if unknown, to ask a domain expert to label
a random number of instances, for example as ”healthy” and ”ill” if the tar-
get concept is a disease) and then automatically generate a ML constraint
between each pair of instances with the same label, and a NL constraint
between each pair of instances with different label.

As an alternative one can adopt the concept presented by Amid et al. [106]:
Assume that a number of labeled instances already exists. A domain expert
is presented with two instances, x1 and x2, that are dissimilar w.r.t. the
target concept, and a third instance x3. Then, the expert is asked to assign
x3 to either x1 or x2, the one that is in his opinion more similar to x3. This
can be repeated multiple times and from each expert assignment a ML
constraint may be derived, as well as a NL constraint from the preselected
instances.

Basically, there is no strict protocol to follow in order to derive a number
of constraints. All that is necessary is the decision of the expert on what
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Figure 5.1: Overview of the DRESS workflow.
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he deems to be similar w.r.t. target concept and the instances, or a small
portion of ground-truth.

5.3.2 Subspace Quality

DRESS evaluates subspaces in a semi-supervised way as it investigates the
structure of the complete dataset in feature subspaces. For this, DRESS
utilizes the provided ML and NL instance-level constraints , i.e. the back-
ground information w.r.t. the target concept, from a small number of in-
stances. The quality function used to score (and rank) candidate subspaces
in DRESS is based on the clustering results within the respective subspace
and takes the following criteria into account: (1) whether the data exhibits
a satisfactory structure within a space w.r.t. the given constraints and (2)
the proximity between constrained instances in the subspace. Criterion (1)
is necessary to drop spaces without satisfactory clusters. DRESS assumes
that if a feature subspace is relevant w.r.t. the concept, one or more cor-
responding natural structures in such space can be found that satisfy the
given constraints. These clusters should be distinct and not diluted, which
means that reasonable parameter settings of the clustering algorithm should
lead to their detection, i.e. no parameter optimization should be necessary.
Because the constraints reflect background knowledge regarding the similar-
ity of the instances w.r.t. the target concept, good subspaces should contain
clusters with objects under ML-constraints, and separate objects under NL-
constrains (putting them in different clusters). For (1), DRESS calculates
the constraints satisfaction of a clustering as follows: Given subspace F sub,
letMLsat(F sub) be the set of satisfied ML constraints and NLsat(F sub) be
the respective set for the NL constraints. Then

qcons(F
sub) =

|MLsat(F sub)|+ |NLsat(F sub)|
|ML|+ |NL|

(5.4)

defines the constraint satisfaction within F sub, where higher values indicate
higher quality.

When exclusively relying on qcons, DRESS faces the problem of ignoring the
continuous similarity between the constrained instances. Imagine two spher-
ical clusters in two different subspaces that both satisfy the same Must-Link
constraint ML1, where in one subspace the ML1 constrained instances have
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almost identical feature values and in the other subspace these instances lie
on opposite border regions of the same cluster. In this scenario, qcons for
both subspaces is identical. But in reality the first subspace should be scored
better than the latter. This problem is avoided by accounting for criterion
(2) and defining a qdist, that incorporates the similarity between instances
under constraints in a subspace through distance calculations. We define
qdist as the difference in the average distances between NL and ML pairs
of instances in the respective subspace: Let d(πF sub(x1), πF sub(x2)) be the
distance between instance x1 and x2 in F sub. DRESS computes qdist of F sub

as

qdist(F
sub) = davg(F

sub,NL)/(davg(F
sub,ML) + davg(F

sub,NL)), (5.5)

with davg(F
sub,NL) =

∑
{x1,x2}∈NL

d(πF sub(x1), πF sub(x2))/|NL|,

and davg(F
sub,ML) =

∑
{x1,x2}∈ML

d(πF sub(x1), πF sub(x2))/|ML|,

where higher qdist values indicate higher quality (note that the distance
function must be symmetric). Equation 5.5 promotes subspaces where ML
constrained instances are closer (i.e. more similar) to each other in compar-
ison to NL constrained instances. However, to compute qdist we must deal
with the possible heterogeneity of a given dataset. This is accomplished by
utilizing the Heterogeneous Euclidean Overlap Metric (HEOM) as distance
function (Equation 4.5 in Section 4.3). The final quality function of DRESS
for subspace scoring is then given as

q(F sub) = qcons(F
sub) · qdist(F sub). (5.6)

5.3.3 Subspace Clustering

DRESS uses DBSCAN (like EVO-Extract in Chapter 4) to find clusters in
different subspaces. For each (potential) candidate subspace F cand, DRESS
invokes DBSCAN once on πF cand(D). To perform clustering, DRESS au-
tomatically calculates a set of reasonable parameter settings according to
the knee-point method as described in Section 4.3.1 (again with MinPts =
round(ln(|D|)), as suggested by Ester et al. [48]). Contrary to our Evolution
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Feature method, DRESS does not use sequence-examples. Instead, DRESS
calculates the Eps-parameter value in a feature subspace F sub by applying
the knee-point method on the dataset projection in πF sub(D). This corre-
sponds to substituting a sequence-example of an time-series feature with an
instance projection in a feature subspace.

5.3.4 Merging and Filtering of Subspaces

DRESS initializes the set of candidate subspaces with all spaces of cardi-
nality one as depicted in Algorithm 4: Let F be the set of all static features
in dataset D, the initial candidate set is defined as

Fcand =
{
F cand|F cand ⊆ F ∧ |F cand| = 1

}
.

During initialization, the quality q(F cand) of each subspace F cand ∈ Fcand
is calculated, stored and all resultant clusterings are saved. For the general
subspace candidate generation and filtering process see Algorithm 5: Here,
qbest is initialized as the highest observed quality among the initial set of
candidate subspaces of cardinality one (which is given by Algorithm 4).
Then, DRESS iteratively chooses the subspace F ′ ∈ Fcand that has the
highest quality q() among the subspaces in Fcand and sets Fcand = Fcand\F ′
(removing the chosen space from the candidate set). DRESS builds new
potential candidate spaces Fnew = F ′∪F ′′ by merging F ′ with all remaining
subspaces F ′′ ∈ Fcand in an effort to find subspaces with a q() that beats
qbest. To limit the number of subspaces that must be fully scored (calculating
both qcons and qdist), DRESS uses a filter condition based on the less complex
part qdist of the quality function, that prevents the clustering step of merged
subspaces that probably do not contribute to an improvement w.r.t. the
full quality q(): For each new potential subspace candidate Fnew = F ′ ∪ F ′
DRESS picks the subspace F dist ∈ {F ′′, F ′} with higher qdist,

F dist =

{
F ′, if qdist(F

′) ≥ qdist(F ′′),
F ′′, otherwise,

and performs clustering in Fnew if, and only if, the following filter condition
is satisfied:

(∆(Fnew, F dist,NL)−∆(Fnew, F dist,ML)) > 0,
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Data: Dataset D, feature set F , ML and NL constraints sets
ML and NL

Result: Map of subspaces and contained clusterings clusterMap,
set of candidate subspaces F cand, map of subspace
quality scores qualityMap

clusterMap← newMap < Subspace, Clustering > ();
// Initialize empty map where clusterings are stored

and mapped to the subspaces they were identified in

qualityMap← newMap < Subspace,Double > ();
// Initialize empty map where quality scores are

stored and mapped to the subspaces

for each f ∈ F do
C{f},D ← DBSCAN(π{f}(D)); // Cluster with knee-point

method in π{f}(D)
clusterMap.put({f} , C{f},D); // Store initial clusters

in map

F cand ← (F cand ∪ {f});
// store subspace candidate

qualityMap.put({f} , calcQuality(C{f},D,ML,NL));
// Calculate and store the quality of clustering

C{f},D, according to Equation 5.6, into a map that

references the subspace

end
Algorithm 4: DRESS candidate subspace initialization. We de-
note as CF,D a clustering found in subspace F on D.
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with ∆(Fnew, F dist, CONS) = davg(F
new, CONS)− davg(F dist, CONS),

This condition checks whether the dissimilarity in the new subspace be-
tween NL constrained instances increases more than for ML constrained
instances, i.e. if the space leads to a better separation between them. If
a new potential candidate subspace Fnew satisfies this condition, DRESS
commences with clustering in it, computing its complete quality q() in the
process, and stores all found clusters. After the full quality assessment,
if it is found that Fnew = F ′ ∪ F ′′ satisfies q(Fnew) > qbest, DRESS sets
Fcand = Fcand \F ′′ to eliminate the lower quality subspace from the candi-
date set (preventing further merging with it) and adjusts the current best
quality value to qbest = q(Fnew). Newly discovered high-quality subspaces
(that improved qbest) are inserted in the candidate set Fcand for further
merging, setting Fcand = Fcand ∪ {Fnew}. When all Fnew that passed the
filter criterion have been scored, a new iteration begins, again selecting the
best subspace that is still in the candidate set and repeating all aforemen-
tioned steps. DRESS terminates when the candidate set is empty, i.e. no
Fnew with higher quality than the current qbest is found. It returns a list of
all subspaces which have been fully scored (which includes their q() value)
and the clusterings associated with the spaces.

5.3.5 Subspace Cluster Validation

Our proposed framework includes an optional component for the valida-
tion of subspace clusters that were found by DRESS in relevant subspaces.
DRESS uses these clusters to evaluate subspaces towards their relevance
w.r.t. the target concept on completely independent datasets. Given a set
of subspace clusters C found by DRESS and a validation dataset V D that is
comparable to the set DD used for the discovery of these clusters, the vali-
dation component investigates whether the clusters of C are also present in
V D and whether they also exhibit a distinct class distribution in V D. This
allows to check if features associated with distinct (regarding the class vari-
able) clusters are generalizable w.r.t. to class relevance in a second dataset,
i.e. if relevant features of one subspace in a dataset are also relevant in an
independent dataset.

To achieve that, DRESS conducts two steps. First the respective DD and
V D are matched with respect to expert-defined covariates to allow fair com-
parisons between them. The matching accounts for any potential bias of the
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Data: Dataset D, map of subspaces and contained clusterings
clusterMap, set of candidate subspaces F cand, map of
subspace quality scores qualityMap

Result: Map of subspaces and contained clusterings clusterMap,
associated map of subspace quality scores qualityMap

F ′ ← pickBest(F cand, qualityMap); // Pick best subspace

from candidate set according to it’s quality value

qbest ← q(F ′); // Initialize best quality value

F cand ← (F cand \ {F ′}); // Clean candidate subspaces set

while |F cand| > 0 do
for each F ′′ ∈ F cand do

F new ← (F ′′ ∪ F ′); // Merge

if qdist(F
′) > qdist(F

′′) then F dist ← F ′;
else F dist ← F ′′;
qdist(F

new)← calcDistQual(πFnew(D)); // Calculate

qdist for F new

if qdist(F
new) > qdist(F

dist) then
// Filter criterion

CFnew,D ← DBSCAN(πFnew(D)); // If filter

criterion is passed, cluster D in the

potential candidate space F new using the

knee-point method (in this subspace)

according to Section 4.3.2

clusterMap.put(F new, CFnew,D); // Store subspace

and associated clustering

qualityMap.put(F new, calcQuality(CFnew,D,ML,NL));
// Store q() of subspace

if q(F new) > qbest then
qbest ← q(F new);
F cand ← (F cand ∪ F new);
F cand ← (F cand \ {F ′′}); // Clean

end

end

end
F ′ ← pickBest(F cand, qualityMap);
F cand ← (F cand \ {F ′}); // Clean

end
Algorithm 5: DRESS subspace processing. We denote as CF,D a
clustering found in subspace F on D.
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covariates on validation measure scores. To do the match, nearest neigh-
bor propensity score matching [107] is utilized. Here, the original discovery
dataset DD and validation dataset V D are combined and a logistic re-
gression model is learned where the dichotomous target variable indicates
whether an instance / participant is a member of DD or V D. Given each
instance, a propensity score (probability for dataset membership) is cal-
culated by the model. Based on this score, the model matches each DD
instance to the V D instance with the most similar score. This procedure
yields two datasets (matched DD and V D instances) of the same cardi-
nality: The algorithm unflags all DD and V D instances first. Then one
unflagged DD instance x is selected in each iteration. For this instance,
the algorithm searches whether an unflagged V D instance x′ exists within a
similar propensity score threshold. If no instance exist for which this holds
true, x is removed from DD. Otherwise, both x and x′ are flagged and
remain in DD and V D. This concludes a single iteration. As soon as all
iterations are finished, i.e. each retained DD instance has been flagged,
all remaining unflagged V D instances are removed (”surplus” V D instances
that are dissimilar to the remaining DD instances). Output is the set of re-
maining DD instances (matched discovery dataset) and the set of remaining
instances in V D (matched validation dataset). For propensity score match-
ing, the expert is required to specify a maximum propensity score distance
threshold. Higher thresholds lead to more matched instances, however the
similarity regarding the covariates might be lower than for a lower threshold.
Algorithm 6 summarizes the basic propensity score matching procedure.

In the second step, DRESS transfers subspace clusters found in the matched
discovery dataset (DD) on the matched validation dataset (V D), to ulti-
mately assess the agreement w.r.t. class distribution and significance. The
general workflow of the involved tasks for this second validation step is de-
picted in Figure 5.2. For each cluster C ∈ C of DD, the following procedure
is executed individually: First, the neighborhoods are extracted from the
core points of C by storing the position of each core point, the Eps pa-
rameter of the clustering that produced C and the subspace F ′ where C
was found. Then, these neighborhoods are transferred by projecting V D
onto F ′, thus creating πF ′(V D), and inserting one dummy point p on each
position of an original core point in C. Following this, the matched cluster
C ′ is created: For each instance x ∈ V D the module checks if there exists at
least one dummy point p where the distance between x and p is less or equal
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Data: Discovery dataset DD, validation dataset V D, set of
covariates COV , propensity margin margin

Result: Matched discovery dataset DD′, matched validation
dataset V D′

DD′ ← ∅ ; // Initialize matched DD dataset

V D′ ← ∅ ; // Initialize matched V D dataset

mod← learnModel(πCOV (DD ∪ V D), target = DD-membership)
; // Learn logistic regression model from instances in

DD and V D on covariates, with the target variable

indicating membership in DD
pScoreV D Map← newMap < Double, Instance > () ;
// Initialize empty map where each propensity score is

mapped to the respective instance

for each x ∈ V D do
pScore← predict(mod, πCOV (x)); // Use learned model to

calculate propensity score of a V D instance based

on the covariate-subspace

pScoreV D Map.put(pScore, x); // Store instance and

score in map

end
for each x ∈ DD do

pScore← predict(mod, πCOV (x)); // Calculate propensity

score of DD instance

nnScore← findNearestScore(pScore, pScoreV D Map);
// Find V D instance score most similar to DD
instance score

if |nnScore− pScore| < margin then
DD′ ← DD′ ∪ {x}; // If a V D instance within

propensity score margin is found, add DD
instance to DD′

x′ ← pScoreV D Map.get(nnScore) ; // Get instance x′

matched to x
V D′ ← V D′ ∪ {x′}; // Add matched instance to V D′

pScoreV D Map.remove(pScore, x); // Remove map

entry to avoid duplicate instances in V D′

end

end
Algorithm 6: Propensity score matching using a propensity mar-
gin with nearest neighbor search.
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Figure 5.2: Cluster validation scheme. Colors represent class member-
ship.

than the Eps-value that was used to create C, i.e. d(πF ′(x), πF ′(p)) ≤ Eps
in V D. All V D instances that satisfy this criterion form the cluster coun-
terpart C ′ of C. At last, for each C and C ′, the class distribution, cluster
size and p-value (with H0 : class distribution of cluster members is equal to
non-cluster members) are calculated, stored and compared.

Note that it is possible to use the validation component with any density-
based clustering result, i.e. it can be used outside of STATIC-Select (as
depicted in Figure 2.3) with results that do not originate from DRESS.
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5.4 Evaluation

In this section, STATIC-Select is evaluated specifically in context of our
contribution DRESS as follows: Given a classification problem, how do naive
classifier (i.e. classifier without in-build feature selection) perform when
using the feature subspace that is returned by DRESS in comparison to the
exploitation of the complete feature space and the feature space returned
by competing feature selection algorithms? To answer this question, we
evaluate multiple state-of-the-art feature selection algorithms w.r.t. the
performance of different classifiers that utilize their output on two datasets
with different (but small) quantities of training data. In the second part
we evaluate the validation component by investigating the transferability of
DRESS’s results, i.e. whether identified relevant cluster can be discovered
in independent datasets.

Note that since the conventional feature selection algorithm CFS in STATIC-
Select has been thoroughly studied in the past, we will not discuss its per-
formance in the remainder of this section. However, CFS is included as a
competing algorithm to DRESS in the results.

5.4.1 Datasets for Feature Subspace Evaluation

For the evaluation of the returned feature subsets of DRESS w.r.t. classifi-
cation problems we utilize the female and male partitions of SHIP with the
outcome ”hepatic steatosis”. Since STATIC-Select works only on datasets
consisting of static objects, we only utilize the static features of the datasets
as well as the last observations of time-series features (SHIP-2 time-series
feature observations) for the feature subspace selection.

5.4.2 Evaluation Setting and Variants on Feature-
Subspace Selection

To evaluate the suitability of feature subspaces for a classification task,
we adopt the scheme presented by Sheikhpour et al. [108] and compare
the performance of DRESS with competing feature selection methods by
providing classifiers the resulting feature subspaces and subsequently inves-
tigating their classification performance. As classifiers we choose the most
basic and naive algorithms kNN [105] and Naive Bayes [104] since we want
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to exclude algorithms that already perform well on the complete feature
space because of in-build feature selection mechanism or regularization (i.e.
tree-based algorithms, SVM) which would bias results in favor of feature
selection methods that do not select any features at all.

For each classifier, we evaluate its performance on the complete datasets as
well as with the following previous feature subspace selection methods:

• MI1: Feature-selection based on the features Mutual Information to
the class variable. Selects the 50% of features with highest Mutual
Information towards the class variable [24].

• RFI: Feature selection based on the Mean Decrease Impurity that is
calculated across a tree-ensemble build on the training data. Selects
the top 50% of features that contribute to the impurity decrease in
the complete ensemble most [109].

• CFS: Correlation-based Feature Selection as described in Section 5.2.

• CONS: A semi-supervised feature selection algorithm that scores
each feature according to its Laplacian Score and Constrained Lapla-
cian Score. Selects the 50% top-ranked feature [69].

• DRESS: Our DRESS algorithm from Section 5.3.

• Plain: The base-classifier without a prior feature selection.

Regarding the kNN-classifier, we choose for each variant the k ∈ {5, 7, 9, 10}
that performed best on the complete training dataset.

For CONS we use standard parameter settings (bandwidth t = 10, and
k = 5 to assume the five nearest instances of a query instance as neighbors
of the query instance to calculate the Laplacian Scores for the unlabeled
data) [69].

We derive all possible instance-level constraints for DRESS and CONS from
the labels of a small subset of instances in the respective training data fold
of a classifier (cf. Section 5.3.1) before learning a classification model. The
competing feature selection algorithms are also applied on the same sub-
set of training data before classification model learning. Training-fold sub-
sets that were used for feature selection contain 6,8,10,12,14,16,18 and 20
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random training-instances. Afterwards, the resulting feature subspace of
DRESS and competing algorithms are used to reduce the feature space in
the current training and test fold. We calculate Accuracy, Kappa, Sensitiv-
ity and Specificity over a ten-fold cross-validation for each subset of training
instances (equaling 80 evaluation runs per variant and dataset) and report
on the classifiers results on the datasets. At last, we calculate a rank for
each variant and evaluation measure pair that represents the average vari-
ant position in the top-6 across all evaluation runs for a dataset. Ideally,
our proposed method improves classification performance w.r.t. the most
difficult class (the positive class) while preserving good overall Accuracy
and Kappa, i.e. it selects features that are informative to both the minority
and majority class.

5.4.3 Results on Feature Subspace Selection

Figure 5.3 and Figure 5.4 show the Accuracy, Kappa, Sensitivity and Speci-
ficity line- and boxplots for all feature selection variants using the kNN
(Figure 5.3) and Naive Bayes (Figure 5.4) classifier on the female parti-
tion of the SHIP dataset. Table 5.1 shows the average rank of each variant
on the female partition of SHIP across all runs and classifiers. Regarding
kNN, DRESS achieves overall highest observed Sensitivity (60.2%) with
18 training instances. Additionally, DRESS outperforms all competitors
except CONS for Kappa and outperforms all variants except CONS and
Plain on Accuracy. Performance variance of DRESS is among the lowest
for all evaluation measures compared to its competitors.

For Naive Bayes, the Accuracy values of RFI, CONS and DRESS are
close (≈ 72.5%) on 10,12 and 18 training instances. However, DRESS again
achieves overall highest observed Sensitivity (41.6%) with 18 and 20 training
instances. In addition, DRESS outperforms competitors on Accuracy for
12 and 18 training instances, on Kappa for all settings except 6, 14 and
20 training instances and on Sensitivity on all training instance subsets.
Performance variance of DRESS is comparable to that of CFS, MI1 and
CONS.
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Figure 5.3: SHIP female partition kNN classification runs on feature
subspaces.
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Figure 5.4: SHIP female partition Naive Bayes classification runs on
feature subspaces.
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Figure 5.5: SHIP male partition kNN classification runs on feature
subspaces.
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Figure 5.6: SHIP male partition Naive Bayes classification runs on
feature subspaces.
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For both classifier the performance of DRESS on the SHIP female partition
is always among the highest for Kappa and Accuracy and clearly dominates
the other variants on Sensitivity. Also, except for DRESS, there exists a
clear gap between the order of the algorithms on the different performance
measures, i.e. CONS clearly dominates RFI for the kNN variants and RFI
dominates CONS on Naive Bayes, whereas DRESS always shows good
performance. Considering that the class distribution is very skewed and
the good Sensitivity results of DRESS (while still preserving a Specificity
≈ 90% - 97%), we conclude that it is the most balanced method w.r.t.
the selection of features that are informative to both positive and negative
instances.

Figure 5.5 and Figure 5.6 shows the Accuracy, Kappa, Sensitivity and Speci-
ficity line- and boxplots for all feature selection variants using the kNN
(Figure 5.5) and Naive Bayes (Figure 5.6) classifier on the male partition of
the SHIP dataset. Table 5.2 shows the average rank of each variant on the
female partition of SHIP across all runs and classifiers. For kNN, DRESS
achieves overall highest observed average Accuracy (58.8%), overall highest
observed average Kappa (33%) and overall highest observed average Sensi-
tivity (72.5%) among all variants when provided with 18 training instances.
Generally, DRESS outperforms competitors w.r.t. Accuracy with 6,18 and
20 training instances, w.r.t. Kappa with 18 and 20 training instances and
w.r.t. Sensitivity with 10,14,16,18 and 20 training instances. For Specificity,
the Plain kNN always performs best with 94%, since it almost always pre-
dicts the majority class when using the complete feature space. However,
DRESS never falls below 71.35% in Specificity. .

For Naive Bayes the subset of 18 training instances again leads to best
performance values. Here, CFS achieves overall highest observed average
Accuracy (59.84%) and DRESS achieves overall highest observed average
Kappa (34.2%) and overall highest observed average Sensitivity (74.31%).
RFI exhibits highest average Specificity (98.38%) with 16 training instances.
DRESS outperforms competitors w.r.t. average Accuracy with 16 and 20
training instances, w.r.t. average Kappa with ,14,16,18 and 20 training
instances and w.r.t. average Sensitivity with 12,14,16,18 and 20 training
instances.

For the male SHIP partition, DRESS is the most balanced algorithm w.r.t.
the selection of feature spaces that are informative regarding the positive



5.4. Evaluation 97

and negative Hepatic Steatosis outcome. Over all provided training instance
subsets, the boxplots show that DRESS has the second highest performance
variance in Accuracy and Kappa (after CFS), and the highest performance
variance in Sensitivity and Specificity. Together with the observation that
the fully supervised CFS also performs better on the same training instance
subsets where DRESS performs best, we conclude that DRESS is highly sen-
sitive to the quality of the provided training instances benefiting/suffering
more from good/bad instances than the competitors.

Avg. Rank DRESS CONS CFS RFI MI1 Plain
Accuracy 2.625 1.4375 5.375 3.5625 4.0 4.0

Kappa 1.8125 1.8125 4.625 3.6875 4.6875 4.375
Sensitivity 1.125 2.25 4.3125 3.75 4.6875 4.875
Specificity 6.0 3.3125 4.4375 3.375 1.625 2.25

Table 5.1: Average rank of each variant across all classifiers on the
female partition of SHIP.

Avg. Rank DRESS CONS CFS RFI MI1 Plain
Accuracy 2.3125 2.125 3.75 2.8125 5.0625 4.9375

Kappa 2.375 2.0625 3.625 2.9375 4.9375 5.0625
Sensitivity 1.625 2.4375 3.125 3.625 4.9375 5.25
Specificity 5.375 4.1875 4.8125 2.875 2.25 1.5

Table 5.2: Average rank of each variant across all classifiers on the
male partition of SHIP.

5.4.4 Evaluation on Subspace Cluster Validation

In this section we show findings and evaluate the transferability of DRESS
results with the help of the validation component, i.e. we investigate whether
identified subspace clusters can be discovered in an independent dataset.
Additionally, we evaluate the impact of a variation of the DRESS constraints
on the results and show relevant examples of subspaces and clusters. We
utilize two real-world cohort study datasets on the medical conditions Hep-
atic Steatosis and Goiter to identify subspaces, show findings and assess
their semantics.
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SHIP-2 TREND-0

Instances 1878 4400
Variables 70 492
Age [years] 58.1±13.5 51.0±14.1
Sex [% female] 53.3 % 51.7 %
Hep. Stea. 163 pos., 564 neg. 462 pos., 1464 neg.
Goiter - 1390 pos., 3010 neg.

Table 5.3: Characteristics of the medical cohort datasets SHIP-2 and
TREND-0.

5.4.5 Datasets and Matching for Subspace Cluster
Validation

Since for the validation of DRESS’s results independent datasets that con-
tain comparable variables must exist, the datasets used of evaluation and
the evaluation settings are adjusted. For the validation of subspace clus-
ters and involved features we investigate results on real-world data from
two comparable independent cohorts of the Study of Health in Pomerania
(SHIP) that is conducted in Northeast Germany [93]. The subspace clus-
ters were derived with the DRESS algorithm as presented in [31]. The first
cohort we use is SHIP-2 and is described in the first part of Section 4.5.1. In
addition we utilize a second cohort, (SHIP-TREND), that was established
in the same region as SHIP-2. Here, 4,420 individuals aged between 20 and
84 participated in TREND-0 (the baseline examination). Table 5.3 presents
general characteristics of SHIP-2 and TREND-0.

For these cohorts, we investigate the disorders hepatic steatosis (described in
first part of Section 4.5.1) and goiter to explore the feasibility of our method.
Presence of hepatic steatosis for study participants in both cohorts is indi-
cated through a discretized variable based on the proportion of fat within
the liver as measured through Magnetic Resonance Tomography (MRT).
Liver-fat MRT results were available for 727 SHIP-2 and 1926 TREND-0
individuals. We use a binary variable “H” which marks participants with
more than 10% of fat accumulation within their liver as “positive” and the
remaining participants as “negative”. The distribution within SHIP-2 and
TREND-0 is presented in Table 5.4. For the prospensity score matching of
both datasets we use a threshold of 0.05%
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The second disorder we investigate is goiter. Goiter refers to an enlargement
of the thyroid gland that may be defective. Prevalence is especially high
in iodine-deficient regions of the world (up to 80 % [110]). The disorder
of goiter is only present in TREND-0. Here, 1390 out of 4400 participants
exhibit the disorder. For men, it is defined by a thyroid gland volume of
more than 25 ml. For women, the gland volume must exceed 18 ml. The
volume is measured by ultrasound, according to [111].

Propensity score matching as described in Section 5.3.5 is done for the dis-
order heaptic steatosis using the SHIP-2 dataset as DD and TREND-0 as
V D. Since for goiter no independent dataset exists (it is only present in
TREND-0), we conduct a 50/50 split of the TREND-0 dataset into a DD
and V D set. The validation component matches the respective discovery
and validation datasets according to their distribution on the following vari-
ables: age, sex and medical outcome, variables given by a domain expert.
Further, in the following sections, DD and V D refers to the matched (when
applicable) discovery and validation datasets. Table 5.4 displays the distri-
bution of the datasets before and after matching.

5.4.6 Experimental Setup for Subspace Cluster Val-
idation

For the subspace cluster validation we first investigate whether the identified
subspace cluster also exist in independent, comparable datasets. In these
experiments, DRESS discovers subspace clusters using five ML and five NL
constraints that are chosen at random from the labeled data. We conduct
three measurements for each subspace cluster CDD discovered in DD and
its reconstructed counterpart CV D in V D as follows:

• p-value: p-value according to χ2-test on the class distribution within
the subspace clusters compared to the remaining instances in the re-
spective dataset. We call a subspace cluster “significant” if its p-value
is below the predefined level α = 0.05. In the best case, subspace
clusters that are found significant in DD should also be significant in
V D.
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• Relative Size Difference (RSD): measurement of the differences in
relative size between a subspace cluster in the discovery set DD and
its reconstructed counterpart in V D. RSD is calculated as

RSD(CDD, CV D) =
abs(|CDD| − |CV D|)
1
2 · (|CDD|+ |CV D|)

. (5.7)

A low RSD indicates that subspace clusters have similar size on both
datasets.

• Relative Class Distribution Difference (RCDD): measurement of the
difference in the relative presence of the positive class in a subspace
cluster in DD compared to its V D counterpart. The RCDD is calcu-
lated as

RCDD(CDD, CV D) =
P (CDD)/P (DD)

P (CV D)/P (V D)
. (5.8)

P (CDD) is the fraction of instances with the positive class label in
CDD. P (DD) is the fraction of instances with the positive class label
in the complete DD. A low RCDD indicates that subspace clusters
have a similar distribution w.r.t. the class variable on both datasets.

In the second part of the subspace cluster validation, we vary the number of
constraints given to DRESS and investigate the changes in the proportion
of significant clusters that are discovered. Here, we calculate the number
of significant subspace clusters (α = 0.05) in relation to all found subspace
clusters, given a fixed number of random constraints.

Finally, in the last part of our experiments on subspace cluster validation,
we show example subspace clusters and involved feature-values for both
disorders when using DRESS on the combined DD and V D with 5 ML and
5 NL constraints, and assess the quality of our findings through a comparison
with existing study results from independent literature.

5.4.7 Transferability of Identified Subspace Clus-
ters

Figure 5.7 and Figure 5.9 present the median χ2-test p-value of the 25
best subspace clusters identified in DD (left part of the figure), and the
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Figure 5.7: χ2-test p-value median ranking over 20 runs for subspace
clusters found in the hepatic steatosis DD compared to the V D coun-
terpart. Ordering of the subspace clusters in DD is mostly preserved
in V D. P-values are mostly comparable.
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Figure 5.8: Median RSD and RCDD for the 25 best ranked subspace
clusters found in the hepatic steatosis dataset.
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Figure 5.9: χ2-test p-value median ranking over 20 runs for subspace
clusters found in the goiter DD compared to the V D counterpart. Or-
dering of subspace clusters in DD is not completely preserved in V D.
However, p-values are very low and similar for all subspace clusters.
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Figure 5.10: Median RSD and RCDD for the 25 best ranked subspace
clusters found in the goiter dataset.
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SHIP-2 TREND-0 p-value

BEFORE matching

n 727 1926 -
Age [years] 56.1±12.6 50.1±14.1 <0.001
Sex [% female] 53.2 % 51.7 % 0.512
Hep. Stea. [% pos.] 22.4 % 24.0 % 0.426

AFTER matching

n 694 694 -
Age [years] 55.5±12.1 55.5±12.1 1.000
Sex [% female] 53.5 % 53.5 % 1.000
Hep. Stea. [% pos.] 21.5 % 21.5 % 1.000

Table 5.4: Matching of the hepatic steatosis datasets SHIP-2 and
TREND-0.

associated subspace clusters in V D (right part of the figure), for hepatic
steatosis and goiter over 20 runs. For hepatic steatosis, the p-value between
subspace clusters in DD and their V D counterpart are highly similar up
to subspace cluster rank 16. Also, up to rank 16, subspace clusters are
significant. Subspace clusters from rank 23 to 25 are not significant in both
datasets. Therefore, the majority of the high-quality subspace clusters are
transferable. It is observed that the subspace clusters between rank 17 and
22 are significant in DD but not significant within V D. However, in many
instances these ranks were close to the decision border (i.e., 17, 18, 19, 20).
Another favorable result comes from the order of the subspace clusters.
With the exception of rank 14 and 18, the ordering is mainly preserved
in V D, thus indicating stable results of STATIC-Select. In Figure 5.8 we
present RSD and RCDD on the hepatic steatosis data. RSD shows some
variability but is generally low, exhibting a median of ≈ 12% in the worst
and ≈ 1% in the best cases. When a DD subspace cluster is large, a RSD
of 12% is correspondent to an approximate size difference of 15 instances
between the DD cluster and its V D counterpart. We also observe a low
RCDD across all subspace clusters (median values approx. between 1.5%
and 3.5%).

The picture changes slightly for goiter. All 25 subspace clusters are highly
significant on both DD and V D. P-values increase slightly from rank 15
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onwards on V D. However, they remain considerably below 0.01. We fur-
ther observe that the ordering is not fully preserved in V D, though the
absolute deviation in p-value is very low, especially in comparison to the
hepatic steatosis data. Figure 5.10 shows the median and absolute median
deviation of the RSD and RCDD. With the exception of the best ranked
subspace clusters, the median RSD is low and never exceeds ≈ 10%. Ad-
ditionally, there is no medical outcome distribution difference for the best
ranked subspace clusters. Finally, RCDD is generally very low. The me-
dian never exceeds ≈ 5%, thus indicating good transferability of discovered
subspace clusters.

5.4.8 Varying the Number of Constraints
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Figure 5.11: Percentage of significant subspace clusters when varying
the number of constraint pairs.

In Figure 5.11, the relative proportion of significant subspace clusters (α =
0.05) when varying the number of constraint pairs on the matched SHIP-2
DD is shown. Again, the constraint pairs were chosen at random, (with
an equal number of ML and NL constraints) and were varied from one
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Hepatic Steatosis

ID Subspace features Size [%] p-value OR

H#1 age,diabetes 10.0 1.7 e−09 3.01
H#2 female,smoking 11.0 5.4 e−09 0.31
H#3 abstain,physact,smoking 9.9 2.3 e−09 2.06
H#4 ATC_CO7A 21.9 2.7 e−09 2.70

Goiter

ID Subspace features Size [%] p-value OR

G#1 ges_sf12_02,waiidf 33.6 1.8 e−09 0.47
G#2 edyrs,metsyn 26.9 7. e−09 1.55
G#3 ges_sf12_03,plaque 16.0 3.4 e−09 1.60
G#4 ffs,marit 4.4 8.2 e−09 2.07

Table 5.5: Description and statistics of selected subspace clusters.

to 20 ML and NL constraints. With each constraint pair, ten runs were
conducted and the associated median and median absolute deviation was
calculated. Figure 5.11 indicates an increase in the relative proportion of
significant subspace clusters when the number of constraints is increased.
For the median measurements, we observe some variability in the data.
Median relative proportion of significant subspace clusters for one ML and
NL constraint is ≈ 20%, has its maximum at ≈ 47% (with 19 pairs of
constraints) and settles at ≈ 38% (with 20 pairs of constraints). In contrast,
the median absolute deviation is moderately high but constant over the
tested constraint pairs. This may be due to the randomness of the chosen
constraint pairs. As described, the constraints selection here is solely based
on the class-similarity of instances and does not take their similarity w.r.t.
specific features into account. This may lead to the selection of constraints
that not reflect the underlying concept well, for example ML constraints
between highly dissimilar outlier instances that have the same class but are
not representative. An expert with domain knowledge (if available) that
defines a number of constraints manually is likely to take more information
than the class label into consideration when deciding on constraints.
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5.4.9 Relevant Example Subspaces

Table 5.5 depicts eight selected subspace clusters with significantly different
class distribution, in comparison to all instances of the dataset, for the out-
come hepatic steatosis and goiter. All of the eight depicted subspace clusters
are significant (α = 0.01) and exhibit a high odds ratio. In Figure 5.12 (hep-
atic steatosis) and Figure 5.13 (goiter) we depict the class distribution of
these subspace clusters as well as the clusters distributions of the included
features in comparison to the overall dataset. Table 5.6 provides a brief
description of each feature contained in an identified subspace cluster.

Example Subspace Clusters on Hepatic Steatosis

The instances in subspace cluster H#1 exhibit higher age, in comparison to
the remaining study participants, and the diabetes condition. These par-
ticipants have a high odds ratio and are almost equally distributed (which
is considerably different to the complete cohort) between the positive and
negative hepatic steatosis outcome. Publications such as [112] and [113]
support this observation. For H#2, included participants are females, cur-
rent smokers and have low odds ratio. On the other hand, the participants
in H#3 are ex-smokers that were not abstinent from alcohol in a time-frame
of one year and which perform less than one hour of sports activities per
week. Correlated features to those identified in H#2 and H#3 (like body-
mass-index or waist circumference) were also described as being important
w.r.t. hepatic steatosis in the studies [27] and [29]. Finally, the subspace
cluster H#4 contains participants under beta-blocker medication. A hint
on the relevance of this characteristic regarding hepatic steatosis is found in
[114]. Here, a diagnostic score on fatty liver uses this information on some
occasions.

Example Subspace Clusters on Goiter

In the lower part of Table 5.5 we present statistics and contained features
of selected subspace clusters on goiter. G#1 contains mainly negative goi-
ter outcome instances that are free from impairments for moderate physical
tasks (ges_sf12_02 = 3) and without central obesity as categorized by the
International Diabetes Federation (IDF). Instances of G#2 are associated
with (relative) few years of education (compared to the complete cohort)
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and suffer from the metabolic syndrome. This cluster shows a distinctively
high proportion of the positive goiter outcome. Different studies support
this, as they show important associations between the educational level, so-
matographic variables and the metabolic syndrome with goiter [115], [116].
In contrast, our found associations between goiter (positive outcome) and
presence of plaque G#3 have not yet been confirmed in literature. On the
other hand, ges_sf12_02 which is also part of G#3, shows high correlation
to the somatographic variables. At last, G#4 contains participants with
high food frequency score (i.e. participants that adhere to a more recom-
mended diet) which are widowed. This cluster exhibits a higher relative
proportion of the positive goiter outcome than the rest of the cohort. These
associations remain to be confirmed in independent studies, however they
may be suitable to formulate new hypothesis on.

5.5 Conclusions on Methods

Methods that aim to identify relevant dimensions for objects suffer when
only limited ground-truths is available. In many real-world domains, the
amount of labeled data is sparse and the process of labeling is long and ex-
pensive due to domain expert involvement. It is therefore mandatory to de-
velop algorithms that can cope with exploiting the limited available knowl-
edge and still produce satisfactory results. We propose a module that uses
traditional feature selection when labeled training data is widely available
and a novel constraint-based subspace clustering algorithm DRESS (Discov-
ery of Relevant Example-constrained SubSpaces) when not. The traditional
feature selection approach is based on CFS [12] where subsets of features
with the least redundancy among each other and a maximum relevance w.r.t.
the target variable are selected with the help of a greedy forward-selection.
On the other hand, our algorithm DRESS uses instance-level similarity con-
straints to evaluate feature subspaces on constraint satisfaction (with the
help of density-based clustering) and the subspace-specific similarity of in-
stances under constraints. The used constraints reflect implicit knowledge
on the instances w.r.t. their similarity on the target concept. They can
be either derived from class-labels or manually assigned by domain experts.
Connected to DRESS, is a component that transfers subspaces and clusters
on an independent dataset to validate their relevance in order to check the
ability of DRESS to produce generalizable results. In our experiments we
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evaluated the quality of subspaces produced by DRESS for two datasets
and classifiers against the feature subspaces produced by traditional feature
selection algorithms. The results show that DRESS produces the most bal-
anced results w.r.t. the prediction of the positive and negative outcome,
ranks among the top algorithms on Accuracy, Kappa and Sensitivity and
identifies feature subspaces that substantially offset the baseline classifiers
bias in predicting the dominant class.

Further, with the help of the validation component we evaluated whether
DRESS produces significant and generalizable results by transferring the
produced subspaces and clusters of two medical real-world datasets on a
second validation dataset. Results show that a majority of the subspace
clusters with high significance are confirmed on the independent dataset
for both investigated classification tasks. The framework identifies highly
significant clusters and successfully reconstructs them in the respective val-
idation datasets retaining their significance in the process. Also, it is shown
that an increase in the given constraints for DRESS leads to the identifi-
cation of a higher proportion of significant subspace clusters. A random
selection of no more than 3% of the labeled data was sufficient to identify
subspace clusters that were shown to be relevant in independent studies.

The results achieved by DRESS w.r.t. traditional feature selection algo-
rithms indicate that a semi-supervised approach in conjunction with an al-
ternative type of background knowledge improves the quality of selected fea-
ture subspaces for classification tasks when ground-truth is sparse. There-
fore, we answer RQ 2 positively.

One limitation of STATIC-Select is the fact that the switch between tradi-
tional method and DRESS is hard to make before any tests on the specific
dataset are made. This is the case when a semi-high amount of labeled
training data is available and it is unclear whether a traditional algorithm
or DRESS is the better option. Therefore, we suggest a prior evaluation
on parts of the datasets in question which involve both options. Further,
DRESS is currently not directly applicable on the historical records of in-
stances. Instead, DRESS requires the preprocessing of the EVO-Extract
module to handle evolving objects.

With respect to the validation module, the proposed mechanisms can only
be utilized if comparable datasets with similar classification problems are
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available. In particular, for this thesis, a second independent dataset was
only available for hepatic steatosis. For goiter, we had to reserve a part of
TREND-0 for the validation, rather than use the SHIP-CORE, because the
major differences in covariates between the two cohorts did not allow for a
matching.

In the future, we will enhance DRESS to exploit the temporal dimension
by defining the similarity of instances based on their previous evolution.
This removes a preprocessing step and allows experts to find groups of
similar evolving instances directly, at the cost of understandability of the
involved features. Another future prospect is the shift from a global view
on relevant subspaces by means of subspace scoring to a local cluster-based
view. Instead of accessing the relevance of subspaces and extracting all
clusters from it, we want to consider each cluster-subspace pair individually
and combine hierarchical with constraint-based subspace clustering. This
could not only lead to the discovery of subspaces relevant w.r.t. a specific
class, but also to the identification of distinct groups and associated features
within subclasses/subconcepts.
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name description values

abstain

Abstinence from
alcohol (12
months)

0: no
1: yes

age
Age of partici-
pant

numeric

ATC_CO7A
Intake of beta-
blocker

0: no
1: yes

diabetes
Suffers from dia-
betes

0: no
1: yes

edyrs
Number of edu-
cational years

numeric

ffs
Food Frequency
Score

numeric

ges_sf12_02
Impaired per-
forming moder-
ate tasks

1: severe limitation
2: slight limitation
3: no limitation

ges_sf12_03
Impaired walk-
ing multiple
stairs

1: severe limitation
2: slight limitation
3: no limitation

marit Marital status

1: single
2: married or relationship
3: separated or divorced
4: widowed

metsyn
Suffers from
metabolic syn-
drome

0: no
1: yes

physact
Leisure time
physical activity

0: < 1h phys. act./week
1: ≥1h phys. act./week

plaque Plaque 0: no | 1: yes

smoking Smoking status
0: never smoked
1: ex-smoker
2: current smoker

waiidf
Waist
circumference

0: < 80 cm (men: 94 cm)
1: ≥ 80 cm (men: 94 cm)

Table 5.6: Description of selected features. Box-plots for independent
continuous variables and mosaic charts for independent nominal vari-
ables. Color indicates class membership.



6. Conclusion & Future
Work

In this thesis we proposed a framework for the identification on relevant di-
mensions for evolving objects based on different types of background knowl-
edge. Traditional systems suffer from obscure representations of evolving
objects, failing to make the implicit dimensionality of an object’s evolution
explicit, and the requirement for large amounts of labeled data to select
relevant subsets of features. We argue that it is beneficial to represent such
objects based on their historical records and select relevant features based
on an evaluation of the internal structure of feature subspaces guided by
limited knowledge on the similarity of instances in those subspaces. In this
context, we proposed a framework consisting of two distinct components for
the extraction and selection of relevant dimensions and formulated associ-
ated research questions that are addressed in the subsections below. Fur-
thermore, in this chapter we answer our core research question and draw
final conclusions from the combined contributions in this thesis. Finally,
limitations of our proposed approaches and directions for future research
are discussed.
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6.1 Extracting Features from Object Evo-

lution

The first component of this thesis and our framework is EVO-Extract which
aims to codify implicit dimensionality given by the historical records of
evolving objects by generating features from the observed evolution, that are
relevant regarding the target concept as given by a classification problem.
This component is related to the first research question:

RQ 1: How can we codify the implicit dimensionality of an object’s
historical records to improve object classification?

To answer this question and derived subquestions we proposed two general
approaches that derive so called Evolution Features from the evolution of
objects: We developed a method that takes as input any time-series feature
with a discrete temporal dimension to automatically find and generalize
sequential patterns relevant to the target-concept. These groups of patterns
are then used to generate new features based on the objects pattern group-
memberships. The second method we proposed tracks objects and object-
groups in relevant subspaces over the temporal dimension and derives pre-
defined features based on the change in the position of each object and its
peers.

In our evaluation we use ten classification algorithms and compare their
performance on a classification problem when using the original feature set,
the derived Evolution Features, a number of simple statistics derived from
the object evolution and each possible combination of the aforementioned
three variants in a 10-fold cross-validation. We further vary the use of a
prior feature selection for each variant, which equals 4800 evaluation runs
in total. As evaluation measures we calculate Accuracy, Kappa, Sensitivity,
Specificity and a rank based on the mean over all measures.

Our experimental results on four heterogeneous real-world datasets show,
that in each case the best rank was achieved by a classification algorithm
that utilizes the derived Evolution Features. Furthermore, depending on the
dataset, between 75% and 100% of all classification algorithms that used a
feature set with Evolution Features performed better (as measured through
rank) than their counterparts that did not utilize the same. This allows us
to validate the following inequality (cf. Section 4.2):
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perf(model(Dtr, F
∗ ∪G∗ ∪G∗evo), Dte) > perf(model(Dtr, F

∗ ∪G∗), Dte)
(6.1)

Our results indicate that for at least 75% of tested classification algorithms
and for 100% of the overall top-performing algorithms, the derived Evolu-
tion Features contribute to a class separation. Therefore, we answer RQ 1
positively with the proposed methods.

This answer has implications for domain experts and the application of
classification methods in real-world domains. Our findings show that the
representation of evolving objects w.r.t. a target concept must be carefully
planned and investigated due to the high impact on classification perfor-
mance and the relevant knowledge that is hidden in the object evolution.
With such representation techniques, it is possible to provide new insights
for experts and to enable the formulation of new hypothesis regarding the
concept at hand (for example new hypothesis on the onset of disorders or
diseases in medicine).

6.2 Selecting Relevant Features
The second component of this thesis and our framework is STATIC-Select
which aims to identify relevant features (w.r.t. the target concept) from the
set of dimensions that are used to describe the objects investigated in this
thesis. This component is related to the second research question:

RQ 2: How to identify the relevant features of evolving objects
by exploiting background knowledge?

To answer this question we proposed a method that takes as input a dataset
of static objects and a set of instance-level constraints to identify a subset of
relevant features without the necessity to set any parameters. Our proposed
method is especially well suited when only limited background knowledge
exists, it can either derive similarity/dissimilarity constraints from a small
set of labeled training data or the constraints can be given directly.

In our evaluation we use two naive classifier (kNN and Naive Bayes) and
compare their performance on a classification problem when using the fea-
ture sets of our algorithm DRESS, the feature sets derived by four com-
peting supervised and semi-supervised feature selection methods as well as
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with the complete original feature set in a 10-fold cross validation with
6,8,10,12,14,16,18 and 20 random training instances. As evaluation mea-
sures we calculate Accuracy, Kappa, Sensitivity and Specificity. We fur-
ther show examples of derived feature subspaces for two disorders (hep-
atic steatosis and goiter), validate the subspaces on an independent cohort
dataset and assess whether the identified features have known associations
with the target outcome.

Our experimental results show that the feature subspaces discovered by
DRESS improve the base classifier substantially. DRESS is able to outper-
form most competitors on each dataset and for all classifiers w.r.t. Accuracy
and Kappa, and is the dominant algorithm for the identification of feature
subspaces that are relevant towards the minority class. Furthermore, the
validation component showed that the clusters used for feature subspace
evaluation that were identified by DRESS are general w.r.t. the target con-
cept in the sense that they can be reconstructed on a completely independent
dataset where they exhibit similar size and distinct class distribution. This
allows us to validate the following inequality (cf. Section 5.1):

perf(model(Dtr, F
∗), Dte) > perf(model(Dtr, F ), Dte) (6.2)

Since our results indicate that our proposed algorithm DRESS both selects
feature subspaces that improve the performance of base classifiers (while also
outperforming most competitors) and discovers feature subspaces that have
known associations for two medical outcomes, we conclude that DRESS
identifies feature subspaces relevant to the target concept. Therefore, we
answer RQ 2 positively with the proposed method. This answer has impli-
cations for real-world classification domains where ground-truth is scarce or
unavailable. Our findings show that small sets of labeled training data or
instance-level similarity constraints can lead to the identification of relevant
features w.r.t. the target concept. Therefore, practitioners and experts are
able to gain domain insights with a fraction of the general expenses (time,
money, workforce etc.) that are normally required for dataset labeling.

6.3 Core Research Question

The core research question that was defined in Section 1.2, is:
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How to find relevant dimensions of evolving objects for classifica-
tion tasks with the help of background knowledge?

In Section 2.3 we presented the formalism to determine whether our pro-
posed framework answers the question positively or not, which included the
following expression (Expression 3.4):

expr(RQ1) ∨ expr(RQ2)

We consider the core research question as ”positively answered” if, and only
if, the logical expression 3.4 holds true, and if the associated component(s)
that led to this result utilized at least two different types of background
knowledge to achieve this. We therefore investigate the different cases that
emerge from these considerations: According to Section 2.3, expr(RQ1) is
true when RQ 1 is positively answered, i.e. when Inequality 4.1 holds true
so that EVO-Extract derives features from the evolution of objects that im-
prove the classification performance on the same. Given that this is the case
(cf. Section 6.1), we consider expr(RQ1) as true. According to Section 2.3,
expr(RQ2) is true when RQ 2 is positively answered, i.e. when Inequality
5.1 holds true so that STATIC-Select identifies features from the given set of
explicit dimensions that improve the classification performance on the ob-
jects. Given that this is the case (cf. Section 6.2), we consider expr(RQ2)
as true. Since the core research question also expects that different types of
background knowledge are exploited to answer the sub-questions positively,
we next investigate the different types of knowledge used. In EVO-Extract,
we use the historical records of objects and class-labeled training data to
derive Evolution Features that successfully improve classification perfor-
mance. Therefore, EVO-Extract successfully exploits two different types
of background knowledge. In STATIC-Select, we use either class-labeled
training data or similarity constraints to successfully decide on relevant fea-
ture subsets for classification tasks. Therefore, STATIC-Select successfully
exploits two different types of background knowledge.

Considering that expr(RQ1) and expr(RQ2) are true and both respective
framework components successfully use two different types of background
knowledge (three different types in total) to achieve this, it follows that we
consider the core research question as positively answered.

This conclusion has consequences for practitioners and domain experts. In
many domains, objects are investigated with a specific target concept in
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mind. For example, medical experts seek to identify important characteris-
tics associated with a disease or stock investors want to discover indicators
to outperform the general market. In these cases, multiple challenges exist
especially in the context of real-world data: Objects are not sanitized or
adhere to strict assumptions. Instead, they are described by a plethora of
differently scaled features which are not all relevant but may also contain
irrelevant information regarding a target. A second layer of complexity is
added by the fact that such objects are not static but may also evolve over
time, containing implicit relevant information in their evolution. Therefore,
to provide experts with relevant knowledge, both of these challenges must
be investigated in conjunction. In this thesis we proposed a framework that
can be used to derive information from object evolution and identify the
information that is relevant w.r.t. the target concept. Experts can exploit
the derived information to gain a deeper domain understanding and base
new hypothesis on these insights. With the exploitation of similarity con-
straints for the identification of relevant dimensions, we also provide experts
the opportunity to gain domain insights even when traditional ground-truth
is scarce, unavailable or undesired. Instead, experts can input constraints
between objects that they deem as being similar or dissimilar w.r.t. the ex-
perts target concept, to find out which dimensions actually constitute this
similarity.

6.4 Limitations

Both main modules of our framework are evaluated on real-world datasets
with an associated real-world classification problem. These datasets come
from a medical domain. In contrast, a number of different domains with
different datasets may exist where our framework could be applied onto. It
is not clear how our findings would transfer to those domains. However,
the real-world datasets we utilize are much more complex than the typical
arbitrary datasets used for evaluation. The components of our framework
are evaluated on objects that are described by differently scaled features
that can contain missing values, irrelevant and redundant information. The
difficulty of the data we use, together with the strict evaluation protocol,
indicate that our proposed methods perform well.

Furthermore, several methods that share similarities to ours exist that were
not included in the evaluation, since they have some weaknesses for an ap-
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plication in real-world settings (for example the number of parameters or
an unclear methodology). It is possible that these methods can outperform
the presented ones under the right circumstances and with the right param-
eter settings. However, we concentrated to develop methods that do not
require any parameter optimization and are applicable by domain experts
without a deep understanding w.r.t. the underlying algorithms, which can
easily shift out of focus when developing methods that solely concentrate
on a theoretical sound foundation.

At last the application of significance tests was only conducted for STATIC-
Select as a means to show if subspace clusters found by DRESS are signifi-
cantly different in their class distribution compared to the overall population
(cf. Section 5.4.6). This showed that the features associated with these sub-
space clusters are indeed informative regarding different labels. We omitted
tests for significance in Chapter 4 since our main interest was to investigate
whether Evolution Features improve classifiers. Results showed that Evolu-
tion Feature variants clearly dominated their counterparts and the top-25
variants (out of 120 variants) by large margins.

6.5 Future Work

During the work on the components of our framework we recognized sev-
eral ways for a future expansion. Since the generation of additional Evolu-
tion Features does not inhibit the classification performance in the context
of the framework (irrelevant and redundant features will be eliminated),
EVO-Extract may be horizontally and vertically extended. Vertically, the
proposed methods may incorporate additional pre-defined features that can
be cluster- or instance-based. Horizontally, completely different methods
that cater to different objects may be included. For example, features that
are based on additional temporal discretization (in the case of a continu-
ous temporal dimension) like obtained with KARMA-LEGO [77, 117]. For
STATIC-Select, especially the extension of DRESS is promising. DRESS
has already shown that it can beat competing feature selection algorithms,
w.r.t. to the selection of features for a classification problem in a static
scenario, when ground-truth is sparse. However, especially for evolving ob-
jects with time-series features that have a continuous temporal dimension,
a direct applicability of DRESS on such objects may be beneficial. In this
case, the discretization of the temporal dimension could be omitted and
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thus any associated information loss w.r.t. the target concept is prevented.
To achieve this, we must investigate how an adequate notion of similarity
between such objects can be defined and how the resulting feature subspace
(that may consist of both static and time-series variables with a contin-
uous temporal dimension) can be returned in a way that is insightful for
the domain expert. Also, an investigation concerning which classification
methods benefit the most from both EVO-Extract and STATIC-Select could
maximize the benefit gained with both components. In this case, the com-
parison between baselines and enhanced classifiers should involve testing of
significance in the case of small margins.

Further, the current implementation of our framework allows for many dif-
ferent modifications that are worth investigating: With respect to the pro-
posed methods in EVO-Extract, the incorporation of alternative clustering
algorithms and quality measures could lead to a boost in classification per-
formance through the identification of better sequence-patterns. On the
other hand, the DRESS algorithm presented in STATIC-Select can be mod-
ified w.r.t. the subspace search heuristic, the clustering algorithm as well as
the internal quality function that incorporates constraint satisfaction and
object distance. For example, instead of exploiting the pairwise distance
between objects under constraints, we could utilize the Laplacian score to
estimate how well locality is preserved by feature subspaces for constrained
objects [118]. Also, additional methods to transform types of background
knowledge could lead to the application of methods on datasets where these
cannot currently be applied. For example, if for a dataset with evolving ob-
jects only a number of constraints is given, techniques that creates dummy
labels out of those constraints could enable the application of the complete
EVO-Extract component for this dataset.
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[89] S. Günnemann, I. Färber, M. Rüdiger, and T. Seidl, “SMVC: semi-
supervised multi-view clustering in subspace projections,” in KDD
’14: Proceedings of the 20th ACM SIGKDD conference on Knowledge
discovery and data mining. New York, New York, USA: ACM, 2014,
pp. 253–262. (cited on Page 43)

[90] A. Struyf, M. Hubert, and P. Rousseeuw, “Clustering in an object-
oriented environment,” Journal of Statistical Software, Articles, vol. 1,
no. 4, pp. 1–30, 1997. (cited on Page 59)

[91] M. M. Breunig, H.-P. Kriegel, R. T. Ng, and J. Sander, “Lof: Iden-
tifying density-based local outliers,” in Proceedings of the 2000 ACM
SIGMOD International Conference on Management of Data (SIG-
MOD 2000), ser. SIGMOD ’00, New York, NY, USA, 2000, pp. 93–
104. (cited on Page 59)

[92] P. J. Rousseeuw, “Silhouettes: A graphical aid to the interpretation
and validation of cluster analysis,” Journal of Computational and Ap-
plied Mathematics, vol. 20, pp. 53 – 65, 1987. (cited on Page 59)

[93] H. Völzke, D. Alte, C. O. Schmidt, D. Radke, R. Lorbeer, N. Friedrich,
N. Aumann, K. Lau, M. Piontek, G. Born et al., “Cohort profile: the



Bibliography 133

study of health in pomerania,” International Journal of Epidemiology,
vol. 40, no. 2, pp. 294—-307, 2011. (cited on Page 60, 62, and 98)

[94] H. Völzke, “Multicausality in fatty liver disease: is there a rationale to
distinguish between alcoholic and non-alcoholic origin,” World Jour-
nal of Gastroenterology, vol. 18, no. 27, pp. 3492–501, 2012. (cited

on Page 62)

[95] W. M. Project, “Who monica project: assessing chd mortality and
morbidity,” International journal of epidemiology, vol. 18, no. Supple-
ment 1, pp. S38–S45, 1989. (cited on Page 62)

[96] H. Brønnum-Hansen, T. Jørgensen, M. Davidsen, M. Madsen,
M. Osler, L. U. Gerdes, and M. Schroll, “Survival and cause of death
after myocardial infarction: The Danish MONICA study,” Journal of
clinical epidemiology, vol. 54, no. 12, pp. 1244–1250, 2001. (cited on

Page 62)

[97] L. Breiman, “Random forests,” Machine Learning, vol. 45, no. 1,
pp. 5–32, Oct 2001. [Online]. Available: https://doi.org/10.1023/A:
1010933404324 (cited on Page 64)

[98] T. Chen and C. Guestrin, “Xgboost: A scalable tree boosting system,”
in Proceedings of the 22nd acm sigkdd international conference on
knowledge discovery and data mining. ACM, 2016, pp. 785–794.
(cited on Page 64)

[99] C. Cortes and V. Vapnik, “Support-vector networks,” Machine learn-
ing, vol. 20, no. 3, pp. 273–297, 1995. (cited on Page 64)

[100] S. L. Salzberg, “C4.5: Programs for machine learning by j.
ross quinlan. morgan kaufmann publishers, inc., 1993,” Machine
Learning, vol. 16, no. 3, pp. 235–240, Sep 1994. [Online]. Available:
https://doi.org/10.1007/BF00993309 (cited on Page 64)

[101] “C5,” http://rulequest.com, accessed: 2018-09-08. (cited on Page 64)

[102] L. Breiman, J. H. Friedman, R. A. Olshen, and C. J. Stone, Classifi-
cation and Regression Trees. Monterey, CA: Wadsworth and Brooks,
1984. (cited on Page 64)

https://doi.org/10.1023/A:1010933404324
https://doi.org/10.1023/A:1010933404324
https://doi.org/10.1007/BF00993309
http://rulequest.com


134 Bibliography

[103] S. Haykin, Neural networks: a comprehensive foundation. Prentice
Hall PTR, 1994. (cited on Page 64)

[104] H. Zhang, “The optimality of näıve bayes,” in Proceedings of the17th
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