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1. Introduction

Functional, conjugated molecules play ubiquitous roles in in nature and industry. For
instance, employed as chromophores in photosensory proteins they act as photoswit-
ches and control the response to light in living organisms.?® For this purpose, the
chromophore reversely switches between two conformal states that absorb light of
different wavelengths: one biologically inactive “dark“ stable state and one biologi-
cally active photoproduct state. In particular the familiy of cyanobacteriochromes
(CBCRs), photosensory proteins that control light-dependent processes in cyanobac-
teria,%® have drawn attention during the last years. Despite the simple architecture
of their photosensory module®® they exhibit an outstanding variety of photocycles
that cover the whole range of the visible spectrum®*® which makes them auspicious
candidates for applications in bio-imaging, or optogenetics, i.e. the capacity to control
cellular activities by genetically encoded light sensitive proteins.'* In material science,
on the other hand, organic semiconducting molecules have emerged as promising
materials for opto-electronic devices!®!? due to their structural variety?®2? and the
possibility of fine-tuning their electronic properties by rational synthetic design.??
To advance the application of organic, conjugated molecules as molecular switches
or in opto-electronic devices, computational chemistry can make important contribu-
tions by providing atomistic models and by establishing structure-property relations.
However, the structure and therefore the properties of chromophores in proteins or or-
ganic semiconductors are strongly steered by the the immediate chemical environment
as well as the surrounding conditions, such as temperature and pressure. Those have to
be explicitly included in the modeling approach to obtain realistic results. Depending
on the chemical environment (e.g. a protein, a surface etc.), different theoretical
approaches are required. The method of choice to study the time evolution of a system
under ambient conditions is molecular dynamics (MD). Within this framework, the
system is propagated in time by numerically solving Newtons equations of motion.
The advantage of MD is that it yields dynamical information, such as the mobility of
atomic subgroups of the system or hydrogen bond interactions, as well as equilibrium
properties of the system in a well-defined thermodynamic ensemble,?* for instance
under constant pressure and constant temperature. In case of proteins, system sizes of
millions of atoms?® and slow structural rearrangement processes which are at least on
time scales of ps-ms, 20?7 require calculations at the force field level of theory. Within
this framework, atoms and bonds are treated classically as balls and sticks that are
subject to a previously parametrized empirical potential. The neglect of any quantum
effects considerably speeds up the computation and enables the description of systems
consisting of millions of atoms?®? on the ms time scale.?® Naturally, such classical
approaches inherently fail to describe events that are driven by electronic effects, for
instance, charge transfer between a molecule and a surface. To model such systems,
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1. Introduction

density functional theory (DFT), which explicitly describes electrons by solving the
electronic Schrodinger equation, is commonly the method of choice. It relies on the
systems electronic density instead of the many-body wave function which significantly
reduces the complexity. Together with advances in electronic structure algorithms?!-32
and hardware improvements, it allows nowadays the treatment of systems consisting
of several hundreds of atoms at affordable computational efforts.

This thesis explores structure and properties of organic, functional molecules under
the influence of two two fundamentally different chemical environments: embedded
in a protein under biological conditions and in contact with nano-structured metal
surfaces. Using different theoretical approaches ranging from force field molecular
dynamics on the one hand to density functional theory calculations on the other
hand, the following scientific questions will be addressed:

1. Structure and dynamics of a chromophore in a photosensory protein (Project
D)

2. Single molecule adsorption and layer assembly of an organic semiconductor on
the reconstructed Au(100) surface (Project II)

In Project I of this thesis, the dark stable state of the second GAF domain of
the CBCR AnPixJ (AnPixJg2), which is depicted in Fig. 1.1 a is investigated by
force field MD. AnPixJg2 is a representative of the red/green CBCRs, which exhibit
a red light absorbing “dark” stable state and a green light absorbing photoproduct
state. Like all CBCRs, it employs a bilin-derived chromophore that is attached to the
protein via a thioether bridge involving a cystein residue.®3? In the particular case of
AnPixJg2, the chromophore is phycocyanobilin (PCB) which is depicted in Fig. 1.1
b. Formation of the photoproduct state involves reversible Z — E isomerization of
the methine bridge between C-ring and D-ring of the chromophore and rotation of
the D-ring.%:33:34

A peculiar feature that is common among many photosensory proteins is structural
heterogeneity, i.e. the existence of two or more structural sub-populations in either
the “dark” stable state or the photoproduct state or both.!1:35 454548 The frequent
occurrence of structural heterogeneity suggests that the latter is a unifying property
of photosensory proteins. Moreover, the existence of conformational sub-populations
could be a possible explanation for the strong variance of the photoisomerization quan-
tum yield among subclasses of CBCRs*3"% and functionally related photosensory
proteins®®®! despite structurally similar chromophores. These considerations strongly
motivate the investigation of the parent ground state of AnPixJg2 by force field MD
that is carried out in Project I. While crystallographic experiments often capture
only one conformation of the system, molecular dynamics simulations under ambient
conditions and of sufficient simulation time allow to characterize different structural
sub-states.

The first part of Project I (Chapter 3.2) focuses on the investigation of structural
heterogeneity in the AnPixJg2 dark stable state. By analysis of a ~ 1ps molecular
dynamics simulation, two sub-states of the chromophore are identified that are stable
on time scales of 10ns — 500 ns . The interconversion between these two sub-states is

12



accompanied by changes in the hydrogen bond pattern between the chromophore and
the protein.

Apart from their structurally similar chromophore, all sub-families of the CBCR
exhibit highly conserved key residues in the proximity of the chromophore which
points towards specific function of these amino acids being essential for the color
tuning mechanism. A versatile theoretical tool to probe the function of specific amino
acid residues is in-silico mutagenesis, in which the respective amino acid is replaced
by another amino acid with different physico-chemical properties and the mutated
system is investigated using molecular dynamics. In combination with experimental
mutagenesis studies, a structural model can be established and verified by calculation
and comparison of experimental observables (e.g. NMR shifts).5? As stand-alone tool,
in-silico mutagenesis can efficiently screen various mutants and guide experimental
efforts by reducing the pool of possible mutants down to a few, potentially interesting
ones.

The second part of Project I (Chapter 3.3) explores the role of a conserved tyrosine
residue, TYR302, by such an in-silico mutagenesis procedure. In the AnPixJg2 dark
stable state the hydroxyl group of the side chain of TYR302 is involved in frequent
hydrogen bonds with the C-ring propionate group of PCB as illustrated in Fig. 1.1 c.
Notably, in all CBCR sub-families, this tyrosine residue interacts directly with either
the B-ring or C-ring propionate group of the chromophore®® which makes a detailed
investigation of the role of TYR302 promising. To study the role of the hydrogen
bond, TYR302 is replaced by phenylalanine, an amino acid whose non-polar side
chain is of similar size but cannot be involved in any hydrogen bonding (see Fig. 1.1
d). Subsequently, the conformation and flexibility of the chromophore as well as its
interactions with protein and solvent are investigated by a ~ 1 ps molecular dynamics
simulation.

Project II of this thesis addresses the structure of an oligothiophene, a-sexithiophene
(a-6T), on the reconstructed Au(100) surface from single molecule adsorption to bi-
layer assembly. a-6T is a prototypical organic semiconductor with good hole-conducting
properties®®® which serves as model system for polythiophenes and has also already
been employed successfully in opto-electronic devices such as thin-film transistors.5® 6!
As shown in Fig. 1.2 a, it consists of six thiophene units that are connected via the
C, atom of each unit. Due to the rod-like shape of the molecule, its electron density
is anisotropically distributed. As a result, the magnitude of charge transport through
the molecular layer as well as charge injection into the electrode surface are strongly
influenced by the orientation of the a-6T molecules in the organic layers and with
respect to the electrode.%? %6

The applicability of metallic gold in a wide range of fields, from catalysing oxidation
reactions® " to electrodes in organic field emitting transistors, has steered research
towards the investigation of organic-gold interfaces.”” 8! From a scientific point of
view, the low index gold surfaces show complex and large scale surface reconstruc-
tion®2®8 which makes the characterization of the low index gold surfaces intriguing
and challenging at the same time. For instance, reconstruction of the Au(100) surface
results in a c¢(28 x 48) supercell that features a contracted, quasi-hexagonal top layer
and reconstruction rows running along the [110] direction (Fig. 1.2 b).%* That height

13



1. Introduction

Figure 1.1. — a: Structure of AnPixJg2. b: The chromophore phycocyanobilin (PCB) which
is employed in AnPixJg2. c: Interaction between the C-ring propionate group
of PCB and a conserved tyrosine residue, TYR302. d: The amino acids
tyrosine and phenylalanine. Both are similar in size, however, phenylalanine
possesses a non-polar side chain without hydroxyl group that cannot
participate in hydrogen bond interactions.

corrugation of the top layer offers various adsorption sites for organic molecules.
These adsorption sites can be broadly classified into on-ridge and in-valley of the
reconstruction rows and differ in the adsorption strength of the molecule. The prefe-
rence for a specific adsorption environment makes it possible to employ the surface
corrugation as template and enforce an adsorption pattern that is commensurate
with the reconstruction pattern of the underlying surface.”®"” A successful application
of this patterning concept requires a profound understanding of the molecule-metal
interactions at different adsorption sites. Moreover, it assumes that the reconstruction
pattern remains unaffected by molecule-surface interactions.

While density functional theory could aid understanding adsorption processes on
such corrugated surfaces in principle, the sheer unit cell sizes of reconstructed surfaces
have so far limited theoretical studies to small molecules on idealized substrates. In
the first part of Project II (Section 4.2), the single molecule adsorption of a-6T on
two relevant adsorption sites, referred to as in-valley and on-ridge of the reconstructed
Au(100) surface, is studied by DFT calculations. In order to explicitly account for the
surface reconstruction, a 20 x 5 supercell model of the Au(100) surface® is employed.

14



Its system size of 546 atoms makes a computational treatment still feasible while
retaining the physical properties of the reconstructed Au(100) surface such as two-
dimensional lateral contraction, rotation, and differently buckled qualitative surface
areas.5%%

In the second part of Project II (Chapter 4.3), the structural assembly of an a-6T
bilayer on Au(100) is investigated by combining hybrid quantum mechanics/molecular
mechanics (QM/MM) calculations and experimental scanning tunneling microscopy
(STM) measurements conducted by our collaborators.? While monolayer formation of
a-6T on various metal surfaces is well understood, 381919 the larger molecule-surface
distance and the presence of the isolating monolayer makes STM studies of the second
molecular layer highly challenging. Therefore, a detailed knowledge of the morphology
of the second layer of a-6T on gold is lacking so far. On the other hand, the presence
of the first layer also leads to a decoupling of the electronic states of the metal and the
molecules in the second layer. As a result, the individual electronic properties of the
molecules remain preserved and are visible in the STM image.”® STM images derived
from electronic structure calculations can aid in assigning those distinct features in
the experimental STM image to the relative orientation of the individual molecules
in the second layer. The second part of Project II presented in this thesis covers an
extensive structure search and subsequent calculation of STM images of the relaxed
a-6T bilayer structures on gold. By comparing the features in the experimental and
theoretical STM image, a growth model for a-6T on gold could be established.

Figure 1.2. — a: The investigated molecule, a-sexithiophene (a-6T) b: Computed STM
image of the 20 x 5 Au(100) model surface.? The reconstructed surface
exhibits a complex height modulation including reconstruction ridges (white)
and valleys (dark) that offer different adsorption sites of varying adsorption
strength.

The thesis has the following structure: Chapter 2 covers the theoretical methodology
used. In Chapter 3 and 4 the results from Project I and Project II, respectively, are
presented. Chapter 5 contains concluding remarks and an outlook. Details regarding
the employed methods and the data analysis can be found in the Appendix.
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2. Theoretical Description of Organic,
Semiconducting Molecules

2.1. Born-Oppenheimer Approximation and Wave
Function Based Methods

Within this chapter important aspects of theoretical methods applied to organic,
semiconducting molecules will be reviewed. In general, the choice of the method is
determined by the systems size and required accuracy. In quantum theory, the energy
of a system is given by the expectation value of the Hamiltonian, i.e. E = (H) =
(0| H |¥) and an exact description of a system could therefore be achieved by solving
the Schrodinger Equation. For a system of N electrons and M nuclei the stationary,
non-relativistic Schrédinger equation reads®”

I:[‘Ijz (X17X27 ---;XN7R17R27 aRM) = Ezlpz (X17X2> "'7XN7R17R27 >RM) . (21)

With ¥ being the (normalized) many-body wave function of the system and H the
Hamiltonian which in atomic units is defined as:7

) 1 N M
H:_5;V?_; ;;Hrl Ra|
Y Y b Y
(2.2)
N MU 24z
+;]Z>;Hri—rj”+;§4”RA—RBHJ
Y Y

with M, being the mass of nucleus, and Z, and Zp being the atomic number
of nucleus A and B. Term 1 and 2 denote the kinetic energy operator of electron
and nuclei respectively, term 3 describes the Coloumb attraction between nuclei and
electrons while term 4 and 5 treat the repulsive interactions between the electrons
and the nuclei, respectively.

Unfortunately, for systems beyond the hydrogen atom that equation is analytically
not tractable due to the many-body interactions. An elegant solution was offered by
Born and Oppenheimer® that exploits the different time scales of the movement of
electrons and nuclei. While the fastest nuclear motions, vibrations, happen at time
scales of ~ 107125 - 10~ '3s, electronic excitations are as fast as 107'°s due to the at
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2. Theoretical Description of Organic, Semiconducting Molecules

least three orders of magnitude smaller mass of the electrons*. This mass disparity
allows to neglect the motion of the nuclei and solve the electronic Schrodinger equation
for electrons moving in the field of M stationary point charges, reducing Eq. (2.2) to:

A LN N M A A A
1= 32 Vi 2 2 o ry RAH*ZZ —fat Vet Ven 23

i=1 A=1 =1 j>1 l_rJH

T.; denotes the kinetic energy operator of the electrons, V._ is the interaction between
electrons and nuclei, and V,_, is the electron-electron interaction. Expression (2.3)
is also denoted as electronic Hamiltonian.”” By decoupling nuclear and electronic
motion, the Born-Oppenheimer approximation thus leads to an electronic Schrédinger
equation that depends only parametrically on the nuclear coordinates. However, for
systems with more than two electrons that electronic Schrodinger equation does
still not possess an analytical solution. To approximate the many-electron problem,
different approaches have emerged that can be broadly classified into wave function
based methods and density based methods.

2.1.1. The Hartree Fock Ansatz

Wave function based methods employ the wave function of the N-electron system to
solve the electronic Schrodinger equation. The most simple model for a many-electron
system is a system of N non-interacting particles; in that case the Hamiltonian of the
system can be written as a sum of the individual one-particle Hamiltonians:*%°

N
Htot — Z hz (24)
=1

and the corresponding N-particle wave function factorizes to a product of N one-

particle wave functions, commonly denoted as Hartree product:'*°

U(x1, Xg, ... X)) = Xa(X1) x5 (X2) Xk (XN) (2.5)

X(x) is denoted as spin orbital of the electron and describes the spatial distribution
and the spin of the electron:!%

X(x) = ¢ or (2.6)
¥ (r) B (w)

¥ (r) denotes the spatial wavefunction, while a (w) and 3 (w) denote the - orthonormal-
spin wave functions. In the picture of the Hartree product ansatz, correlation effects are
a priori absent, i.e. the position of one particle is completely independent of the positi-
on of the other particles. Moreover, it does not treat the electrons as indistinguishable
and violates the anti-symmetry principle.! The anti-symmetry principle requires

*The Proton-to-electron mass ratio is 1836.15267389%9
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2.1. Born-Oppenheimer Approximation and Wave Function Based Methods

that exchange of spatial and spin coordinates of two arbitrary electrons changes the
sign but not the absolute value, of the wave function. Both, the indistinguishability
of the electrons and the anti-symmetry principle can be elegantly incorporated by
writing the N-body wave function as a N X N determinant, usually denoted as Slater
determinant and illustrated below:!%

vien) xixn) - xk(xn)

Exchanging the coordinates of the arbitrary electrons corresponds to interchanging
two rows which changes the sign of the determinant, and hence the wave function,
which fulfills the anti-symmetry principle. Moreover, two electrons with the same
spin occupying the same orbital would manifest in two equal (or, more general: linear
dependent) rows and hence a zero determinant.

Using a Slater determinant as N-body wave function explicitly accounts for the
exchange but inherently excludes correlation. In other words, the motion of electrons
with parallel spin is correlated, since the probability that two electrons with parallel
spin occupy the same orbital is zero. That area of zero probability for finding another
electron with parallel spin around an electron is commonly denoted as Fermi hole.'
While the motion of two electrons with parallel spin is correlated, the motion of two
electrons with anti-parallel spin is described as completely uncorrelated within that
formalism.

The Hartree Fock approach tackles the complex problem of an electron moving
in the field of N-1 interacting electrons by approximating it with the much easier
problem of a single particle moving in a homogeneous potential created by the average
interaction of the N-1 particles. Starting from a single Slater Determinant composed
of N spin orbitals, the ground state wave function W, is obtained by minimizing the
ground state energy with respect to the spin orbitals which leads to the Hartree Fock
equations:*”

frilx) =ex(x), i=1,...,N (2.8)

with the Fock operator, ﬁ-, consisting of the one-particle kinetic energy operator, an
effective potential vf¥'(i) acting on the particle and the potential arising from the
nuclei:*”

4

M
. 1 : -
Ji= =g Vit ol =) g = el (2.9)
j=1 """

Rl

The effective potential v¥(7) is commonly denoted Hartree-Fock potential and can
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2. Theoretical Description of Organic, Semiconducting Molecules

be further separated into the Coulomb and Exchange term:%7
N
v oar) = 3 (i) = K (x1)) (2.10)
=1

The Coulomb operator, J , accounts for the classical electrostatic interaction between
the electron at position x; and the average charge distribution of an electron in spin
orbital y;:*7

B = [ ol --dx, 2.11)

Evaluation of Eq. (2.11) requires only knowledge about x; at position r; which makes
the Coulomb operator a local operator. Unlike the Coulomb operator that can be
assigned to the electrostatic potential of a classical charge distribution at position rs,
the exchange operator K has no such classical analogue and can be only understood
in terms of its effect on a spin orbital ;.

~

R (c) xi (x0) = [ 3 xe) = ) (o) (2.12)

Operation of K ; (x1) on x; basically exchanges the coordinates of the spin orbitals x;
and x;. x; (x1) contains the spatial and the spin information of the electron; evaluation
of Eq. (2.12) therefore requires integration over the spatial and the spin coordinates.
The spin function is independent of the spatial coordinates, ry, and the integral over
the spin functions can thus be evaluated separately. Due to the orthogonality of
the spin functions, i.e. (o (w),(w)) = 0, Eq. (2.12) is zero for two electrons with
opposite spin.”” As a result, exchange interaction occurs only between electrons of
parallel spin.'%2 Moreover, the exchange operator is non-local, since evaluation of
K (x1) x; (x1) requires integration of y; (x5) over the whole space.””

It is important to emphasize that the sum in Eq. (2.10) also includes j = i and can

therefore be rewritten as:”

+ Cale)l Y (i) = 5 60) ) i)

JF#i

1 1

— //HXi(Xg)“?T—||Xi(xl)||2dx1dx2—//||XZ,(X2)||2_||Xi<xl)||2dxldx2 (2.13)
12 | 719 .
i Y

+ Calx)l Y (i) = K5 (x0) ) D))
J#i

Term one in Eq. (2.13) represents the Coulomb integral for ¢ = j and expresses
the, physically meaningless, self-interaction, namely the repulsion of an electron by

20



2.1. Born-Oppenheimer Approximation and Wave Function Based Methods

itself. Fortunately, for ¢ = j term 2, the exchange term, is equal to the Coulomb
term and therefore they cancel each other. As a fundamental consequence, the self-
interaction problem is inherently circumvented in Hartree Fock theory. In approximate
density functional theory, however, this is not the case which affects detrimentally the
computed properties, like band gaps (see Section 2.2.4).

Since the effective potential, v/, depends on the set of spin orbitals that are yet to
determined, Eq. (2.8) must be solved self-consistently. Starting from an initial guess
the orbitals are re-evaluated iteratively until the energy change is below a certain
threshold criterion. The resulting eigenfunctions are denoted as Hartree-Fock orbitals
and the corresponding eigenvalues ¢; are the orbital energies.”” It is important to
illustrate that the total minimum energy of the system is not equal to the sum of
the orbital energies.!®® By simply adding up the orbital energies the coulomb and
exchange interactions are counted twice as apparent from the following expression:

Zez Z Xi(Xi) |h I ( Xz ZZ Xi(Xi) |J (xi) — Kj(xi> Ix (i) (2.14)

=1

This double-counting of the electron-electron interactions can be prevented by
simply multiplying the Coulomb and exchange term by 1/2 which results in the correct
expression for the total energy Ey:'%

N

EO Z <X1(X1)’ h‘XZ Xz + ZZ Xz X |J XZ) [A(j<xi) |X1(Xl)> (2'15)

i=1 =1 j=1

DN | —

Nevertheless the Hartree Fock orbital energies have a sound physical justification.
According to Koopman’s theorem they can be linked to the energy required for the
process of adding or subtracting an electron to that respective orbital while neglecting
any response of the other orbitals to that process (frozen orbital approximation).'%
The ionization potential of an occupied orbital . can therefore be defined within that

frozen orbital approximation as:!%
IP = —e. (2.16)
while the electron affinity of an unoccupied orbital ¢, is given accordingly:!%3

EA = —e, (2.17)

2.1.2. Electron Correlation

While the Hartree Fock approach treats exchange in an exact manner, electron corre-
lation is inherently absent and the Hartree Fock energy Egp is not the ground state
energy Ej of the N-electron system. The difference between Ey and Egp is defined as
the correlation energy:'0®

EHF = By — Eyp (2.18)
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Due to the variational principle,'? that guarantees that the true ground state energy
Ey is always lower than Eyp, Ec must be of negative value. The main contribution
to E¢ is dynamical correlation, a short range effect which describes the situation
that due to the average potential electrons move too close to each other and in turn
get instantaneously repelled leading to an exaggerated electron repulsion term. The
other contribution, the static correlation arises from the neglect of nearly degenerate
electron configurations due to the description of the ground state by merely a single
Slater determinant.®

An logical step to incorporate correlation effects is to use a linear combination
of several Slater determinants instead of a single one.!'%” This idea is pursued by
configuration interactions (CI) and coupled cluster (CC) approaches in which the
exact wave function is described as sum of the ground state Hartree-Fock determinant
(reference determinant) and determinants obtained by excitation of electrons from
the ground state into the unoccupied Hartree-Fock orbitals*. Inclusion of all excited
determinants, which would in principle yield the exact ground state wave function, is
in practice not tractable for most but the smallest systems; therefore the expansion is
usually truncated after the double and triple excitations.!’” Due to its high accuracy
CCSD(T), which includes double and approximated triple excitations, has become the
gold standard in computational chemistry. Unfortunately its high scaling of M7 with
the number of basis functions it is not applicable to large systems of many hundreds
of atoms.

2.2. Density Functional Theory (DFT)

2.2.1. Formal Derivation of DFT: The Hohenberg-Kohn
Theorems

Unlike in wave function based methods, where the information of the total system
is contained in the many body wave function, Density Functional Theory (DFT)
defines any property of the system as a unique functional of the systems ground state
density. In its formal representation it includes the exact many-body interactions of
that system and is valid for any system of interacting particles. The density of the
system is defined by:!%

n(ry) :N/.../H\Il(xl,xz,...,xN)Hdaldxz,...,de (2.19)

and corresponds the probability of finding any of the N electrons with arbitrary spin
in that volume element dr;. Consequently, integration of n(r) over the whole space
yields the total number of electrons in the system:'%

N = /n(r)dr (2.20)

*A profound treatment of correlated methods can be found in Ref. 108.

22
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The foundation of Density Functional Theory (DFT) have been laid by the famous
Hohenberg-Kohn theorems, stated and proved by Walther Kohn and Pierre Hohenberg
in 1964.11° The first Hohenberg-Kohn theorem states that “the external potential
Vst (r) is (to within a constant) a unique functional of n (r)”.*% In order to proof the
first Hohenberg Kohn theorem, one has therefore to show that the map from V., (r)
to n (r) is a bijection.

In the following the proof of the First Hohenberg-Kohn theorem will be briefly
sketched for the case of non-degenerate ground states; an extension to the degenerate
ground state can be found in Ref. 111 and Ref. 112.

Figure 2.1. — Visualization of the maps from the set of external potentials, ¥ onto G (map
A) and subsequently onto A/ (map B). The First Hohenberg Kohn theorem
states, that A and B are injective, i.e. the maps indicated by dashed lines do
not exist. The Figure was adapted from Ref. 111.

The basic idea behind the proof of the First Hohenberg-Kohn is visualized in Fig.
2.1. Starting point is the set of external potentials, V., that differ by more than a
constant™:

V = {Veqs : 3 corresponding, non — degenerate Wy, v, , # Vegr + const , ¥ v.,, € V}
(2.21)

Solution of Schrodinger’s equation would then correspond to a map from ) onto a
set G that contains all ground state wave functions that differ by more than a global
phase, ¢:'!

G = {¥y : 3 corresponding vey, \IIE) £ exp Uy ¥ \I/E) €g} (2.22)

This map corresponds to the red arrows in Fig. 2.1. Note that by definition the set
G contains only those wavefunctions that are constructed from an external potential,
i.e. the map from V to G is assumed to be surjective.

The set N of the ground state densities that arise from an antisymmetric wave

*A constant shift in ve,; would merely add a constant to the eigenvalue €y but not affect @
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2. Theoretical Description of Organic, Semiconducting Molecules

function can be defined accordingly:

N = {no no(r N/ /|\IJO X1, X2, ..., XN )do1dXa, ..., dxN, Vg GG} (2.23)

Similar to G, N obtains a priori only ground state densities that are constructed from
an antisymmetric wave function, i..e. the map G — N is per definition surjective*.

In order to prove the first Hohenberg Kohn theorem one has therefore to show, that
the map from V to N is injective, which is done in the following for the map A and
B, respectively.

The proof for A uses reductio ad absurdum, i.e. assumes that there are indeed two
external potentials v.,; and v;u that differ by more than just a constant but still yield
the same ground state.!!? Starting from the electronic Schrédinger equation:

N N

. A . h N 2
H=T ‘/em ‘/e—e = T 5 VQ ext\1i T 2.24
+ Vewt + 2mizl l—i-izlv t(r)+izl||ri_rj|| ( )

inserting of the two external potentials, v.,; and v leads to:11!

ext?

( ZV2—|—Zvext ry +2Hr — JH> [Wo) = €q | o) (2.25)
( ZV2+Z% r; +Z i —er> [To) =€ [Wo).  (2.26)

(2.27)

Subtracting both equations from each other yields:

i (vm(ri) - véxt(ri)) — e — € (2.28)

i=1

The expression on the left side of Eq. (2.28) is dependent on the spatial coordinates,
whereas the right side is a constant. Hence, any two potentials that differ by more
than just a constant would lead to a contradiction since a variation in the spatial
coordinates leads to non-constant values on the left side whereas the right side remains
unaffected.!!!

Following a similar reasoning for B, it can be shown that the two wave functions,
®y € G, and <I>E) € @, can impossibly lead to the same ground state density. For H

*The requirement that the ground state density has to arise from an antisymmetric wave function is
called N-representability and it has been proven, that any non-negative function can be expressed
by such an antisymmetric N-body wave function according to Eq. 2.19.113:114
Conversely, for the assumption that each antisymmetric wave function is constructed from an
external potential, which is known as V-representability, such a formal proof does not exist.
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acting on ®; and ®, one obtains according to the variational principle:'*®

Eg = (@] H |®o) < (®g| H |®;) (2.29)

Singe H and I:[: differ merely in their external potential H can be expressed in terms
of H as H=H +V — V' and Eq. (2.29) becomes

Eo < (Dy|H +V =V |y = Ey+ (| V = V' |Dy) (2.30)

Assuming ng (r) is the corresponding ground state density to both, ®; and CID/O, Eq.
(2.30) can be rewritten as:'!!

’

%<Eyﬁ/m@me—vuﬂ&r (2.31)

Performing the same procedure for ®; yields:'**

Ey = (Do H' |®p) < (o] H' |®g) = Ey + (o] V' — V | ®y)

, , \ (2.32)
E, < /no(r) [v (r) —v(r)] d°r
The sum of Eq. (2.31) and Eq. (2.32) leads to the contradiction:
Ey+ E, < Ey + E, (2.33)

As a result of the first Hohenberg Kohn Theorem, any ground state observable can
be obtained from the density, as demonstrated below for the ground state density:

Eln] = (Vo[n]| H [Wo[n]) = (Wo[n]] T+W+ Vezt |Wo[n]) (2.34)
:FM+/%MWW) (2.35)

Fln] = (Wy[n]| T+ W |¥4[n]) is commonly denoted universal functional, or Hohenberg-
Kohn functional 1*°

Due to the one-to-one correspondence between |Wo) and ny the minimum principle
holds also for E[n], and all densities n, € N that are not the ground state density ng
yield a higher energy:!!'®

Elng] < E[ny) (2.36)

Eq. 2.36 is also called the second Hohenberg-Kohn Theorem. It states that, given
the universal functional, F'[n], is known, the ground state density and energy can be
obtained by minimizing the systems total energy with respect to the density:!!?

ofona(fe0-)

=0 (2.37)

n(r)=no(r)
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2.2.2. The Kohn-Sham Approach

The ansatz by Hohenberg and Kohn formally enables to obtain the ground state obser-
vables of the system directly from the ground state density instead of the N-body wave
function which reduces the complexity from 3% to 3 spatial coordinates. Moreover, the
ground state energy functional gives direct access to the systems ground state energy
via Eq. (2.37). However, the universal functional F'[n] as well as the energy functional
Ey[n] for N interacting particles is unknown which impedes practical application of
the Hohenberg-Kohn formulation of DFT.

The problem with the unknown energy functional Ey[n| has been ingeniously circum-
vented in the Kohn-Sham approach by replacing the interacting N particle system
by an auxiliary system of N non-interacting particles with the same ground state
density''®*. For that purpose, the exact energy functional is decomposed into a part
arising from the non-interacting auxiliary system and a comparably small remainder
which contains all many-body effects.!!2

E[n] = T[n| + Wn| 4+ Vew[n] + Vv_ny = Ts[n] (2.38)
+EHartree[n] + Exc[n] + ‘/ext [n] + VNfN .

Tg[n] is the single particle kinetic energy functional of n and in its magnitude
comparable to T'[n]. Unfortunately, the exact dependence of Ti[n] on n is not known.
By reintroducing the concept of orbitals, Ts[n| can be written in terms of single-particle
orbitals ¢; and the kinetic energy of the total system can be evaluated as the sum

over the kinetic energy of the individual, non-interacting particles:'!2
R o 2 3
il =Tl =~ 3 [ oi@ ot (2.39)

The electron-electron interaction Wn| in the left side of Eq. 2.38 is replaced by the
Coulomb energy of the electron density interacting with itself, denoted as Hartree
energy (-EHCLriEree):l12

1 fn@n(r) 5
E artree =3 —,d d 2.40
el = [ B 240

Vewt[n] incorporates the electrostatic interactions between the electrons and an exter-

*The requirement, that for any interacting particle system with ground state density ng a
non-interacting N particle system with the same density ng can be found is denoted as
non-interacting v-representability and not rigorously proven.!'? For a more detailed discussion
on the non-interacting v-representability see Ref. 117.
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2.2. Density Functional Theory (DFT)

nal potential, including the electron-nuclei interactions:!!?
Viaeln] = / Voae(r)n(x)dr (2.41)

Vn_n denotes the electrostatic, constant interactions between the stationary nuclei.
The density of the auxiliary non-interacting system, which by definition is the same
of the original N-body system, can be expressed as:!!?

n(r) = Z li()]]” (2.42)

Decomposition of the total energy according to the right side of Eq. (2.38) has
the advantage that the kinetic energy term as well as the long range Hartree term
can be evaluated exactly while only the much smaller remainder, E,.[n], needs to
be approximated. F,.[n], denoted as exchange-correlation functional comprises the
differences in the kinetic energy and the electron-electron interaction between the

original N-body system and the auxiliary system of N non-interacting particles:!!?
Eye[n] = T[n] — Ts[{¢ [n]}l+W[n] — Enartree[n] (2.43)
Te

Since Tg[{#i[n]}] is expressed in terms of single-particle orbitals, i.e. a single Slater
determinant, all effects that arise from the anti-symmetric principle, most notably
exchange, are innately included in T,[{¢;[n|}]. Hence, the difference between T'[n| and
Ts[{¢pi[n]}], T¢, stems exclusively from correlation effects that are absent in the single
particle kinetic energy.

The energy of the ground state is then obtained by minimizing Eq. 2.38 with respect

to the wave functions:'!?
aEKS — 8T8 GEext 6EHa7"tree aExc 8n(r)
T I T T T ) e I

under the constraint that the wave functions remain orthonormal. Inserting expression
(2.39), and (2.42) into Eq. (2.44) leads to the Kohn-Sham equations:!!?

<I:IKS - €i> Yi(r) =0 (2.45)

with Hgg as effective Hamiltonian, and Vi g(r) as the effective potential:

~ 1
HKS = —§V2 + VKS (I‘) (246)

aE’Hartree aExc
on (r) on (r)

Vis = Veut (1) + (2.47)
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2. Theoretical Description of Organic, Semiconducting Molecules

Since Vg depends already on the density, Eq. (2.45), which yields the one-particle
orbitals and subsequently the ground state density and energy, needs to be solved
self-consistently. So far, no approximations have been made and, given an exact
expression of V¢, the Kohn-Sham approach would result in the exact ground state
density and energy of the system. Unfortunately, from the three contributions to Vi g
only the Hartree energy and external potential energy are known whereas the exact
form of F,. remains unknown and needs to be approximated. Finding a good enough
approximation of F,. is the major challenge in DFT; some of the most common
approaches are discussed in the next section.

2.2.3. Exchange Correlation Functionals

Since the emerge of Kohn-Sham DFT, tremendous effort has been spent on finding a
suitable approximation for .. Starting point of that quest is the Local (Spin) Density
Approximation (L(S)DA). LDA is based on the model of a homogeneous electron gas,
namely the electron density is assumed to be constant everywhere. Within LDA| the
exchange-correlation functional takes the following form:!1®

BLPA[) — / n(r)es (n(r)dr (2.48)

ezc(n(r)) is defined as the exchange-correlation energy per particle of a homogeneous
electron gas of density n(r) and can be separated into an exchange and correlation
part: 118

€xe(n(r)) = €x(n(r)) + €.(n(r)) (2.49)

Advantageously, an exact analytic expression has been derived for the exchange part
by Bloch and Dirac!*®

€, = _§ 3 Sn(r)

4 T

(2.50)

while highly accurate results for the correlation part have been provided by Monte-
Carlo simulations.!?

Aside from being a fundament on which more sophisticated expressions for E,. have
been developed, LDA has been widely employed in solid state physics and despite
its simple form provided good results. Unlike in solids, where the assumption of a
homogeneous electron density distribution still has some justification, LDA fails to
describe molecular properties, like bond lengths and binding energies, due to the
rapidly changing electron density in molecular systems.!'® Logically, the consecutive
step is to include also variations of the electron density in form of the density gradient
into E,.. This approach led to the emergence of the so-called Generalized Gradient
Approximation (GGA) of the exchange-correlation functional which in their general
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form can be written as!''®

EECGA[n] :/f(n(r,Vn(r)) (2.51)

Usually, E¢%4[n] is further divided into its exchange and correlation part, respective-
ly118

Egi[n) = B[] + EZ%Y[n] (2.52)

and both terms are treated individually. Unlike LDA functionals which stem all from
the physical picture of the homogeneous electron gas, there is a multitude of inher-
ently different GGA functionals that are not always derived from a physical model
but rather designed to match certain boundary conditions.''® Compared to L(S)DA
functionals, GGA functionals tend to improve total energies of atoms,'?° binding
energies'?! and atomization energies,'? as well as structural energy differences, energy
barriers, and phase transitions'??1%? significantly.

Since the main contributions to FE,. emanate from exchange, the most natural
approach to obtain the best approximation for exact exchange-correlation functional
is to replace a fraction of E, by the accessible exact exchange energy of a Slater deter-
minant. Exchange-correlation functionals, which incorporate a fractional amount of
exact exchange are commonly referred to as hybrid functionals . Based on perturbation
theory!?412% it could be shown that a fraction of 20 % — 25 % is reasonable in terms
of accuracy. When using the PBE exchange-correlation functional and 25 % of exact
exchange, one obtains the well-known PBEQ functional!?*

EDPRO = EIPE 4 0.25 (BT — EfGA) (2.53)

2.2.4. Physical Meaning of the Eigenvalues in Kohn-Sham DFT

As stressed in Section 2.1.1, in Hartree-Fock theory the eigenvalues €; can be linked
to either an electron attachment to or an electron removal of the respective orbital
by Koopmans theorem.!®® In DFT, the Slater determinant build from the single
particle Kohn-Sham orbitals does not coincide with the many-body ground state
wave function. Therefore, the corresponding eigenvalues in the Kohn-Sham formalism
cannot simply be assigned to any physical property. One exception is the eigenvalue
of the highest occupied state of a finite system®, which equals the negative of the
ionization potential, —IE. The reason is that the highest eigenvalue of a bound system
dominates the asymptotic long-range behavior of the density which by definition
equals the density of the true, interacting N-particle system which, in turn, implies
the eigenvalue to be exact.’ Notably, the equality between the highest eigenvalue
and —IE holds only for highest eigenvalues stemming from the exact V.. whereas
all current exchange-correlation functionals that approximate V. fall short to deliver
the correct ionization potential.!3® Reason for this failure is the self interaction error,

*Nevertheless, the Kohn-Sham eigenvalues have shown promising results when employed in
qualitative MO schemes.26-129
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i.e. the physically meaningless interaction of an electron with itself that is inherently
circumvented in Hartree Fock theory where Coulomb and Exchange term cancel each
other for ¢ = j. While the exact exchange-correlation functional is expected to account
for the self-interaction in a similar fashion, in approximate Kohn-Sham DFT the
Coulomb term is not equaled out by the exchange term for ¢ = 5 and the repulsion of
the electron by itself leads to an overestimation of the HOMO energy which, in turn,
does not longer correspond to the correct ionization potential of the system.

2.2.5. Band Gaps of Solids within DFT

The fundamental band gap, G, of an organic semiconductor is defined as the difference
between the ionization potential, IP, and the electron affinity, EA:

G=EA—1IP (2.54)

Since the fundamental band gap G of an organic semiconductor is an essential property
in their use as opto-electronic material, an accurate prediction of that band gap by
DFT would be highly desirable. Unfortunately, current LDA and GGA functionals
underestimate the band gap of semiconducting solids by about 40 %.'3' The failure
to produce the correct fundamental band gap does not stem exclusively from the
approximated exchange correlation functional but is inherently present in exact DFT.
As pointed out by Perdew and Levy, the derivation of the exact exchange correlation
energy, F,., with respect to the occupation exhibits discontinuities for integer electron
numbers®! and the Kohn-Sham band underestimates G by an amount equal to that
derivative discontinuity:!3!

G:€N+1(N)—€N(N)+O (255)

with N being the total number of electrons and C the derivative discontinuity which is
undetermined. As a consequence, even in exact DFT, the Kohn-Sham gap differs from
the fundamental gap by a constant, C'. Approximate LDA and GGA functionals that
suffer from spurious interactions of the electron with itself additionally overestimate
the HOMO energy and hence the ionization potential and therefore produce too small
band gaps.

2.2.6. Non-covalent Interactions in Kohn-Sham DFT

Dispersion interactions play a dominant role in structural self-assembly, dynamical
properties and spectroscopic signatures of a vast number of biological and chemical
systems. Originating from interactions between multipoles induced by instantaneous
charge density fluctuations, they are a pure quantum mechanical, attractive force!3?
and strongly non-local.!3® LDA and GGA exchange-correlation functionals that merely
depend on the local density and its gradient respectively, account only for the local
contributions to the dispersion energy but inherently fail to capture the dispersion
interactions at large distances.'3313* As a result, LDA and GGA functionals describe
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non-covalent interactions arising from dispersion effects like m — 7 interactions,'3?

hydrogen bonding in extended systems, #5137 and the physisorption of organic molecu-
les!3® only poorly or even qualitatively wrong. For instance, current GGA functionals
fall even short in describing non-covalent interactions between the most simple model
system for m-conjugated molecules, namely two benzene rings. The left panel of Fig.
2.2 depicts binding energy curves for two benzene rings in a stacked configuration,
that is mainly stabilized by dispersion interactions, for the LDA functional and the
PBE functional as a prominent representative for the GGA functionals. The latter
one not only fails to predict the binding energy accurately but also describes the
interaction between the stacked benzene molecules as purely repulsive.'®> The lack of
inherently included dispersion interaction in current GGA functionals also challenges
the theoretical description of the adsorption structure and stability of organic mole-
cules on inorganic surfaces, due to the significant role of non-covalent interactions in
adsorption processes. The right panel of Fig. 2.2 depicts computed adsorption energy
curves for a prototypical aromatic molecule, 3,4,9,10-perylene-tetracarboxylic acid
dianhydride, (PTCDA), on Ag(111) in comparison with the experimental adsorption
height and estimated adsorption energy (yellow cross).!?® It can be seen that the
PBE functional predicts no visible minimum and therefore describes the interaction
between the molecule and the metal surface even qualitatively wrong.'® While LDA
seems to perform better in both discussed cases, this apparently superior performance

is in fact randomly and arises from error cancellation.!3®
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Figure 2.2. — Left: Binding energy curves for a stacked benzene dimer calculated with
CCSD(T) as gold standard as well as LDA and the PBE functional (taken
from Ref. 135). Right: Adsorption energy curve of the prototypical aromatic
molecule PTCDA on Ag(111) for LDA (orange dash-dotted line) and the PBE
functional (blue dotted line) only as well as different dispersion corrections;
estimated adsorption energy and experimental adsorption distance are
indicated by a yellow cross (taken from Ref. 138).

Considering their huge influence on structure and properties of extended systems,
it is therefore not surprising that significant effort has been spent on the inclusion
of dispersion interactions into the Kohn-Sham DFT scheme. The most straightfor-
ward approach to account for dispersion interactions relies on additive a posterior:
corrections:!3?

Eiot = Eprr + Episp (2.56)
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Eppr is the energy obtained with the approximated functional and is expected to in-
clude all other non-covalent interactions except dispersion, whereas Ep;g, is commonly
referred to as dispersion correction. Due to their simplicity, pairwise methods that
focus merely on interactions between two atoms and neglect all many-body effects
have become a popular approach to model dispersion correction. Considering two
sufficiently separated neutral molecules, the interaction energy stems purely from

dispersion and decays with the inverse sixth power of the intermolecular distance:'3?
4

Edisp - RG (257)
AB

C4p are the system dependent dispersion coefficients for the interaction between atom
A and atom B. Widely used pair-wise approaches are the DFT-D family of Grimme et

al.,}3%14! the DFT+vdW approach by Tkatchenko and Scheffler!3®!42 and the method
by Becke and Johnson (BJ),'43144 of which the former two are employed in this work.

Within the original DFT-D approach, the dispersion energy is given by:!
DFT D _ - Gy
ED’LSp —56 Z Z fdamp RAB) (258)
T piaa It

se¢ denotes a scaling factor and fgamp(Rap) a damping function which has the form:'3

1

fdamp(R) = 14+ exp—a(R/Ro—l)

(2.59)

with Ry denoting the averaged van der Waals radii.'®® The damping function ensures
a correct transition from the non-local dispersion energy at long ranges introduced by
the dispersion correction to the exchange and correlation energy within the DFT
framework at short ranges. For distances smaller than Ry it decays to zero and
therefore prevents any effects of the long-range dispersion correction on covalent

bonds. The pairwise dispersion coefficients are combined according to:'3"
C’AC’B
AB _
C§ C’ AT (P P (2.60)

C4 and CB are the respective atomic coefficients, which, unlike the molecular co-
efficients, cannot be derived accurately from e.g. molecular polarizabilities.!*® By
assuming the additivity of molecular coefficients, the respective atomic coefficients
are thus obtained by minimizing the root mean square deviation between the accu-
rate molecular coefficients and molecular coefficients composed additively of atomic
coefficients. !4

Despite its significant improvement of the treatment of dispersion interactions
compared to uncorrected Kohn Sham DFT, the DFT-D method still has a number
shortcomings, most notably the lack of consistent atomic parameters for elements
beyond Ne, systematic errors for molecules containing third row elements, and in-
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consistencies when calculating atomization energies.'*® Subsequent refinement of the
DFT-D approach led to the DFT-D2'*? and finally DFT-D3'4! method. The latter
one was extended to 94 elements and offers a description of dispersion effects for
heavy elements that is consistent with that of the lighter elements. Differences to the
previous DFT-D and DFT-D2 corrections can be found in the expression of the total
dispersion energy which takes a non-additive three body term into account:!4!

Eyisp = E® + EO) (2.61)
In the two body contribution, E®, it additionally includes the 8th-order dispersion
term:4!
CAB OAB
E(z) = Z (g_fdampﬁ(rAB) + SSS_fdampﬁ(rAB)) (262)
a5 \"aAB "AB

The three body term, E45¢ involving the atoms A, B, and C is obtained from third
order perturbation theory:!4!

ABC _ CBC (3 cos b, cos By cos b, + 1) (2.63)

(rapreerac)’

0., 0, and 6. denote the internal angles between the three atoms. The C’§4 BC oeffi-
cients are usually approximated by a geometric mean:'4!

CHPC ~ —\JCABOBCCYHC (2.64)

What makes the D3 method superior to the previous DFT-D methods is that
it explicitly treats the effect of covalent bond formation in the molecule on the
dispersion coefficients by making the reference dispersion coefficients dependent on
the coordination number of the respective atom in the molecule.'*! Moreover, it is less
empirical than the D2 method since the cut-off radii employed in the damping function
are now calculated explicitly from first principles for all pairs of the 94 elements
while the atomic dispersion coefficients are computed from TD-DFT calculations.!#!
While the DFT-D3 correction significantly improves the description of non-covalent
interactions between molecules it is known to overestimate the adsorption energy of
organic molecules on inorganic surfaces as visible in Fig. 2.2 b.13®

In the DFT+vdW scheme by Tkatchenko and Scheffler,'*? the missing van der
Waals interactions are accounted for by adding a pairwise CgR~¢ term to the DFT
energy similar to the DFT-D approach.'? The difference to the DFT-D approach is
that the Cy coefficients and vdW radii are derived from the mean field ground state
electron density. The influence of an atom’s chemical environment on the Cy coefficient
is taken into account by defining an effective volume of the atom in the molecule or
solid referenced to the free atom in vacuo:*4?

i (Vi
cstam (=) Chis (2.65)
A
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The effective volume, V%, is directly related to the polarizability of the atom
in the respective chemical environment'4® and therefore accessible from a Hirshfeld
partitioning!*”48 of the electronic densities.

An extension to the DFT4+vdW scheme is the vdW*"f method'3® targeted for
the interaction between molecules and surfaces. The vdW*" method!*® employs the
Lifshitz-Zaremba-Kohn (LZK) theory,4159 which describes the interaction between
an atom and a surface, in order to determine reduced Cg coefficients that include
non-local screening effects. Both, the pairwise TS vdW correction, ' and the vdWs"!
dispersion correction'®? have been employed successfully to describe organic molecules
on inorganic surfaces. As visible in the right panel of Fig. 2.2, the DFT+vdW and
the vdw*"! approach lead both to a better prediction of the adsorption energy albeit
the former method slightly overestimates the adsorption height.

It is important to keep in mind that in both, the DFT-D and the DFT+vdW
approaches the dispersion energy is added a posteriori on the DFT total energy
and does not directly affect the electron density and hence the molecular properties.
However, in geometry optimization the additional dispersion term in the total energy
affects the forces and therefore leads to a different minimum structure of the system.

2.2.7. DFT under Periodic Boundary Conditions

As opposed to single molecules in vacuum, the vast number of atoms in a solid makes it
theoretical description challenging. Luckily, in crystalline solids the nuclei are arranged
in a periodically repeated pattern and thus in practical DF'T calculations only the the
smallest repeat unit of the periodic pattern has to calculated under periodic boundary
conditions in order to describe the whole periodic system.

The structure of a crystalline solid is completely defined by its Bravais lattice and
basis. The Bravais lattice denotes the set of translations, {R,,}, with'®?

R, =la; +mas +nas,l.m,neN (2.66)

with aj, as, az being the lattice constants of the Bravais lattice. The primitive unit cell
of the system is the smallest unit required to produce the crystal structure by periodic
translations through all Bravais lattice vectors.!>® The basis of a crystal denotes the
type and position of the atoms that fill the primitive unit cell. An important primitive
unit cell of a crystal is the Wigner-Seitz cell, which possesses the same symmetry as the
Bravais lattice. Per definition, the Wigner-Seitz cell of a given lattice point contains
all points in space that are closer to that specific lattice point than to any other lattice
point.

Due to the translational symmetry of the crystal lattice, the potential generated by
the nuclei, V(r), is also periodic, i.e.

V)=V ({+R,) (2.67)

with R,, being an arbitrary Bravais lattice vector of the system. A theoretical treat-
ment of periodic solids within the framework of DFT therefore requires the solution of
Schrodinger’s equation of a single electron under the influence of a periodic potential.
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2.2. Density Functional Theory (DFT)

For a single electron subject to a periodic potential, Bloch’s theorem states that
the eigenfunctions of the stationary Schrodinger equation are plane waves modulated
by a function, uy (r), that has the same periodicity as the potential, V (r)!5

or (r) = exp™ uy (1) (2.68)

¢ (r) is often referred to as Bloch wave. Unlike for a free particle, the wave vector k of
the Bloch wave cannot be associated with the momentum of the electron; instead, the
product k- % can be understood as crystal momentum.*>® Since uy (r) is strictly lattice
periodic, it can be expanded in a Fourier series and the wave function becomes!®®

Ui (r) = Y Ci_gexp'®™ 9 (2.69)
G

G is a reciprocal lattice vector and fulfils exp®R» = 1. Note that 1y, (r) is periodic
in reciprocal space, i.e. wave vectors that differ only by a reciprocal lattice vector, G
are identical:!5

v (k+G)=1(k) (2.70)
As a consequence, the electron energy, € (k) is also periodic in reciprocal space:
ek)=€ek+G) (2.71)

Solving Schrodinger’s equation for a given k results in a countable number of
independent solutions. Those solutions are labelled by the quantum number n, which
is denoted the band index. In total, each state of a particle in a periodic potential is
characterized by three quantum numbers: the wave vector, k, the band index, n, and
the spin (in case of spin unrestricted systems). The band structure of a quasi-free
single particle in a zero potential with periodicity R,, = a and a single particle
in a rectangular periodic potential of height V;, width b, and infinitely extended
periodicity a+b (Kronig-Penney Model'®”) is presented in Fig. 2.3. Due to the relation
en (k) = €, (k+ G), every lattice point of the reciprocal lattice can serve as origin
of € (k). In the one-dimensional case of a quasi-free particle this leads to parabolas
centered at 0,+2n7/a as shown in Fig. 2.3 a. As a result, the range —7 < k < m,
already contains the complete information about the system. This specific range is
denoted the first Brillouin zone of the system and comprises only those vectors k
that are closer to k + G, = 0 than to any other lattice point.!*® The point k = 0 is
called I'-point. It can be seen that the band structure of the quasi-free electron shows
degeneracies at the I'-point and the borders of the first Brillouin zone.

The band structure of an electron in a one-dimensional, non-vanishing potential,
is presented in Fig. 2.3 c. The solid black line represents the energy curve at £ = 0.
Instead of degeneracies the parabola now features discontinuities at the borders of
the first Brillouin zone, i.e. for these energy values no eigenvalues exist. Those regions
are the so called “forbidden bands”, while the energy values for which eigenvalues
exist are often denoted “allowed bands”.'®® For a (closed-shell) system consisting of
N periodically repeated unit cells, the number of occupied bands is n = % With
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2. Theoretical Description of Organic, Semiconducting Molecules

increasing n - and therefore with increasing system size - a broadening of the allowed
bands can be observed (Fig. 2.3 ¢) which emphasizes the concept of extended energy
bands in periodic solids in contrast to the sharp energy levels in isolated systems.
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Figure 2.3. — a-b Band structure of the free electron in the repeated zone scheme (a) and
the reduced zone scheme comprising only the first Brillouin zone (b). c: Gap
opening for an electron in a one-dimensionally periodic potential. The figure
was taken from Ref. 158.

2.2.7.1. k-Point Sampling in the First Brillouin Zone

In periodic DFT calculations commonly expressions of the form!
Vee
7= [ 500k 272)
(27m)” JBz

have to be integrated over the first Brillouin zone. In practice, only a finite number of
k-points can be evaluated. Therefore, a grid of discrete k values has to be specified and
the integral is approximated by a sum over those k-points. A careful selection of the
k-points is crucial to obtain the optimal balance between accuracy and computational
effort: sampling of too few k-points will lead to inaccurate results whereas taking
into account too many k-points will slow down the calculation tremendously or even
make it infeasible. A convenient approach to sample the first Brillouin zone is the
Monkhorst-Pack scheme.'®® For a general point R on a lattice generated by the
translation vectors tq, to, t3 in real space

R = Rit; + Rots + Rsts (2.73)

the corresponding reciprocal lattice vectors are defined by!6"

21 21 27
b, = —t ts, by = —t t;, by = —t t 2.74
1 V2>< 3, D2 V3>< 1, D3 V1><2 ( )
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with v as the volume of the unit cell. Within the Monkhorst-Pack approach an

equidistant grid of k-points, k; is now generated according to'6?
kprs = Upbl —+ Urbg -+ Usbg (275)
u, is defined by!'6°
2r—q—1
u,n:¥,r:1,2,3,...,q,qu (2.76)
q

The integer ¢ defines the number of k-points in each direction. Therefore, in practical
DFT applications g has to be simply specified for all three directions in order to
generate a k-point mesh of ¢* distinct points that are equidistant in the Brillouin
zone. This simple and straightforward approach makes the Monkhorst-Pack scheme
a widely used method for k-point sampling that is implemented in most solid state
codes.

2.2.8. Density Functional Theory for Metallic Systems
2.2.8.1. Finite Temperatures

In the following the intricacies in describing metallic systems with DF'T will be briefly
discussed. As mentioned in Section 2.2.7, an electron in a periodic solid can be
characterized by the quantum numbers k, n and o (for spin unrestricted systems)
with k being the wave vector, n the band index, and ¢ the spin of the electron. For
a crystal consisting of N unit cells, there are N allowed k-values in the first Brillouin
zone and taking into account to the Pauli Exclusion principle, each band can therefore
contain 2N electrons.'®™ At T'= 0K the states are successively filled in a bottom-up
procedure until all electrons are accommodated. The highest completely filled band
is denoted as valence band, whereas a band that is only partially filled is denoted
as conducting band. For electrons in a one-dimensional potential, as exemplarily
discussed in section 2.2.7, the energy between the highest occupied and the lowest
unoccupied state is called the Fermi energy, Er.1%% In three-dimensional k-space, i.e.
with k = (k;, ky, kz)T, many k correspond to one energy and one obtains surfaces
of equal energy. Correspondingly, the energy surface that separates occupied from
unoccupied states is denoted as Fermi surface.!%? The concept of the Fermi energy
allows to distinguish metals from insulators. Given that at 7" = 0 K the highest occu-
pied band is completely filled and the successive band is completely empty, the Fermi
energy is between the highest occupied and lowest unoccupied state and the material
is not conducting. The size of the band gap between the valence band and the empty
conducting band defines, whether the material is insulating or semiconducting: For
large energy gaps between valence and conduction band the material is an insulator
whereas for small energy gaps (around ~ 1eV!63) excitations of electrons from the
valence to the - previously empty - conduction band at finite temperatures are possible
which makes the material semiconducting.!%? In case of close lying bands, neighboring
bands can overlap which results in partially filled conducting bands and hence metallic
properties. For odd-valency solids (i.e. the number of valence electrons is 1,3,5,...) the
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conducting band is necessarily half filled and the material conducting.

The half filled band of metals leads to problems when numerically evaluating
integrals over all occupied states in the first Brillouin zone. The probability of an
energy level, E, being occupied is given by the Fermi function!®?

FE)= — (2.77)

EfEf

exp(’ﬂ!TT> +1

Er is the Fermi energy, T is the temperature of the system and kg denotes the
Boltzmann constant. In the limit of T'— 0, F(E) becomes a step function!®?

1 it E<Ep

_ (2.78)
0, if B> Ep

Q(E_EF):{

i.e. F'(E) exhibits a discontinuity at £ = Er. Numerical integration would therefore
require a very fine k-point grid which considerably increases the computational effort.
One option is therefore to introduce an electronic temperature 7' # 0 K which leads
to a smooth distribution function. This approach is called “Fermi smearing”. Another
way to increase convergence with the number of k-points is to replace the step function
by a Gaussian-type broadening function'64

F(Eny) = % (1 ~er (%)) (2.79)

with A being the width of the Gaussian.

2.2.8.2. Relativistic Effects

A central aspect in then description of metals is the inclusion of relativistic effects.
While in light elements relativistic effects are negligible, in heavier elements they
strongly influence physical and chemical properties. Relativistic effects are one reason
for the different behavior of the elements in the fifth period (Rb-Xe) compared to the
heavy elements in the subsequent, sixth period (Cs-Rn).!1% Other famous examples
are the color of gold,'%® the liquidity of mercury!®” and the lead battery in which the
main amount of its standard voltage stems from relativistic effects.'®®

The relativistic analogue to the non-relativistic Schrodinger equation is given by
the four component Dirac equation, which works on a four component wave function,

U 169 with
_ (¢
v = ( N ) (2.80)

¢ will henceforth be denoted large component and y will be denoted small component
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of ®.169 The four component Dirac equation is'®”
Vo+co-px=FE¢p (2.81)
co - po+ (V — 202) x = FEx (2.82)

p is the momentum of the electron, V' the external potential, and ¢ the speed of light
in vacuum.

In the approach of van Lenthe et al., the four component Dirac equation is first
reduced to an effective two component form by eliminating y, i.e. expressing y in ¢
by rearranging Eq. 2.81.

1

S . 2.
22+ E-v ¢ po (283)

X

The Hamiltonian, H®*°, acts now solely on ¢ and is subsequently expanded in
1/ (2¢* — V) which yields (in zeroth order):'%

2

~ C
A~V +0 p———0- 2.84
+ 0Py 0P (2.84)

The Hamiltonian defined by eq. 2.84 is denoted as zeroth order regular approximated
(ZORA) Hamiltonian and core piece of the widely employed ZORA (Zeroth Order
Regular Approximation) approach.'6® The ZORA approach is also implemented in the
electronic structure code FHI-AIMS!™ which is used in this work and provides results
that are in excellent agreement with benchmark results from linearized augmented
plane wave ((L)APW) calculations'™ that treat the core states fully relativistic.!"7

2.2.9. Basis Sets

Due to the reintroduction of the single-particle orbitals in Kohn-Sham DFT, an
appropriate basis has to be chosen to represent the orbitals. Popular choices are
Gaussian type basis functions, which are particularly suited for gas phase molecules
and available in all standard quantum chemistry codes or a plane wave basis, which is
commonly employed for periodic solids. Gaussian type orbitals (GTO) are generally
written as:'™

nST0 = Naly™2" expl=o’] (2.85)

with N being the normalization factor that guarantees (n,|7n,) = 1 *. « is the orbital
exponent that can be adjusted in order to render the basis function either more diffuse
or compact. The sum L = [+ m + n defines the type of the orbital, i.e. s-type orbital
(L = 0), p-type orbital (L = 1), d-type orbital (L = 2) etc. From a physical point of
view, Gaussian type functions are not exact eigenfunctions of the hydrogen atom. In
particular, a Gaussian function does not exhibit the correct behavior at » = 0 (a cusp)
nor does it decay exponentially in the tail regions for r — 00.!™ However, the use of

*the basis functions are not necessarily orthonormal, i.e. (n,|7,) = 0 does not hold for v # p
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Gaussian type basis functions allows a very efficient and analytical evaluation of the
four-center-two-electron integrals in the Coulomb term (and Hartree Fock exchange
term). One therefore combines linearly N Gaussian type functions to one contracted
Gaussian function (CGF) in order to accurately approximate the correct behavior at
r=0and r — oo:!™

N
N = " de SO (2.86)

The contraction coefficients ds, can be adjusted to mimic as much as possible the
cusp at r = 0 as well as the correct asymptotic behavior which requires at least
three GTO.!'™ Increasing the number of basis functions improves the accuracy of the
description of the atomic orbitals and subsequently leads to the so called “double-zeta”
basis set (two times the minimum number of basis functions), “triple-zeta” basis set
(three times the minimum number of basis functions) and “quadruple-zeta” basis set
(four times the minimum number of basis functions).!™ In order to reduce the compu-
tational costs, attempts have been made to express only the valence orbitals involved
in chemical bonding in a large basis set whereas the core electrons are described by a
small basis without significant loss of accuracy. Basis sets of that kind are known as
split-valence basis sets.!™ In order to allow for a higher polarization of the electronic
density, so-called polarization functions, higher angular momentum orbitals, can be
added which improves the quality particularly in bonding regions.'™ The advantages
of Gaussian type orbitals are the usually relatively small basis that is necessary to
obtain good results as well as the chemically intuitive picture of a molecule being
assembled of, slightly distorted, atoms and the molecular orbitals can be obtained
from a linear combination of the atomic orbitals. The latter point, however, is also
disadvantageous since it requires the orbitals to be centered at the respective atom
and hence dependent in the spatial coordinates of that atom. Moreover, calculations
with atomically centered orbitals are prone to basis set superposition errors especially
when studying weakly interacting molecular systems or adsorption processes. Due to
the incomplete basis set, interacting molecules are additionally stabilized by employ-
ing the extra basis functions of the other molecule which artificially enhances the
intermolecular interactions.!>176

A somewhat complementary approach is the usage of plane waves as basis functions
which are typically employed for extended, periodic systems. As stressed in section
2.2.7, according to Blochs theorem, in an infinite periodic system the wave function
can be represented as a product of a periodic function wu; (r), and a wavelike part:!54

¢; (r) = exp™ u; (r) (2.87)
u; (r) obeys the periodicity of the underlying periodic potential, i.e. u; (r + L) = u; (r)

with L being the lattice vector of the crystal unit cell. u; (r) can be expanded into a
Fourier series

u; (r) = Z ciq exp'ST (2.88)
G
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G is the reciprocal lattice vector and fulfils the following relation: G-L = 2amm € N.
Inserting Eq. (2.88) in Eq. (2.87) yields the wave function written as a sum of plane
waves:

i (r) =D cigexpHer (2.89)
G

While Bloch’s theorem allows in theory to expand the wave function in plane waves,
in practice plane wave basis sets impede efficient calculations. Due to the orthogonality
of the core and valence wave functions the core wave functions exhibit one (or more)
radial nodes.!™ A very large number of plane waves are therefore required to account
for the rapidly varying wave function in the core region. In solids the main contribution
to the physical properties stems from the valence electrons. An elegant approach
towards more computational efficiency is therefore to approximate the ionic potential
and the core electrons by an effective potential, the pseudopotential, such that the
corresponding pseudo wave functions possess no radial nodes in the core region.!”” A
comparison of the - oscillating - real wave function and the smoothly decaying pseudo
wave function is given in Fig. 2.4. Furthermore, it is required that the scattering
properties of the pseudo wave functions match those of the ion and core electrons of
the valence wave function.'”™ The general form of a pseudopotential is given by:!""

Ve =Y [Im) V; (Im| (2.90)
l

Application of Viy; on the electronic wavefunction leads to a decomposition of the
wave function into spherical harmonics, |Im).!"" V; is the pseudopotential for angular
momentum [. Pseudopotentials described by Eq. 2.90 are referred to as semilocal since
they are nonlocal in angular coordinates (i.e. V; is angular dependent) but local in
radial coordinates (i.e. V; is independent of the radial coordinates).'™ Given that for
all angular moments the same potential is used, i.e. V} is independent of [, the resulting
pseudopotential is termed “local”.

For a wide usage, the pseudo potential for an atom should be independent of
the chemical environment. Such a transferability is provided by norm-conserving
pseudopotentials, which meet the following requirements'®"

i the norm must be conserved, i.e. the integral from 0 to r of the pseudo charge
density and the real charge density must be the same beyond a certain core
cutoff radius, r > r,

ii the logarithmic derivatives of the real and pseudo wave function and their first
energy derivative must be identical beyond that cutoff, r.

iii real and pseudo energy eigenvalues of the valence states must be the same
iv beyond the core cutoff radius ., the real and pseudo wave function must coincide

Popular norm-conserving pseudopotentials are the Goedecker-Teller-Hutter pseu-
dopotentials, 81783 that have also been employed in this work. They are separable in
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Figure 2.4. — Schematic representation of the all-electron potential, V and the
corresponding wave function ¢ (black solid line) in comparison to the
pseudopotential, V5 and the pseudo wave function, ¢. While ¢ exhibits
oscillations in the core region, ¢¥° decays smoothly to zero. The figure was
taken from Ref. 179

a local and non-local part from which the former one is given by:®3
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Vil (r) = == Herf (o) + 300 (V2aPTr) T e (< (a”"n)") - (200)
.
i=1

with!83

1
PP __
a (2.92)
\/_rloc

The non-local part is given by!®3

Vit (ex') = D00 elplnl, ) (2.99)

Im ij

The projectors, (r|p™) are Gaussian type projectors which are defined by:!83

(x| pimy = NEY™ (7) 1422 oxp (—% (—)) (294)

Ty

Y!™ are spherical harmonics, and N! the respective normalization constants. The
advantage of the GTH pseudopotentials is that they possess an analytic form in both,
real and Fourier space,'®® which is why they are often termed dual space pseudopoten-
tials. Moreover, the use of Gaussian functions as projectors enables a fast convergence
in real and Fourier space. Since relativistic, all-electron wavefunctions are employed
as reference in the parametrization, the relativistic effects of the core electrons are
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already accounted for when using pseudopotentials.'83

2.3. Hybrid Quantum Mechanics/Molecular Mechanics
(QM/MM) Approaches

Despite the good scalability of current Kohn-Sham implementations, the vast size of
some systems makes it still impossible to treat them on a full quantum mechanical
level. Luckily, in many of these cases it is sufficient to consider only the electronic
properties of a relevant sub-part of the system, e.g. a small region where bond forma-
tion or breaking occurs, whereas the surrounding can be treated on a classical level of
theory without any significant loss of accuracy. An elegant solution for such situations
are hybrid quantum mechanical /molecular mechanic (QM/MM) approaches, as first
introduced by Warshel and Levitt,'®4 in which the relevant subsystem is treated on the
quantum mechanical level of theory (QM part) whereas the surrounding larger part of
the system is described classically by force field approaches (MM part). The interaction
between the QM and MM part is not straightforward to access and several schemes
have been developed to couple the two regions.'® 188 Commonly used approaches are
additive coupling schemes in which the total energy is partitioned into an energy term
of the MM part, an energy term of the QM part and the QM /MM coupling term:'s®

Equv—mv = Envn + Egur + Equ—vim (2.95)

In case that the QM and MM regions are not connected by covalent bonds the
interaction between the QM and MM system can be written as sum of van der Waals

interactions, Eh7 sy, and electrostatic interactions, E55; "%

Eqym-mm = Egﬂ—MM + E&%\‘//[V—MM (2.96)
The van der Waals interactions are usually modelled by a Lennard-Jones potential
while electrostatic effects can be treated on different levels of sophistication. In the
most simple approach, the mechanical embedding, the electrostatic interactions are
treated merely on the MM level of theory. Partial charges are assigned to the atoms
of the QM regions and electrostatic interactions between the QM and the MM region
are described by a Coulomb potential. The electronic density of the QM system is
evaluated for an isolated system and therefore no polarization effects due to the MM
environment are taken into account.'®
In the more advanced electrostatic embedding scheme, polarization effects are ac-
counted for by incorporating the charged atoms of the MM part into the QM Hamil-
tonian's?

M

o g 50, 20
v ¢ 471'60 ||I’Z — R]H

with hiQM being the one-electron operator of the QM isolated system. r; and R; are
the positions of electron ¢ and the MM atom J with partial charge @);. A common
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problem of the polarization embedding is overpolarization at the QM-MM boundary.
In standard MM approaches the spatially extended charge distribution of atoms is
approximated by point charges. Electrons near the QM-MM boundary get trapped in
this electrostatic potential of the point charges which leads to enhanced interaction
between the electrons near the QM-MM boundary and the atoms in the MM region.
As a result, electronic density is accumulated at the boundary whereas the inner QM
region suffers from a depletion of electronic density.'® A possible way to circumvent
that electron spill-out is to spread out the MM charges by replacing the point charges
by a Gaussian distributed charge density.'%

Further advances in the embedding of QM and MM region include also polarization
effects of the MM region by the electronic density of the QM region (polarization
scheme).!91192 Such polarization effects are of particular importance in QM/MM
calculations of adsorbate/metal interfaces in which the metallic surface is treated
on a classical level of theory. Since metals are conducting, the electrostatic potential
within the surface must be zero (or constant in case of an external, static potential).
When a molecule adsorbs on a metal surface, the electrons within the surface instan-
taneously redistribute in order to counterbalance the charge density distribution of
the molecule such that the electrostatic potential within the surface remains zero. The
mutual polarization of the electron density of the molecule and the surface electrons
plays a substantial role in structure formation of organic molecules on conducting
surfaces'?>1% and neglecting those polarization effects can lead to qualitatively wrong
results. Polarization effects can be incorporated by the method of image charges in
which the response of the surface to the charge distribution of the adsorbate is modeled
by discrete image charges within the metal. Siepmann and Sprik!® incorporated such
an image charge approach for metal /adsorbate systems into force field calculations.
Within the Siepman-Sprik scheme the image charges are modeled as Gaussians cen-
tered at the metal atoms. In order to account for the mutual polarization of metal
and adsorbate the magnitude of the image charges is determined in a self-consistent
fashion. The QM /MM implementation of the Siepman and Sprik scheme!%97 is
employed in this work to describe the structural assembly of a-sexithiophene layer
on gold.

2.4. Time Evolution of Large Systems: Classical
Molecular Dynamics

While hybrid QM /MM approaches significantly decrease the computational cost by
reducing the size of the system that is treated quantum mechanically, the time scales
of molecular dynamic simulations within the QM /MM framework are still restricted
to a few nanoseconds.!®® In proteins, dynamical processes like collective motions or
folding occur at time scales of tens of nanoseconds to microseconds and milliseconds,
respectively.?%2” Such time scales are only accessible within a purely classical, force
field based framework. In this approach, the atoms of the system are approximated by
hard spheres with predefined partial charges that evolve in time according to Newtons
laws of motion. In classical molecular dynamics the potential energy of the system
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is derived from empirical potential energy functions, usually termed force fields. In
common force fields, like the CHARMM force field'® employed in this work, the
potential energy is composed additively of the bonded and non-bonded interactions

and takes the following form:!%
N N2
U (I‘) = Z Ubonded (I‘) + Z Unonbonded (I‘) (298)
i=1 i=1

The bonded interactions, Upongeq, can be further separated into two-body terms (bonds),
three body terms (angles) and four body terms (dihedral angles). In standard force
fields, bonds and angles are represented as harmonic potential whereas dihedrals are
usually modelled using periodic functions:**?

Ubonded = Z Ky (1 — 10)° + Z ko (6 — 60)* +

Bonds Angles
2
Z ko[l 4 cos(n-® —9)] + Z kup (Ti g — Tup) (2.99)
Dihedrals Urey—Bradley
+ Z ko (W — wp)?
Impropers

k, and ky are the force constants of the bonds and angles within the harmonic
approximation whereas rg and 6, are the equilibrium distance and angle respectively.
The third term captures the contribution from the dihedral angles. A dihedral, or
torsion angle, is defined for four atoms as the angle between the two planes that are
spanned by the first three atoms and the last three atoms. Term 4, the Urey-Bradley
cross term, accounts for interdependence of angles and bonds: For an angle formed
by the atoms i,j,k it describes the potential energy change upon angle bending as a
function of the distance between the atoms i-k?%° .

The nonbonded term that accounts for non-covalent interactions is composed of the
long-range electrostatic interactions and the short range vdW interactions which are
commonly modeled by a Lennard-Jones potential: 2!

q. N\ 12 \ 6
Unonbonded = 22%4_224@] [(Z_;j) - (Z_Z) ] (2100)

i 3> i J>1
N 7 7
~~ ~~
UCoulomb Uvaw

¢; and ¢; in the Coulomb term are the - previously assigned - partial charges of atom
i and j and 7;; defines the distance between those two atoms. The Lennard-Jones
parameters € and o define the depth of the potential as well as the particle-particle
distance of zero energy.?0!

All those parameters of the bonded term {kp,ro, ko,00, kpni, P, Kups Tup, Koy w },
as well as of the non-bonded term {g¢;, ¢; o0;} have to be parametrized prior to the
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actual molecular dynamics simulation. In that parametrization process the molecule
is decomposed in different, repeating building blocks (“atom types”), e.g. CHy, CHj,
or functional groups like carboxylate or carbonyl groups, which are assumed to be
independent of their actual chemical environment.?"? For each atom type within such
a building block, the parameters are determined individually, usually from quantum
mechanical gas phase calculations of small model compounds. The advantage of that
building block approach is that it reduces the effort of force field parametrization on
finding suitable parameters for small model compounds. Moreover, once the building
blocks are parametrized, they can be broadly applied to a variety of molecules.?’? As
a result, multiple strands of force fields have emerged addressing different kinds of
chemical systems, i.e. the AMBER?% and CHARMM! force field targeted for large
molecules like proteins and polymers or, on the other hand, the MM potentials deve-
loped by Allinger et al.?*2%5 and the OPLS potential?°® intended for small molecules
and simulations of the condensed phase, respectively.

2.4.1. Newton’s and Hamilton’s Equations of Motion

After choosing and parametrizing the force field potential, U, the time evolution of
the system within that potential can be described using Newtons Second law

VU (r) = F (r;) & (2.101)
— ViUl = AL, = m; - —= :
dt?
or, in terms of the particles momentum, p; = m - r;2°7
. dpi
(1) = 2P 2102

with U being the potential energy function and m; and r; denoting mass and position
of particle i, respectively. For a system of N particles, its time evolution, or, in other
words, its microscopic state at time ¢, is fully characterized by 6N variables. That
vector {rj, ..., T, Tq, ..., I, } is an element of the so-called phase space of the system and
the form of the potential U determines the part of the phase space that is accessible
to the system.27

Propagating {rj,...,r,,r1,...,r,} according to Eq. (2.101) yields the trajectory of
the system in that phase space.

A drawback of the Newtons equation of motion is that its validity is restricted to
Cartesian Coordinates. Since many problems can be solved more conveniently in non-
Cartesian coordinates, Newtons equation of motion is commonly expressed within the
Hamiltonian formalism of classical mechanics, which is valid for arbitrary coordinate
systems?%®

N o2
H(ry,...;Tpy P1y ey Pn) = Z i +V(ry,..,r,) (2.103)
i=1

2m
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Starting from Eq. (2.103) Hamilton’s equations of motion can be obtained for a set
of generalized coordinates, {q,} , and their conjugate momenta, {p,}.2%

OH . oH

_ o L= —t 2.104
Opa b 04q (2.104)

da
Solving Hamilton’s equation of motion requires the evaluation of 6V first-order dif-
ferential equations. A commonly used approach for numerically solving Eqn. (2.104)
and obtaining the positions and velocities of the particles at time ¢ + A is the velocity
Verlet algorithm. In Cartesian coordinates the velocity Verlet is given by:2%?

r; (t+A)=r;(t)+ Av; (t) + 5 F;(t) (2.105)

7

(2

v; (t) and r; (t) are the velocity and position of the i-th particle at time ¢. While the
initial positions of the system are usually provided by experimental crystal structures,
determining initial velocities is not so straightforward and needs more consideration. A
common approach is to treat the values of the velocities as Gaussian random variable
and draw them from a Maxwell-Boltzmann distribution evaluated for the particular
temperature, T, of the system.?%”

The size of the time step, A, determines the maximum simulation time that can be
achieved with a certain computational effort and it is therefore desirable to make A
as large as possible. Its maximum size is limited by the time scale on which the fastest
process in the system occurs. In biological systems the determining process is usually
the stretching of a C-H bond which occurs on the time scale of ~ 10 fs and, as a rule of
thumb, A should be chosen ten times smaller, namely 1 fs.2Y Since the stretching of a
C-H bond is usually not of interest, efficient algorithms like the SHAKE?'Y algorithm
have been developed for constraining the C-H bond lengths. With fixed C-H bonds
time steps of 2fs are possible which leads to a two-fold speed-up in computation
time. 2!

2.4.2. Molecular Dynamics under Periodic Boundary Conditions:
Treating Non-bonded Interactions

A major challenge in the simulation of condensed phase systems is the correct treat-
ment of boundary effects. In a finite system, molecules at the boundary experience
different forces due to the absence of neighbour molecules than molecules in the center
of the simulation box. Due to the small size of the model system, those boundary
effects become dominant and bulk properties are not described in an adequate man-
ner.2'2 A convenient approach in preventing boundary effects is to study the system
under periodic boundary conditions. Therefore, the simulation box is replicated into
all directions which enables interactions of particles at the boundaries with particles
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from the image boxes.?'? While solving the problem of boundary effects, a major
drawback of this approach is that, in theory, all non-bonded interactions have to be
computed for an infinite number of particles. Especially evaluation of the long-range
electrostatic interactions has proven to be a difficult endeavor. The electrostatic energy
in atomic units is given as:?!?

Z (Z - |rjf: n|> (2.107)

=1 j5=1

With z;, z; being the charges of atom ¢ and atom j respectively. n is the multiple of the
lattice vector L, i.e. for cubic boxes n = {n,L,n,L,n,L}. Note that when summing
over n, the interaction of atom ¢ with itself (i = j) is omitted for n = 0, as indicated
by a prime.?'? For neutral systems, this sum over n is not absolutely convergent
which means that the result depends on the order of summation.?'® A direct sum
approach therefore requires a specification of the order of the summation. Usually
the boxes are summed up in roughly spherical layers, starting with (n = (0,0,0))
followed by |n| = 1 (n = (£L,0,0),n = (0,£L,0),n = (0,0,£L)) and so forth.
For practical applications the infinite sum Z;:O has to be truncated after a certain
cut-off. Unfortunately, convergence of the sum turns out to be slow and a large cut-off
is required to obtain results of acceptable accuracy. Since the computational effort
scales cubically with the cut-off, the direct sum method has a limited applicability in
molecular dynamics simulations.

The problem of slow convergence within the direct sum approach is elegantly bypas-
sed by the Ewald summation technique.?'%2!5 Within this approach, the long-range
potential of the point charges is screened by placing a spatially extended charge
distribution of equal magnitude and opposite sign at the location of the point charge.
This charge distribution is usually described by a Gaussian distribution of width «
that is centered at the position of the original point charge:?!3

(36X~ K2

p;(r) = zik (2.108)

njw

™

The advantage of using a Gaussian shaped screening charge is that the Poisson
equation can be readily evaluated for a Gaussian charge distribution. Consequently,
the added Gaussian distributed charge that screens the d-distributed point charges
has to be compensated by a similar Gaussian distributed charge of opposite sign which
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()

(b) p*(r)

Figure 2.5. — Visualization of the Ewald sum method. (a): d-distributed charge density of
the original point charges as well as the charge density of the screening charges
described by a Gaussian distribution. (b): Gaussian-distributed compensating
charges that are subtracted from the screening charges. The figure was
adapted from Ref. 216

is schematically illustrated in Fig. 2.5. In total, one obtains for the potential:?*3

N N
1 erfc (k ||r;; +nf|)
V= - 2i%; J

11 K& 4 —k?
_|-§ﬁ Z Z 2i2; <?> exp (4_/£2> cos (kr;;) (2.109)

The first term in Eq. 2.109 captures the electrostatic potential of the original point
charge and the screening charge which is now of short range. The second term,
which sums over the reciprocal vectors k = 2wn/L? converges fast in reciprocal
space.2® The third term is called the “self term” and subtracts the - physically
meaningless - interaction of the cancelling distribution at r; with itself.?'* The fourth
term is commonly denoted as dipole term, or surface term.?'*> When summing over
the image boxes in roughly spherical layers, the relative permittivity of the medium
surrounding the sphere must be considered,?'"?!® i.e. a sphere surrounded by vacuum
will experience a dipolar layer that is absent for a sphere surrounded by a conductor.
Subtraction of the dipole term, as in Eq. 2.109, allows to employ the Ewald sum
method for a sphere surrounded by vacuum.?!?
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Compared to the Ewald sum approach for electrostatic interactions, handling of van
der Waals interactions within the framework of periodic boundary conditions is far less
challenging. Due to their short range, van der Waals interactions get usually truncated
after a specified cut-off. In the straightforward approach the van der Waals interactions
are simply set to zero for particle distances larger than the cut-off. Such an abrupt
truncation of the van der Waals interactions leads to discontinuities in the energy and
its derivatives which can result in problems during structural minimization.?!

A more sophisticated approach relies on a smoothing function that is switched on
after a specified distance, rgicn, and leads to a continuous decay of the van der Waals
interactions to zero until the specified cut-off, 7¢1—off. A common type of a switching

function* is given by:?!
0 ) 7> Teut—of f
r2—r2 _ (2r24r2 _ —3r2
S(T) — ( cut off) ( cut ofJ; swztc}l) ,rcut—off 2 r > T switch (2110)
(TZut—off_riwitch)
1 y T S Tswitch

The advantage of such an expression for the switching function is that its first de-
rivative is a continuous function in the whole range r > r.u—ofy which avoids the
aforementioned problems in structural relaxation.?!?

2.4.3. Modelling Systems under Biological Conditions:
Temperature and Pressure Control

A usual goal in molecular dynamics simulations is to derive macroscopic properties
by studying the time evolution of a microscopic system under certain macroscopic
conditions (total energy, pressure, temperature). Such a collection of microscopic
states that possess a mutual set of macroscopic properties is called a statistical
ensemble.?? Common statistical ensembles are the microcanonical ensemble (NVE),
the canonical ensemble (NVT), and the isothermic-isobaric ensemble (NPT'). In the
NVE ensemble, a collection of microscopic states of constant particle number, N,
constant volume, V, and constant total energy, £, is investigated. In a similar manner,
the NVT and NPT ensembles comprise either a constant particle number, N, a
constant volume, V, and a constant temperature, T, or a constant particle number,
N, constant pressure, P and constant temperature, TT. The NPT ensemble is of
particular interest in molecular modelling, since chemical and biological processes
usually take place under constant pressure and temperature. Investigation of che-
mically and biologically relevant systems by molecular dynamics therefore requires
suitable methods for temperature and pressure control.

The temperature of the system can be linked to the time average of its kinetic

*A similar type of switching function is also implemented in NAMD, the software package employed
in this work
tA comprehensive description of those three mentioned ensembles is provided in Ref. 221.
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energy???

3
(Kyvr) = 5NkT (2.111)

Consequently, an intuitive approach to control the temperature would be to scale the
velocities of the system by a factor A. For a N-particle system of temperature T'(t) at

time ¢, the difference in temperature due to the scaling of the velocities is expressed
.222

as
N 2 N 2
AT = Toew = T(8) = 5 2 3 Nk 2 2 3 Nk 2112)
AT = (N — 1) T(t) (2.113)
T,
= [ 2hew 2.114
A=A T (2.114)

Note that in Eq. (2.112) relation (K) = 1/2m;v? has been used for the kinetic energy
with m; as the mass of particle i. In order to keep the system at a required temperature,
Teq, the velocities are multiplied at each time step by a factor A = /T, /T(t). A
drawback of the simple velocity rescaling method is that it does not capture the
fluctuations in kinetic energy of the system and the ensemble generated is no NVT
ensemble.??? A more subtle approach is offered by the Berendsen thermostat.??® The
underlying idea is to couple the system to an external bath held at the required
temperature that exchanges thermal energy with the system at a rate 7. Thereby the
temperature is slowly adjusted to the desired temperature and the rescaling of the
velocities to match the desired temperature does occur continuously within a certain

time range. The scaling parameter, A can be expressed as:???
At ([ Tyatn
N=1+— (22 2.115
2 (7 (2419)

The appropriate value of the parameter 7 depends on the size of the time step,
At, of the simulation. Like the simple velocity rescaling, the Berendsen thermostat
does not reproduce the correct thermodynamic properties of a NVT ensemble.???
Moreover, in both methods, internal conversion and exchange of thermal energy
between components of the system is affected.??? This leads to problems like the “hot
solvent cold solute” phenomenon,??* or even more peculiar artefacts like the “flying
ice cube”.??® In the former case the system is formally at the specified temperature
but the solvent molecules are at significantly higher temperature than the solute.??*
In the latter case, the equipartition theorem is violated and the thermal energy
is accumulated in translational and rotational degrees of freedom instead of being
distributed equally over all degrees of freedom. As a result, the system freezes into
one configuration that propagates with unnaturally high speed through space.??

A complementary approach to control temperature is the Langevin thermostat
which employs a stochastic coupling of the system to a heat bath via dissipative
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2. Theoretical Description of Organic, Semiconducting Molecules

and random forces.??% In detail, transfer of thermal energy between the systems com-
ponents is accomplished by randomly occurring collisions between solvent and solute
that change the kinetic energy and hence the temperature of the latter. Stochastic
coupling is introduced by adding two force terms to Newtons equation of motion
which leads to the generic Langevin equation that describes the motion of a solvated
particle?26:227

Q’Vk?BT

my;

m; and v; denote mass and velocity of the particle. Additionally to the force f(r;) the
particle experiences a dissipative force, vv;, due to the viscosity of the surrounding
solvent whose magnitude depends on the friction coefficient, v. The last term accounts
for the fluctuations in the particles kinetic energy due to random collisions. The
stochastic nature of these collisions is described by a Gaussian process of mean
zero, R(t), whose variance is determined by the friction coefficient and the desired
temperature.?®

Compared to temperature control, the process of controlling the pressure during
a molecular dynamics simulations is more challenging and requires a change of the
volume of the simulation cell during the simulation. A well-established approach for
pressure control is the extended-system method which includes the pressure as as
an additional degree of freedom in form of piston of mass W.?%® The volume of the
simulation cell is then adjusted during the simulation run by that piston in order to
maintain the required pressure, P,,;. The equations of motion within the extended

system approach are:??
. Pi 1 V
_ V. 2.11
ti m; * 3Vr ( 7)
1V
b= f LV 2118
D 377P (2.118)
L1
V= — (P(t)—P, 2.119
L (P(e) ~ P 2.119)

Here, p;,r;, and m; are momentum, position and mass of the i-th particle, V' is the
volume of the cell, P(t) and P,,; are the pressure at time ¢ and the required pressure,
respectively. Solving the equations of motion within the extended system approach
generates trajectories in the isobaric-isoenthalpic (NPH). A drawback of the extended
system approach is that the degree of coupling strongly depends on the mass W of the
piston and a poor choice of W might affect the dynamical properties of the system.??®
A large mass leads to a slow, and potentially inefficient, adjustment of the box volume
to the external pressure while a small mass results in rapid and high oscillation of
the box volume. In order to treat these oscillations, a partial damping of the piston
motion can be achieved by introducing random collisions described by the Langevin
equation.??® The relation between the second time derivative of the volume and the
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piston mass is then modified to??®

V = — (P(t)— P.y) — 7V + R(?) (2.120)

with + being the collision frequency and R(t) a Gaussian process describing the
random force acting on the piston. R(t) has a mean of zero, while the variance is
given by??

(R(O)R(1)) = %T‘W (2.121)

ky is the Boltzmann constant and T the temperature of the system. The additional
term, R(t), therefore couples the piston degree of freedom to a heat bath which should
formally produce NPT ensembles. However, due to the weak coupling, additional
temperature control methods, as described above, have to be employed in order to
guarantee an efficient exchange of heat.
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3. Structural Heterogeneity in
AnPixJg2 Wild Type and Mutant

3.1. Introduction

Numerous biological processes in living organisms depend on the illumination conditi-
ons of the environment. Response to light is regulated by photosensory proteins, large
biomolecules that contain a chromophore which is able to undergo reversible photoiso-
merization between two states with different structure and spectroscopic properties.??’
These two states are commonly denoted as dark stable state and photoproduct state.
Most of the time, the chromophore adopts the conformation of the biologically inactive
dark stable state. Excitation of light of a wavelength that matches the absorption
maximum of the dark stable state leads to a fast photoisomerization of the chro-
mophore and relaxation in the biologically active photoproduct state, followed by a
biological reaction.??? Reconversion from the metastable photoproduct state to the
dark stable state occurs either fast by excitation with light of appropriate wavelength
(i.e. the wavelength that matches the absorption maximum of the photoproduct state)
or slowly by dark conversion.?3°

The photosensory proteins to be discovered first were phytochromes (Phy), which
typically respond to red/far-red light.?3! Their multiple functional subclasses can be
found in plants,?? bacteria,?33%** cyanobacteria,?** 23" algal species, and fungi.??

A recently discovered class of photosensory proteins are the cyanobacteriochromes
(CBCRs) which mediate light-dependent processes like phototaxis?*® 24! and chroma-
tic acclimation,”?*? and, so far, have been found exclusively in cyanobacteria.%23!
Regarding their general photochemistry, cyanobacteriochromes and phytochromes
show striking similarities. Both classes employ structurally similar bilin-derived te-
trapyrroles; an overview over the different chromophores is given in Fig. 3.1. Covalent
linkage of the chromophore to the protein occurs via a thioether bridge between a
conserved cysteine residue and the side chain of the A-ring of the chromophore.®2!
The reversible photoconversion mechanism between the dark stable state and the
metastable photoproduct state involves Z to E isomerization of the C15-C16 double
bond and vice versa accompanied by a rotation of the bilin D-ring of the chromopho-
re 6:40,243-245

Despite the structural similarities of their chromophores, cyanobacteriochromes and
phytochromes strongly differ in their absorption properties. Canonical phytochromes
are mostly restricted to the red and far-red part of the solar spectrum, whereas CB-
CRs, exhibit an outstanding spectral variety of photocycles covering the whole range
of the visible spectrum.%9:10:33:246 The plethora of different photocycles is remarkable
considering the much simpler architecture of CBCRs compared to phytochromes: while
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Figure 3.1. — Structure of different chromophores employed in phytochromes and
cyanobacteriochromes. The figure was taken from Ref.231

most phytochromes possess a N-terminal photosensory core which contains the highly
conserved PAS (Per-ARNT-Sim)-GAF (¢cGMP phosphodiesterase/adenylatecyclase/
FhlA)-PHY (phytochrome-specific) domain module,?3!:243:244:247 CBCRs require only
one specific, structural domain, the GAF domain.%® Depending on their absorption
properties and their color tuning mechanism, CBCRs can be divided into several
subclasses: red/green CBCRs, green/red CBCRs, and the two-Cys CBCRs which
can be further classified into the insert-Cys CBCRs and DXCF CBCRs. Red/green
CBCRs exhibit a dark stable state with an absorption maximum in the red region of
the visible spectrum and a photoproduct state with an absorption maximum in the
green region of the visible spectrum.?3? For green/red CBCRs, on the other hand,
the absorption properties are reverted, i.e. they possess a dark stable state absorbing
light in the green region and a photoproduct state absorbing light in the red region
of the visible spectrum.”?*® In two-Cys CBCRs reversible formation and cleavage of a
second thioether bridge between a cysteine residue and the chromophore mediates the
spectral shifts between the dark stable state and the photoproduct state.!0:33:47,249-253
In DXCF CBCRs, a subgroup of the dual-Cys CBCRs, the second cysteine residue that
transiently binds to the chromophore is located within a conserved DXCF motiv of the
GAF domain that is unique to this CBCRs subgroup,'®4724%:2%0 while in insert-Cys
CBCRs the second Cys residue is part of an inserted sequence.'®?* Regarding the
chromophore, canonical phytochromes as well as red/green and green/red CBCRs
employ both phycocyanobilin (PCB) (depicted in Fig. 3.1). The DXCF CBCRs from
the group of the dual-Cys CBCRs, on the other hand, initially bind PCB but reduce it
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to PVB which shifts the absorption maximum of their photoproduct state to shorter
wave lengths into the spectral regions between teal and orange.*7245:250

Apart from their different absorption properties, phytochromes and the individual
subclasses of CBCRs also vary in their photoisomerization quantum yield. Phytochro-
mes have been found to show unexpectedly low Pr—Pfr photoisomerization quantum
yields (10 %-15 %)°%! compared to photoreceptors like rhodopsin (65 %)?° and even
smaller fluorescence quantum yields (< 3 %).25672%® The photoisomerization quantum
yield of CBCRs depends strongly on the subclasses: the CBCR NpR6012g4, for
instance, which is a member of the red/green CBCRs subgroup shows comparably
high quantum yields of 40 %-50 % for the forward and reverse photocycle,3%38 while
the quantum efficiency of the green/red CBCR Rcak from Fremyella diplosiphon is
with ~ 10 % significantly lower.3” Both representatives employ the same chromophore,
PCB, which excludes a simple relation between the employed chromophore and the
quantum yield.

Interestingly, the dark stable state of both, NpR6012g4 and RcaE, as well as the
photoproduct state of NpR6012g4 have been reported as heterogeneous, 3% i.e. more
than one conformation of the chromophore can be observed in each state. Structural
heterogeneity of the chromophore in the dark stable state or in the photoproduct state
is not restricted to red/green or green/red CBCRs but includes some also blue/green
absorbing members of the DXCF family*”#® and even representatives of plant?%:260
and bacterial?® 46 phytochromes. The frequent occurrence of conformational sub po-
pulations in phytochromes and CBCRs implies that structural heterogeneity might
be an innate feature of such photosensory proteins with implications on their spectral
tuning properties.

Unfortunately, crystallographic methods are often insensitive to the subtle structu-
ral differences between such sub populations which makes the use of other techniques
like nuclear magnetic resonance (NMR) spectroscopy, Raman spectroscopy, or mole-
cular dynamics (MD) simulations necessary to unravel the whole structural diversity
of chromophores in photosensors.

In this chapter, structure and dynamics of AnPixJg2 in solution are characterized
on an atomistic level based on an extensive molecular dynamics study of nearly 1 ps.
AnPixJg2, the second GAF domain of AnPixJ, is a representative of the red/green
cyanobacteriochromes with an absorption maximum at 648 nm in the red absorbing
Pr and 543nm in the green absorbing Pg state, respectively.”

X-ray experimental studies®® have confirmed a 5Z- 10Z-15Z conformation of PCB in
the Pr form of AnPixJg2, which is similar to that of PCB in canonical and cyanobac-
terial phytochromes, like Cphl (see Fig. 3.1). However, the step-wise photoconversion
mechanism comprising a 157 to 15E isomerization and three intermediates leads to a
different photoproduct.3426

Whereas, during the years, phytochromes like Cphl have been subject to extended
experimental??262-265 and theoretical studies,?%0 2% fewer results exist for AnPixJg2,
mainly due to its later discovery. So far, only the crystal structure of the Pr state of
AnPixJg2 is known,*® but no crystallographic data of the P, state is available to date
that could relate the absorption properties of PCB in the P, state to its structural
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Figure 3.2. — a: Quaternary structure of AnPixJg2 in the crystallographic unit cell. Two
molecules are arranged in a dimeric manner, in which the C-terminal a-helix
of each molecule interacts with the N-terminal a-helix of the other molecule.
b: Overall structure of the second GAF domain of AnPixJ taken from the
protein data bank (PDB ID 3W2Z)33

properties and interactions with the chromophore binding pocket.”* In the attempt
to explain the large shift in the absorption maximum in the photoproduct state,
several hypotheses have been discussed. An early hypothesis aimed to explain the
hypsochromic shift in the P, state by a conversion of PCB into PVB, i. e. a reduction of
the methine bridge between the A-ring and the B-ring which interrupts the conjugated
m-system (see Fig. 3.1). This hypothesis has been ruled out out by results from denatu-
ration analysis.” Moreover, deprotonation of the chromophore during photoconversion
has been discussed but could be excluded based on Resonance Raman Spectrocopy
studies that reveal the same protonation state of the chromophore in the dark stable
state and the photoproduct state.2! The absence of any chemical modification implies
that the shift of the absorption maximum in the photoproduct state is controlled
by interactions between chromophore and its environment. One assumption is that
the blue shifted absorption maximum is induced by an increased solvation in the
chromophore binding pocket in the P, state. The access of water into the binding
pocket in both states is steered by a bulky tryptophan residue, TRP289. In the P,
state TRP289 is kept in place by interactions with the D-ring of PCB and therefore
shields the chromophore binding pocket from the solvent molecules.?6! Isomerization
of the C-D methine bridge and rotation of the D-ring upon photoconversion, however,
weaken the interaction between Trp289 and PCB, and water penetrates the binding
pocket.

On the other hand, mutagenesis studies?*® on the structurally related red-green
cyanobacteriochrome NpR3784 show that the absorption spectrum of the photopro-

*Currently, the crystal structure of the parent ground state and the photoproduct state of Slr1393, a
red/green CBCR that is closely related to AnPixJg2 has been resolved.?% Results from QM /MM
calculations?®™® explain the color tuning mechanism by an effective shortening of the conjugation
length of the chromophore due to a strongly twisted geometry in the P, state. The strong
structural resemblance hints towards a similar mechanism for AnPixJg2.
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duct is stable against mutation of that Trp residue. Instead they claim that in the
P, state the D-ring is trapped in a strongly twisted geometry between two conserved
phenylalanine residues. That strongly twisted geometry distorts the conjugation of
the chromophore and shifts the absorption maximum to higher frequencies.?*6 Since
NpR3784 and AnPixJ are structurally closely related, a similar mechanism could be
responsible for shifted absorption maximum in the P, state of AnPixJ.

Part I of this chapter is based on preliminary, shorter MD studies that indicated
the existence of more than one sub-state?”* and therefore motivated this extensive
MD study of almost 1 ps. In the following, the P, state of AnPixJg2 is investigated by
force field based MD. Starting from the crystal structure, the effects of solvation
and temperature on the structure of protein and chromophore are characterized.
Subsequently, the interaction between PCB, surrounding amino acids, and solvent
are discussed.

The results from molecular dynamics simulations reveal the existence of two struc-
tural sub-states of the Pr state of AnPixJg2 from which only one was visible in
X-ray data. These two sub-states are stable on time scales of 10ns — 500ns and
can be distinguished by their conformation of the D-ring of the chromophore. The
finding of structural heterogeneity in the Pr form of AnPixJg2 is supported by data
from *C MAS NMR experiments.?” In both states, the chromophore is stabilized
by three persistent hydrogen bond networks involving adjacent amino acids. The
long simulation time of ~ 1pus allows to observe reversible interconversion between
these two sub-states that can be linked to a change in the solvation pattern of the
chromophore binding pocket. Furthermore, a strong structural reorganization of the
(3 sheet can be observed that occurs on a time scale of ~ 600 ns. The duration of this
structural reorganisation demonstrates the necessity for long MD simulations (on a
time scale of several 100 ns to a ps) in order to sufficiently capture the rearrangement
of large areas of the protein. Moreover, the dynamic behavior of a tryptophan residue,
TRP289, is analyzed, which was believed to shield the chromophore binding pocket
from solvent.?®! Conversely, this tryptophan residue undergoes interconversion bet-
ween three distinct conformations which is in contradiction to its role as gate keeper
the hydration model.?6!

After a characterization of the overall structure and dynamics of the parent ground
state (P, state) of AnPixJg2, the influence of individual, conserved amino acids in the
chromophore binding pocket on the conformation of the chromophore is elucidated.
An elegant approach to isolate the contributions of individual amino acid residues
on the properties of the chromophore lies in the targeted mutation of the respective
amino acid against a structurally and chemically different one and a comparison of the
absorption spectrum of wild type and mutant. In order to understand the influence
of the mutation on an atomistic level, mutagenesis experiments are usually combined
with computational in-silico mutagenesis studies. In Part IT of Chapter 3.2 the effect of
specific conserved amino acids on the structural and dynamical properties is elucidated
by in-silico mutagenesis of the tyrosine residue TYR302 and a subsequent molecular
dynamics simulation of 1.2 ps. TYR302 is highly conserved among CBCRs?? indicating
its relevance in the function of AnPixJg2 as photosensory protein. As visible in Fig.
3.3 a, tyrosine possesses a polar phenol side chain which can act as hydrogen bond
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Figure 3.3. — a: Chromophore-protein interactions in the AnPixJg2 wild type. The tyrosine
residue TYR302 and the C-ring propionate side chain of PCB are engaged in
stable hydrogen bond interactions. b: The TYR302PHE mutant. Mutation of
the TYR302 residue to phenylalanine, which which is of equal size but cannot
undergo hydrogen bonding with its side chain, interrupts all interactions with
PCB.

donor and acceptor. In AnPixJg2 the phenol group of TYR302 is involved in stable
hydrogen bonding with the propionate group of the C-ring of PCB which suggests
a potential role of TYR302 in stabilizing the conformation of the chromophore in
the binding pocket. By mutating TYR302 against a phenylalanine residue (Fig. 3.3)
which comprises a non polar benzyl side chain this, potentially relevant, hydrogen
bond interaction with the chromophore is interrupted.

The results from molecular dynamics simulation reveal that mutation of TYR302
against PHE leads to the formation of a third sub-state of PCB in which both, the
A-ring and the D-ring are oriented towards the (-facial side of the chromophore. In
this new orientation the A-ring is able to participate in persistent hydrogen bonds with
adjacent amino acids that stabilize sub-state III and most likely prevent interconver-
sion back into sub-state I and II. Possible events triggering the structural transition
into sub-state III are discussed.
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3.2. Part I: Structural Heterogeneity in a Parent
Ground-state Structure of AnPixJg2 Revealed by
Theory and Spectroscopy

In this section the red absorbing, dark stable state (Pr state) of the second GAF
domain of the cyanobacteriochrome AnPixJ (AnPixJg2) is investigated by a molecular
dynamics simulation of almost 1 ps duration. The presented results reveal two distinct
conformational isoforms of the chromophore, from which only one was known from
crystallographic experiments. The interconversion between both isoforms is accompa-
nied by alterations in the hydrogen bond pattern between the chromophore and the
protein and the solvation structure of the chromophore binding pocket. The existence
of sub-states in the Pr form of AnPixJg2 is supported by results from experimental
13C MAS NMR spectroscopy. These finding are consistent with the observation of
structural heterogeneity in other cyanobacteriochromes and phytochromes.
Adapted from the author’s work?”? by permission of the PCCP Owner Societies.

3.2.1. Structure of the Second GAF Domain of AnPixJ

Fig. 3.2 depicts the quaternary structure of the Pr form of AnPixJg2 in the crystallo-
graphic unit cell (a), as well as a detailed view on the secondary structural elements
of a single AnPixJg2 molecule (b). The (3-sheet comprises the residues ILE285 -
TRP289 and shields the chromophore binding pocket from the surrounding solvent.
The residues PRO215-ARG231 and GLU364-THR388 belong to the N-terminal «1-
helix and the C-terminal ab-helix, respectively. It can be seen from Fig. 3.2, that in
the crystallographic unit cell two molecules of AnPixJg2 adopt a dimeric arrangement
in which the C-terminal a-helix is stabilized by interactions with « helical bundles
from the other molecule.?® Since in this work only one AnPixJg2 molecule is simula-
ted, these stabilizing interactions are absent in the simulation leading to unrealistic
structural fluctuations of these segments.?%® Therefore the residues PRO215-ARG231
and GLU364-THR388 were excluded from any structural analysis.

Fig. 3.4 a shows the root mean square deviations (rmsd) of the residues VAL232-
TRP363 of the protein backbone of AnPixJg2 aligned to the backbone atoms of the
crystal structure. After =~ 75ns the protein backbone rmsd reaches a plateau region
with an average value of 2 A. Therefore, the first 100 ns have been considered as part
of the equilibration process and the trajectory from 100 ns — 940 ns has been used for
statistical analysis. Notable structural differences between the crystal structure and
the simulated structure are found for the residues ILE285-GLU290 which are part
of the $3-sheet that shields the chromophore binding pocket from the surrounding
solvent. Fig. 3.4 b, depicts the backbone rmsd of the residues ILE285-GLU290, which
form that (33-sheet. It shows that after 50ns a strong increase in the rmsd towards
a plateau region occurs. During the following 600 ns the rmsd strongly fluctuates
around this plateau region, denoted as plateau region 1. After a simulation time of
about 650ns, however, it jumps back to lower values. At this lower plateau region,
which is denoted as plateau region 2 in Fig. 3.4 b, the rmsd remains stable for the
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Figure 3.4. — a root mean square deviations (rmsd) of the protein backbone atoms. b: rmsd
of the backbone atoms of the -sheet that shields the chromophore binding
pocket from the solvent (ILE285-GLU291). c: Structural snapshots extracted
at the two plateau regions of the 3-sheet rmsd.

rest of the simulation time as indicated by a smaller variance of the individual values.

To visualize the structural changes that correspond to the two plateau regions,
simulated structures at simulation times corresponding to that different plateau regi-
ons, namely at 150 ns and 700 ns have been extracted and superimposed on the crystal
structure. The resulting structural images are presented in Fig. 3.4 ¢ with the crystal
structure being depicted in gray and the simulated structures at 150ns and 700 ns
in green and blue, respectively. In the crystal structure the (3-sheet is positioned
slightly below the pyrrole ring plane of the chromophore and close to the 82 sheet.
As visible from the simulated structure at 150ns, depicted in green in Fig. 3.4 c,
plateau region 1 in the rmsd corresponds to a structure in which 3-sheet is arranged
above the pyrrole ring plane and in much closer proximity to the a4-helix atop of the
chromophore binding pocket. This leads to an enlarged gap between the 52-sheet and
the 3-sheet. A simulated structure of the protein after 700 ns (blue) corresponding to
the stable plateau region 2 in the rmsd is depicted in Fig. 3.4 c. The $3-sheet in this
extracted structure is now again arranged in a closer proximity to the 52-sheet and
thus more similar to the crystal structure but exhibits a remarkably higher degree of
disorder.
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Figure 3.5. — Different conformational arrangements of TRP289 during the simulation in
correlation to distinct regions in the rmsd of the TRP289 side chain. a: rmsd of
the heavy atoms of TRP289. Distinct plateau regions can be observed that are
highlighted by green, red, and yellow rectangles. b: Structural conformation
of TRP289 in the crystal structure (green) and extracted after 250 ns (red)
and 400 ns (dark yellow). The structural snapshots correspond to the rmsd
plateau regions highlighted in green, red, and yellow, respectively.

The overall higher disorder in this region includes also the side chain of the tryp-
tophan residue TRP289, which was supposed to shield the chromophore binding
pocket according to the hydration model?s! (see Chapter 3.1). The heavy atom rmsd
of TRP289, depicted in Fig. 3.5 a shows several jumps between plateau regions.
Snapshots of the different conformations of the indole side chain that correspond
to the three different regions in the rmsd are presented in Fig. 3.5 b. The first region,
highlighted by a green rectangle, corresponds to the conformation of TRP289 in the
crystal structure with the indole nitrogen pointing towards the A-ring of PCB. This
conformation is adopted during the first 240 ns of the simulation run as well as during
the time from approx. 266 ns - 291 ns. The structural arrangement of TR289 that
corresponds to the second plateau region in the rmsd, which is highlighted by a
red rectangle, is represented by the red colored TRP289 molecule in Fig. 3.5 b. In
this conformation, the TRP289 side chain adopts an out-of-plane arrangement with
the indole nitrogen pointing towards the a4-helix. The third region in the rmsd is
highlighted by a yellow rectangle and correlates with a 180° rotation of the indole
ring of TRP289 as represented by the yellow colored structure in Fig. 3.4 b extracted
at 400 ns. This highly dynamical behavior of TRP289 is in contradiction to its function
as a “gatekeeper”?6! that shields the chromophore binding pocket from the solvent as
proposed in the hydration model.
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3.2.1.1. Conformation and Flexibility of the Chromophore

In the following, the conformation and the flexibility of the chromophore during the
simulation will be discussed. The rmsd of the non-hydrogen atoms of the individual
rings of PCB is shown in Fig. 3.6. While the rmsd for the A-ring and the B-ring are
stable, the rmsd of the C-ring and, most notably, of the D-ring exhibit jumps between
several plateau regions. In total, four different plateau regions can be distinguished
out of which region 1 and 3 in the D-ring rmsd show an average height of 1.3 A and
1.2 A, respectively, while region 2 and 4 in the D-ring rmsd exhibit both average values
of 0.33 A.

- A-ring - C-ring

- B-ring 1 - D-ring

WWWWW

0 200 400 600 800 0 200 400 600 800
time [ns]

rmsd[A]
o

Figure 3.6. — rmsd of the non-hydrogen atoms of all four rings of PCB. While the A-ring
and the B-ring exhibit stable rmsd, for the C-ring and, most notably, for the
D-ring two different plateau regions can be distinguished.

Fig. 3.7 shows the structure of the chromophore averaged over the simulation times
that correspond to the different plateau regions of the rmsd, namely from 100ns —
145ns (a), 150ns-700ns (b), 730ns-890ns (a) , 897ns-910ns (b), and 915ns-940ns
(a). The structures presented in Fig. 3.7 a thus correlate with the lower plateau region,
while the structures depicted in Fig. 3.7 b can be assigned to the higher plateau region.
The averaged structures reveal that the jumps in the rmsd correlate with the position
of the D-ring with respect to the pyrrole ring plane. In the crystal structure of PCB
as well as in the conformation adopted during the first 145 ns of the simulation time,
the D-ring is arranged above the pyrrole ring plane on the a-face of the chromophore.
However, from 150 ns to approx. 710 ns it adopts a [-facial disposition, i.e. is arranged
below the pyrrole ring plane. After 710 ns, the D-ring performs a backward rotation
above the pyrrole ring plane for roughly 180 ns, after which it switches back to its
downward oriented position on the [S-face of the chromophore for a time period of
13 ns. From approx. 910 ns until the end of the simulation time the D-ring re-adopts its
a-facial disposition. This leads to the assumption that at least two conformational sub-
states of PCB in the Pr state exist which can be distinguished by their conformation
of the D-ring. These sub-states will further be denoted as sub-state I and sub-state
II. Hence, Fig. 3.7 a shows the chromophore in its sub-state I, which was detected by
X-ray experiments. In sub-state I the D-ring adopts an a-facial disposition whereas in
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sub-state II it is rotated below the pyrrole ring plane on the g-face of the chromophore
(see Fig. 3.7 b).

In order to characterize both states separately, the evaluated trajectory was divided
into several parts according to the sub-state of the chromophore. For sub-state I, the
trajectory from 100 ns to 145ns, 730 ns to 890 ns, and 915 ns to 940 ns was evaluated.
For sub-state II the trajectory from 150 ns to 700 ns and 897 ns to 910 ns was analyzed.

b: sub-state ]I((f

150-700ns 897-910ns

Figure 3.7. — Average structure of the tetrapyrrole skeleton of PCB in its different
conformational states. From 100ns - 145ns, 730ns - 890ns and 915ns -
940ns the D-ring adopts an a-facial disposition (sub-state ), while from
150ns - 700 ns and 897ns - 910 ns it is oriented towards the [-face of the
chromophore (sub-state Il). The average structure comprises only the pyrrole
rings (dark gray), while the side chains (lighter gray) have been excluded from
analysis and are only depicted in an exemplary manner.

In order to quantify the downward rotation of the D-ring in sub-state II, the dihedral
angle distributions of the single and double bond of all methine bridges have been
evaluated separately for both conformational states. Fig. 3.8 a depicts a timeline of
the dihedral angle around the methine bridge single bonds between the A-ring and
the B-ring (A-B single bond) and between the C-ring and the D-ring (C-D single
bond). The C-D single bond dihedral comprises the atoms C13-C14-C15-C16 whereas
the A-B single bond dihedral includes the atoms C4-C5-C6-N22 (see Fig. 3.1). For a
better visualization, a sketch of the A-B and C-D single bond dihedral angles is also
presented in Fig. 3.8 c.

Unlike the A-B single bond dihedral which fluctuates around the same value during
the whole simulation time, the C-D single bond dihedral jumps between two distinct
average values reflecting the two different conformations of the D-ring during the
simulation time. This behavior is confirmed by the histograms of the dihedral values
(Fig. 3.8 b), which show one Gaussian shaped distribution for the A-B single bond
dihedral but two clearly separated distributions for the C-D single bond dihedral. The
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value of the crystal structure’s dihedral, the mean value, and the standard deviation
of the dihedral angles of sub-state I and II are listed in Tab. 3.1.

a 90 - AB
30
—-30+
= - C-D
© 100
T 40
% -20
—-80- . , , .
0 200 400 600 800
b time [ns]
. 0.04
5 IC-D
S
20.02
€
5
c
20 40 60 -50 0 50 100

dihedral [°]

Figure 3.8. — Distributions of the dihedral angles around the A-B and C-D single bond. a:
The timeline shows that the C-D single bond torsion angle jumps between
two distinct values, whereas the A-B single bond dihedral fluctuates around a
stable value. b: The histogram of the distribution of the dihedral around the
C-D single bond shows two separated maxima clearly indicating two distinct
values for the dihedral in sub-state | and sub-state Il.c: Sketch of the A-B
and C-D-single bonds.

With 22° for sub-state I and 18° for sub-state II, the mean value of the A-B single
bond dihedral of the simulated structure is shifted towards higher values compared
to that of the crystal structure (11°). This implies a slightly more upward rotated
A-ring in both structural sub-states leading to a decreased planarity of the A-ring
with respect to the inner ring plane. Sub-state I and sub-state II show the same
flexibility of the A-B single bond dihedral as well as the A-B double bond dihedral
which can be derived from similar standard deviations of 11° and 10° (A-B single
bond dihedral), and 12° (A-B double bond dihedral )respectively.

In comparison to the crystal structure, the C-D double bond dihedral of sub-state
[ is reduced (13° versus 26° in the crystal structure) indicating a higher planarity of
the D-ring with regard to the inner ring plane. In sub-state II, the average value of
the C-D double bond dihedral is —5° and thus slightly less twisted than in sub-state
[. With a mean value of —38°, the C-D single bond dihedral of sub-state II strongly
differs from those of sub-state I and the crystal structure (44° and 36°, respectively)
confirming a 82° rotation of the D-ring below the pyrrole ring plane in sub-state II.
This clearly shows that the downward orientation of the D-ring in sub-state II arises
mainly from a rotation around the C-D single bond and not from a twisting around
the double bond of the C-D methine bridge.

To gain a detailed picture of the overall flexibility of the chromophore in both
structural sub-states, the root mean squared fluctuations (rmsf) of the chromophore’s
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Table 3.1. — Average value and standard deviations of the dihedral angles (in degree) of
the A-B and C-D methine bridge of the crystal structure (c.s.) and both
sub-states of the simulated structure. The A-B single and double bond dihedral
angles include the atoms C4=C5-C6-N22 and N21-C4=C5-C6 respectively,
whereas the C-D single and double bond dihedral angles comprise the atoms
C13-C14-C15-C16 and C14-C15=C16-N24 respectively

dihedral c.s. sub-state I sub-state II
mean sigma mean sigma
A-B single bond 11 22 11 18 10
A-B double bond 0.4 1 12 -4 12
C-D single bond 36 44 12 -38 10
C-D double bond 26 13 10 -5 11

heavy atoms were calculated separately for sub-state I and sub-state II and are pre-
sented in Fig. 3.9 a and b, respectively. In both sub-states the B-ring and the methine
bridge between A-ring and B-ring (C5) as well as between B-ring and C-ring (C10)
possess the smallest rmsf values and thus form the most rigid part of the chromophore.
Furthermore, in both structural sub-states, the oxygen atoms of the B-ring propionate
chain exhibit a high flexibility as indicated by large rmsf values. Differences between
two structural sub-states can be found regarding the D-ring. Compared to sub-state I,
the D-ring in sub-state II exhibits an enhanced conformational flexibility particularly
regarding its carbonyl group and its ethyl side chain.

a sub-state | b sub-state Il
Q 1.25[A]

CYS321 | CYS321

] | )

Figure 3.9. — Color coded root mean square fluctuations (rmsf) of the non hydrogen atoms
of PCB in sub-state | (a) and sub-state Il (b). In both sub-states the inner
rings are the most rigid part of the chromophore, as indicated by the small
rmsf values. Compared to sub-state |, the D-ring in sub-state Il shows higher
rmsf values and thus an increased flexibility.

3.2.1.2. Support of the Two-state Model by 1*C MAS NMR

The 13C MAS NMR data strongly support the two-state model for the Pr chromopho-
re, in which the D-ring carbonyl group (C19) is centrally involved in the formation
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of the distinct rotameric conformations of the D-ring. As shown in Fig. 3.10 a, the
13C signal of this carbon atom occurring at ~ 175 ppm has an asymmetrical shape
and is a superposition of several components. Band-fitting analysis yields two peak
maxima at 173.9ppm and 175.4ppm with a 0.55 : 0.45 distribution. The signal
splitting at C19 (|JASC| = 1.5 ppm) is most likely caused by the local differences in the
chemical environment of the D-ring and thus suggests the presence of a heterogeneous
mixture of D-ring isomers, e.g., with different rotameric structures in solution. This
assumption is also consistent with a similar two-component shape observed for the
N Pr signal of the D-ring pyrrole nitrogen atom.?”® Moreover, in AnPixJ, the
chromophore heterogeneity seems not to be unique for the Pr dark state, but also
apparent for its green-absorbing photoproduct, in which the C19 signal can be fitted
to at least three components with a A€ gap of 2.3ppm (Fig. 3.10 b).

a b
Pr

1 812° 18 12°a12’
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Figure 3.10. — '3C signal splitting of the D-ring carbonyl signal observed in solid-state
NMR.2"2 The MAS NMR data were obtained from holoproteins of AnPixJg2
generated by in vitro assembly with uniformly 3C- and '®N-labeled PCB
chromophore as Pr (a) and Pg (b) photostates. Only the spectral region of
160 ppm - 190 ppm characteristic for carbonyl and carboxylate resonances
is presented (for full spectra with assignments, see Ref.273). A Voigt
function with a mixed Lorentzian/Gaussian ratio of 1:1 was applied to fit
the two experimental spectra.?’# Fitting curves are shown in black (dotted).
Deconvolution produced two Pr fits for C19 signal (indicated as a and b)
with the relative integral areas (shaded as blue) of 0.55 and 0.45 (calculated
as setting overall area to unit). As Pg, three Voigt fits for C19 (a, b, and
c) were generated with the relative integral areas of 0.29, 0.32, and 0.39
(shaded as blue). c: Numbering of the C-atoms of PCB.

3.2.2. Interaction between the Chromophore and its Binding
Pocket

Tab. 3.2 shows the hydrogen bond occurrence of the interactions between PCB in

its different conformational states and the amino acids of the chromophore binding

pocket; a detailed picture of the hydrogen bond networks between PCB and the
chromophore binding pocket is presented in Fig. 3.12. In both structural sub-states,
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frequent hydrogen bonding occurs between the carboxylate side chain of ASP291 and
the pyrrole nitrogens of the B-ring and the C-ring of the chromophore, whereas the
A-ring nitrogen exhibits only negligible interactions with ASP291. With occurrences
between 0.79 (sub-state I) and 0.82 (sub-state II) for the B-ring and between 0.71
(sub-state 1) and 0.68 (sub-state II) for the C-ring, both structural sub-states reveal
no significant difference in their interaction with ASP291. Two stable hydrogen bond
networks that include the propionate chains of the B-ring and C-ring can be observed
for both sub-states of the chromophore, which will further be denoted as network
B and C respectively. Both hydrogen bond networks are presented in Fig. 3.12 a.
Network C| colored in blue, involves ARG301, TYR302, and the C-ring carboxylate
group of PCB. One oxygen of the carboxylate group is hydrogen bonded to one
hydrogen of the guanidinium group while the other carboxylate oxygen interacts
simultaneously with the e nitrogen of the aspartate side chain and the hydroxyl group
of TYR302.

Fig. 3.11 depicts the time series of this hydrogen bond interaction between ARG301,
TYR302 and both oxygen of the carboxylate group of PCB. Except for a few rotations,
the carboxylate group remains rigid indicating a high overall stability of hydrogen
bond network C. Moreover, the structural sub-states show no difference in the flexi-
bility of this propionate group.

network C network B

hb = ARG301-NH2 --- 01 = ARG301-NH2 --- 02 = PHE219 --- 01 = PHE219 --- 02
no hb

hb - ARG301-NE --- 01 = ARG301-NE --- 02 - HIS318 --- 01 = HIS318 --- 02
no hb

hb - TYR302 --01 - TYR302 -- 02 - HIS322 --01 - HIS322 - 02
no hb

0 200 400 600 800 0 200 400 600 800
time [ns] time [ns]

Figure 3.11. — Timeline depicting the interactions of the propionate oxygens of the C-
ring with ARG301 and TYR302 (network C) and the propionate oxygens
of the B-ring with PHE319, HIS322, and HIS318 (network B). Except a
few rotations the propionate oxygens of the C-ring always interact with the
same amino acid, whereas the carboxylate group of the B-ring is subject
to continuous rotations leading to permanently changing hydrogen bond
partners for the carboxylate oxygens.

Network B, which is colored in green, involves the propionate group of the B-ring of
PCB, the side chains of two histidine residues, HIS322 and HIS318, and the backbone
of a phenylalanine residue, PHE319. In that hydrogen bond network one oxygen of the
B-ring propionate group interacts with HIS318 and HIS322 and the other carboxylate
oxygen with the backbone nitrogen of PHE319. The hydrogen bond to PHE319 shows
similar occurrences for both structural sub-states, namely 0.64 for sub-state I and 0.60
for sub-state II. Considerable hydrogen bond interactions can be observed between
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the ¢ nitrogen of HIS322 and the chromophore in both conformational sub-states,with
occurrences between 0.54 and 0.65 for sub-state I and sub-state II, respectively. The
stability of the hydrogen bond interactions between the ¢ nitrogen of HIS318 and PCB
is rather moderate: for sub-state I the occurrence is 0.18 whereas for sub-state II the
occurrence is slightly increased (0.28). Hence, in sub-state II the interactions between
the chromophore and both, HIS318 and HIS322 are enhanced compared to sub-state
I. As depicted in the time series graph (Fig. 3.11, right panel) the B-ring propionate
group is subject to continuous rotations during the simulation. This indicates, that
network B is more fluctuating and weaker compared to network C.

Figure 3.12. — Interactions between PCB, key residues of the chomophore binding pocket,
and a persistent water. a Hydrogen bond network B (green) and C
(blue) involving the B and C ring carboxylate groups. b: Hydrogen bond
interactions between the B/C-ring and ASP291 as well as the D-ring and
TYR352. The A-ring does not directly interact with adjacent amino acid
residues but is hydrogen bonded to a persistent water in the binding pocket
(colored in turquoise), which interacts also with TRP289 and ASP291.

Based on crystallographic data, hydrogen bond formation between the hydroxyl
group of TYR352 and the carbonyl group of the D-ring has been suggested.?? For sub-
state I only moderate hydrogen bond interactions with an occurrence of 0.18 have been
observed during the molecular dynamics simulation. For sub-state II no interaction
between PCB and TYR352 takes place due to an increased distance between TYR352
and the downward oriented D-ring. In the crystal structure the side chain of TRP289
is in close proximity to the A-ring with the indole nitrogen pointing towards the A-ring
carbonyl oxygen. Therefore, hydrogen bond interactions between the carbonyl group
of the A-ring of PCB and the side chain of TRP289 have been proposed.®* However,
no such hydrogen bond interactions between the carbonyl group of the A-ring and
the indole nitrogen of TRP289 could be observed during the simulation; in fact, the
A-ring does not form hydrogen bonds with any amino acid of the chromophore binding
pocket. This seems to be at odds with the high rigidity of the A-ring as derived from
the calculation of the RMSF values. One possible explanation for this puzzle is that
the A-ring is instead involved in hydrogen bond interactions with solvent molecules
which prevents the hydrogen bond formation with amino acids in the chromophore
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binding pocket.

Table 3.2. — Hydrogen bond occurrence between sub-state | and sub-
state Il of PCB, amino acids (aa) of the chromophore
binding pocket, and water 1

donor acceptor sub-state
I IT
A-ring PCB pyrrole N ASP291 0.02 0.06
TRP289 PCB CO 0.00 0.00
central water PCB CO 0.39 0.39
B-ring PCB pyrrole N ASP291 0.79 0.82
HIS322 §-N PCB COO~ 0.54 0.65
HIS318 §-N PCB COO~ 0.18 0.28
PHE319 N,,.4in PCB COO~ 0.64 0.60
C-ring PCB pyrrole N ASP291 0.71 0.68
ARG301 e-N PCB COO~ 0.83 0.79
ARG301 NH2 (H2) PCB COO~ 047 0.49
TYR302 OH PCB COO~ 0.67 0.66
D-ring TYR352 PCB CO 0.18 0.00
PCB pyrrole N water 0.55 0.11
water PCB CO 0.12 0.04
water-aa TYR352 water 0.09 0.53
TRP289 central water 0.5 0.52
central water ASP291 0.54 0.54

! Calculated from 100 ns-940 ns (whole production run)
2 Calculated for a simulation time until 290.5ns

In the following, that hypothesis is pursued by analyzing the overall amount of
water during the whole simulation time in an area of 4 A around the heavy atoms
of the pyrrole skeleton of PCB without consideration of the side chains. Fig. 3.13 a
depicts the median number of water molecules in the investigated area calculated for
10 ns blocks (blue line) in correlation with the backbone rmsd of the 53 sheet region of
the protein (residue ILE285 to GLU290) that shields the chromophore binding pocket
from the surrounding solvent (grey line). During the first 50 ns, which is within the
equilibration time, the median amount of water in the chromophore binding pocket lies
between 4 and 7 molecules and is thus rather small compared to later simulation times.
Likewise, the backbone rmsd of the proteins outer loop regions exhibits only slight
deviations from the crystal structure during the first 50 ns of the simulation. However,
the strong jump in the rmsd towards higher values after 50 ns goes in hand with a
continuous increase in the number of water molecules occupying the chromophore
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binding pocket. After approx. 150 ns the amount of water in the chromophore binding
pocket reaches a stable value. During the first 150 ns the overall median amount of
water in this area is 7 molecules whereas for the time from 150 ns to 940 ns an overall
median of 10 molecules can be found confirming a higher degree of solvation of the
chromophore binding pocket during that time.

Investigations on the persistence of the solvent in the chromophore binding pocket
reveal the existence of a central water molecule. This water first enters the chromo-
phore binding pocket after 1ns and positions itself between the A-ring and TRP289
leading to an enlarged distance between the carbonyl oxygen of the A-ring and the
indole nitrogen of TRP289. Hence, any interaction between the A-ring and TRP289 is
prevented by the presence of this central water molecule (see Fig. 3.12 b). Instead, a
hydrogen bond network between the central water, the carboxylate group of ASP291,
the indole nitrogen of TRP289 and the carbonyl group of the A-ring is formed. After
approx. 45 ns this water molecule leaves the chromophore binding pocket, however, 5 ns
later another water molecule takes the place of the first water. Further replacements
of the persistent water occur after approx. 125 ns, after 714 ns, after 761 ns and finally
after 795ns. The long duration between the exchanges of this central water reflect
its stability in the chromophore binding pocket. During the whole simulation run,
this central water is involved in hydrogen bond interactions with the carbonyl group
of the A-ring, the side chain of TRP289, and the carboxylate group of ASP291.
Hydrogen bond analysis reveals an average occurrence of 0.54 for the interaction
between the persistent water molecule and the carboxylate group of ASP291 and 0.39
for the interaction with the carbonyl group of the A-ring. Due to the highly dynamical
behavior of TRP289, hydrogen bonding between the indole nitrogen of the TRP289
side chain and the pyrrole water can only be established during the first 290 ns of the
simulation run with an occurrence of 0.5.

The interaction of surrounding solvent molecules with TYR352, the pyrrole ni-
trogen, and the carbonyl oxygen of the D-ring strongly depends on the structural
sub-state of PCB. Fig. 3.13 b depicts the hydrogen bond occurrence between TYR352
as donor and water calculated for blocks of 10ns in comparison to the rmsd of the
D-ring. During the first 145 ns only a few hydrogen bond interactions between water
and TYR352 as hydrogen bond donor can be observed. However, shortly before the
transition of PCB from structural sub-state I to sub-state II, the hydrogen bond
interactions between TYR352 as donor and water as acceptor drastically increase and
are reduced again with the transition of PCB from sub-state II to sub-state 1. The
overall occurrence for hydrogen bonding between TYR352 as donor and water is 0.53
for sub-state II of PCB and 0.09 for sub-state I of PCB. The opposite behavior can be
observed for the interaction between the D-ring and the solvent. While PCB adopts
its structural sub-state I, the hydrogen bond interactions between the pyrrole nitrogen
and water are considerably increased (0.55 occurrence) compared to sub-state II (0.11
occurrence). Irrespective of the conformational sub-state of PCB, the carbonyl group
of the D-ring is considerably less hydrated as derived from hydrogen bond occurrences
of 0.12 for sub-state I and 0.04 for sub-state II.
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Figure 3.13. — a: Median amount of water molecules in the chromophore binding pocket
(blue line), taken for blocks of 10ns in comparison to the backbone rmsd
of the 33 sheet (grey line). After a strong jump in the rmsd the amount
of water in the chromophore binding pocket is continuously increasing. b:
Hydrogen bond occurrence for the interactions between TYR352 as a donor
and water (blue line) in comparison with the rmsd of the D-ring (grey line).
The number of hydrogen bond events strongly correlates with the structural
sub-state of PCB.

3.2.3. Discussion of the Two-state Model for the Conformation
of the Chromophore

In this section, a characterization of the structure and dynamics of the second GAF
domain of AnPixJ (AnPixJg2) on a long time scale of almost 1 ps is presented. Results
from structural investigations on the chromophore by means of rmsd calculations
reveal the existence of a second structural sub-state which was not visible in earlier
X-ray measurements.?® These two structural sub-states, denoted as sub-state I and
sub-state 11, differ in the facial disposition of the D-ring. In sub-state I the D-ring is
arranged at the a-face of the chromophore, similar to the crystal structure, whereas
in sub-state II the D-ring adopts a (-facial disposition (see Fig. 3.7 b). Compared to
sub-state I, the average downward rotation of the D-ring around the C-D single bond
in sub-state II is 82°. This two-state hypothesis is corroborated by results from MAS
NMR (see section 3.2.1.2) which report a splitting of the D-ring carbonyl signal. A
similar two-component shape has also been found for the N signal of the pyrrole
nitrogen of the D-ring.?”® These signal splittings most likely stem from differences in
the chemical environment of the D-ring as it is the case in heterogeneous mixtures.
Moreover, the structural heterogeneity of AnPixJg2 seems to include also the Pg state,
since a signal splitting of the D-ring carbonyl group can also be observed for the green
absorbing photoproduct state (depicted in Fig. 3.10 b ) The existence of at least two
structural sub-states in AnPixJg2 is congruent with the observation of structural he-
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35-38,47,48 40-42,44,45,45,46,259 These

terogeneity in several other CBCRs and phytochromes.
combined findings suggest that structural heterogeneity of the chromophore might be
a common feature of all functionally related photoreceptors.

3.2.3.1. Comparison of the Two Structural Sub-states

The comparison of the intramolecular flexibility of the chromophore (Fig. 3.9) reveals,
that in both structural sub-states the B-ring is the most rigid part of the molecule,
whereas the A-ring and the C-ring exhibit a slightly enhanced flexibility. The com-
parably high rigidity of the B-ring can be explained by its restricted conformational
space due to sterical and w-stacking interactions with a HIS residue at the [-face
(HIS293) and HIS318 and HIS322 located at the a-face. In both structural sub-states
the B-ring and the C-ring are further confined by a stable hydrogen bond network with
ASP291. In sub-state I and sub-state II, the oxygens of the propionate side chain of the
C-ring are found to be more rigid than those of the B-ring propionate side chain. This
indicates the existence of stable hydrogen bonds between the carboxylate group and
residues of the chromophore binding pocket that restrain the propionate side chain.
The hydrogen bond analysis reveals indeed a static hydrogen bond pattern in which
one oxygen of the C-ring propionate chain is hydrogen bonded to one hydrogen of the
guanidinium group of ARG301 while the other carboxylate oxygen is simultaneously
engaged in a hydrogen bond with the hydrogen of the e-nitrogen and the hydroxyl
group of TYR302 (hydrogen bond network C). Likewise, the propionate side chain of
the B-ring forms a hydrogen bond network involving the backbone nitrogen of a nearby
phenylalanine residue, PHE319, and the side chains of two histidine residues, HIS322
and HIS318, respectively (hydrogen bond network B). However, due to continuous
rotations of the ring B carboxylate group, hydrogen bond network B is more dynamic
than hydrogen bond network C, as further indicated by generally lower hydrogen bond
occurrences for network B (see Tab. 3.2).

Whereas no significant difference between the two structural sub-states can be found
regarding the mobility of the A/B/C-ring, the dynamical behavior of the D-ring is
indeed correlated with the structural sub-state of PCB. In sub-state II the flexibility
of the D-ring is increased which, in particular, is manifested in a highly dynamical
carbonyl group and ethyl side chain.

Due to the different orientations of the D-ring in both sub-states, its interaction
with the chromophore binding pocket and the solved molecules is strongly dependent
on the sub-state. In sub-state I, the D-ring is moderately hydrogen bonded to the
hydroxyl group of TYR352 (0.18 occurrence), whereas in sub-state II every hydrogen
bond interaction is prevented by the increased distance between the hydroxyl group
of TYR352 and the rotated D-ring. A similar behavior is found for the hydrogen bond
interactions between the D-ring and solvent. In sub-state I, the pyrrole nitrogen shows
considerable hydrogen bond interactions with the surrounding water molecules (0.55
occurrence) whereas in sub-state 11, the pyrrole nitrogen exhibits strongly decreased
solvent interactions (only 0.11 occurrence). Regardless of the conformational state,
the carbonyl group of the D-ring is significantly less involved in interactions with
the solvent compared to the pyrrole nitrogen. The reduced interactions between the
solvent and the D-ring in sub-state II can be explained by the change in the chemical
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environment. In sub-state I, the pyrrole nitrogen and the carbonyl group of the D-ring
are oriented towards polar residues. This hydrophilic environment supports the solvent
accessibility of the D-ring. In sub-state II, however, the D-ring is rotated below the
pyrrole ring plane with the carbonyl group and the pyrrole nitrogen pointing inside the
hydrophobic cavity which seriously impedes any hydrogen bonding with the solvent.
The absence of hydrogen bond interactions reduces the confinement of the D-ring,
which naturally explains its higher flexibility compared to sub-state I .

3.2.3.2. Hydration of the Chromophore Binding Pocket

In contrast to earlier assumptions based on X-ray data, no hydrogen bond interaction
occurred between the carbonyl group of the A-ring and the indole nitrogen of TRP289
during the molecular dynamics simulation. The absence of any hydrogen bond is
explained by the presence of a persistent water molecule in the center of the binding
pocket, which was missing in the crystal structure. The existence of a central water
molecule located on the a-face of the bilin is well-known in phytochromes?*6:243,247,267,276
but has been rejected for AnPixJg2 based on results from X-ray experiments.?® A
recent molecular dynamics study proposed the existence of such a central water but
could not claim its persistence due to a limited simulation length of about 15ns.20!
The results from molecular dynamics simulations presented in this chapter clearly
show the persistence of a central water molecule in the chromophore binding pocket
of AnPixJg2 during about 1 ps. Its position on the « facial side of PCB between the
A-ring and TRP289 prevents any interactions between the chromophore and TRP289.
Unlike the pyrrole water in phytochromes, which is hydrogen bonded to the pyrrole
nitrogens of PCB, the central water molecule in AnPixJg2 forms a hydrogen bond
network with the carboxylate group of ASP291, the indole nitrogen of TRP289, and
the carbonyl group of the A-ring (see Fig. 3.12) b.

The overall solvation of the chromophore binding pocket is strongly correlated
with structural changes in the (3-sheet of the protein as depicted in Fig. 3.13. As
derived from the structural snapshots presented in Fig. 3.4 c, those structural changes
observed in the rmsd correspond to an increased distance between the [$3-sheet and
the 2-sheet. This enlarged distance is accompanied by an increase in solvation. The
comparably larger gap between the 52-sheet and the 53-sheet opens an additional way
for the solvent molecules inside the chromophore binding pocket. This finding is in
contradiction with the hypothesis, that the color tuning of the Pg state of AnPixJg2 is
accomplished by an increased solvation of the chromophore binding pocket (hydration
model).?? Likewise, a high flexibility of TRP298 was observed that is inconsistent
with the hydration model which assigns TRP298 the role of a rigid ”gate keeper”that
shields the chromophore binding pocket from the solvent. The assumption that the
highly dynamic behavior of the TRP289 side chain excludes any shielding effects
has also been pointed out by results from previous, preliminary studies?”! in which
TRP298 was in-silico mutated against a small, aliphatic residue (valine) and that
did not show a stronger hydrated binding pocket. The discrepancy of our findings
and the “hydration model” can easily be explained by the shorter duration of the
earlier molecular dynamics simulation,?®! which did not cover the time scale required
for the structural changes in the protein as well as the transition of TRP289 from
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its initial conformation into one of the other distinct conformations. Interestingly, a
highly mobile behavior of TRP298 including the dynamic transition between different
conformations was also reported recently for NpR6012g4, a related CBCR?” .

3.2.3.3. Possible Events Promoting the Transition between the Conformational
Sub-states

In the following possible events that might trigger the formation of sub-state II will be
discussed. The first transition from sub-state I to sub-state II occurs after a simulation
time of approx 150 ns. 100 ns before this conformational transition, the $3-sheet moves
away from the 2 sheet, thus reducing the shielding of the binding pocket from the
solvent (see Fig.3.4 b and c). The high flexibility of TRP289, which switches between
three different conformational orientations of the indole ring (see Fig.3.5), impedes the
interactions with PCB by hydrogen bonding and mw-stacking. This leads to a weaker
steric confinement of PCB and presumably facilitates the transition from sub-state I
into conformational sub-state II.

Moreover, the structural reorganization of the [3-sheet after 50ns leads to an
increase of the solvent molecules in the chromophore binding pocket. As a result,
more hydrogen bond events between TYR352 and the solvent occur. During the time
from 100ns - 145ns, when PCB is in sub-state I, only few hydrogen bond events
between TYR352 as a hydrogen bond donor and the solvent can be observed (0.09
occurrence). The decrease in TYR352-solvent interactions most likely stems from
competing hydrogen bond events between TYR352 and PCB and, most notably, the
overall reduced amount of water in the chromophore binding pocket. The increasing
number of solvent molecules in the proximity of the pyrrole skeleton leads to more
interactions between TYR352 and water, which weakens the interaction between
TYR352 and PCB and promotes the transition from sub-state I to sub-state II. For
PCB in its conformational sub-state II, the hydrogen bonding between TYR352 as
donor and the solvent is significantly increased (0.53 occurrence). This behavior can
be explained by the absence of any hydrogen bonding between PCB and TYR352 and
a better accessibility of TYR352 due to the downward rotation of the D-ring. With the
transition from sub-state II back to sub-state I, a strong decrease in the interactions
between TYR352 and the solvent can be observed (see Fig. 3.13, b). This decrease is
presumably caused by competing interactions between TYR352 and PCB as well a
steric screening of the hydroxyl group of TYR352 due to the D-ring. In summary, the
conformational space of the D-ring is determined by the interaction with TYR352,
which is strong enough to induce a - frequently interrupted - immobilization of the
ring. This immobilization is then regularly broken by water molecules invading the
binding pocket, which solvate TYR352 and allow the ring to move.

The rearrangement of the $3-sheet and the subsequently increased hydration of the
chromophore binding pocket which presumably facilitate the formation of sub-state
IT take place on a time scale of ~ 100ns. The second sub-state was not observed in
previously reported simulations of this system?* because of the significantly shorter
simulation times. This leads to the conclusion, that long simulation times are necessary
to capture structural heterogeneity in photosensory proteins.
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Conclusion

The molecular dynamics simulations reveal two stable isoforms of the Pr form of
AnPixJg2 with a different chromophore configuration which interconvert on timescales
of 10ns-500ns as estimated from a ~ 1us MD simulation. The transition between
these two sub-states is accompanied by a change in the aqueous solvation of Tyr352
and the D-ring of the chromophore. Analysis of the dynamical behavior of the protein
exhibits strong structural changes in the 53-sheet followed by an increased solvation
of the binding pocket and a high flexibility of TRP289, which is in disagreement with
the previously discussed “hydration model”.?%! An additional important finding is the
existence of a persistent water molecule in the chromophore binding pocket which is
involved in a hydrogen bond network including the A-ring, ASP291, and TRP289.

Intriguingly, structural heterogeneity has previously been reported in other phyto-
chromes and cyanobacteriochromes.3?38:40742:44,45,45-48,259 A compelling hypothesis is
that such structural heterogeneity has some evolutionary advantage. This is related
to the question of the specific roles played by the two conformational sub-states in
the photoresponse of the protein, a matter that requires further investigation.

3.3. Part 2: One Mutant Three Sub-states

In this section, the impact of a conserved amino acid, TYR302, that is involved in a
stable hydrogen bond network with the chromophore, on the structure of the chro-
mophore is elucidated by in silico mutation against phenylalanine, a non-polar amino
acid of equal size. The absence of TYR302 triggers the formation of an additional,
third structural sub-state which differs in its orientation of the A-ring. Persistent
hydrogen bond interactions between then A-ring and adjacent amino acids in this
third sub-state prevent any conversion back into sub-state I and II. These findings
illustrate the importance of the conserved TYR302 residue on the conformation of
the chromophore and its ability to dynamically interconvert between sub-state I and
sub-state II.

3.3.1. A Third Sub-State of PCB in the TYR302PHE Mutant

In the following, the impact of mutating the tyrosine residue TYR302 against phenyl-
alanine (TYR302PHE) on the structure of PCB will be discussed. Fig. 3.14 shows the
rmsd of the PCB rings A-D of the TYR302PHE mutant (grey) in comparison to those
of the wild type (black). Similar to the wild type, the TYR302PHE mutant undergoes
a structural transition into sub-state II as visible by a jump in the D-ring rmsd after
~ 67ns to a plateau region, region 2. Unlike in the wild type, however, the D-ring
rmsd remains stable at plateau region 2, indicating that no interconversion between
the two sub-states takes place at the simulated time scale. Interestingly, the A-ring
rmsd of the TYR302PHE mutant also exhibits such a jump after ~ 160 ns to a plateau
region, region 2, while the A-ring rmsd of the wild type remains stable during the
whole simulation. The presence of a second plateau in the A-ring rmsd points towards
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Figure 3.14. — rmsd of the individual pyrrole rings A-D of PCB in the wild type (black) and
the TYR302PHE mutant (grey). In both systems, the chromophore adopts
two structural conformations as visible in two different plateau regions of the
D-ring rmsd (1 and 2). The TYR302PHE mutant exhibits a third structural
sub-state as apparent from a strong jump in the A-ring rmsd to plateau
region 2’ that is absence in the wild type (highlighted by a red square).

a third structural sub-state of the chromophore in the TYR302PHE mutant, in which
the A-ring adopts a different conformation than in the crystal structure.

In order to characterize the chromophore conformations that can be associated with
the different plateau regions in the A-ring and D-ring rmsd, the average structures
of the chromophore corresponding to those plateau regions have been computed. The
average structure I, that corresponds to a time range from 30ns — 66 ns and thus
to plateau region 1 in both, the A-ring and D-ring rmsd, is depicted in 3.15 a . As
expected, the conformation of the A-ring and the D-ring is similar to that in the
crystal structure with both rings being oriented above the pyrrole ring plane and on
the a-face of the chromophore.

Fig. 3.15 b depicts structure II which is on average adopted by the chromophore
during the time from 70 ns — 160 ns and corresponds to plateau region 1 in the A-ring
rmsd and to plateau region 2 in the D-ring rmsd. The jump in the D-ring rmsd is
indeed associated with a downward rotation of the D-ring with respect to the pyrrole
ring plane and the average structure II looks similar to sub-state II in the wild type.

Structure I1I averaged over a time range from 170 ns to 1200 ns, that corresponds to
plateau 2 and 2" in the D-ring and A-ring rmsd, respectively, is presented in Fig. 3.15
c. It shows that the jump in the A-ring rmsd to plateau 2" is caused by a downward
rotation of the A-ring with respect to the pyrrole ring plane. Both, the A-ring and the
D-ring are now oriented towards the g-face of the chromophore. This structural sub-
state, further denoted as sub-state I1I, does not occur in the wild type and therefore
must be induced by the mutation.

In the following, the three sub-states of the TYR302PHE mutant will be characte-
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a sub-state I: 30-66 ns b sub-state Il: 70-160ns c sub-state lll: 170-1200 s

Figure 3.15. — Average structures of the PCB pyrrole rings in the TYR302PHE mutant
(the propionate chains, depicted in a lighter gray, have been excluded
from analysis). During the first 66 ns the chromophore adopts the same
conformation as in the crystal structure (@) but undergoes a transition
into sub-state |l shortly after 66 ns (b). At &~ 170 ns transition into a third
sub-state occurs in which the A-ring and the D-ring point towards S-face of
the chromophore. Sub-state Il has not been observed in the wild type (c).

rized according to their dihedral angle distribution, the planarity of the A-ring and
the D-ring with respect to the B-C-reference plane, and their relative flexibility.

Fig. 3.16 depicts the histograms of the C-D-single bond and the A-B double bond
dihedral distributions of the wild type (black) and the TYR302PHE mutant (grey).*
In wild type and mutant the different orientation of the D-ring in sub-state I and II
is reflected in two clearly separated distributions of the C-D-single bond dihedrals,
while the C-D-double bond is barely affected. Hence, the downward rotation of the
D-ring arises from a rotation around the C-D single bond and not from a twisting
around the double bond of the C—D methine bridge. Mean and standard deviation of
the C-D-single bond dihedral distributions for both sub-states are presented in Tab.
3.3. For both, wild type and mutant, the C-D dihedral angle fluctuates around similar
average values: In sub-state I, the average C-D-single bond dihedral angle is 44° for
the wild type and 47° for the mutant while for sub-state II the average C-D-single
bond dihedral angle is —38° and —43° for wild type and mutant respectively. Hence,
the structural sub-state II found in the mutant is identical to sub-state II found in
the wild type.

The existence of a third structural sub-state in the mutant is also reflected in
the distributions of the A-B-double bond dihedral as well as the A-B-single bond
dihedral presented in Fig. 3.16 which exhibit both two peaks. Unlike the C-D-single
bond dihedral distribution, those peaks are in a closer proximity leading to partially
overlapping distributions. Hence, the downward rotation of the A-ring in sub-state
IIT is less pronounced compared to the downward rotation of the D-ring in sub-state
II. The average A-B-single bond and A-B-double bond dihedral angles can be found
in Tab. 3.3. Contrary to the downward rotation of the D-ring, which stems mainly
from a rotation around the C-D-single bond dihedral, the conformational change of
the A-ring in sub-state III arises equally from a rotation around the A-B-single bond

*For TYR302PHE the third state dominates during the simulation. For a better visibility of the
two other states therefore only the first 400 ns have been considered for the histograms.
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Figure 3.16. — a: Distribution of the double bond and single bond dihedrals around the
A-B and C-D methine bridge in wild type (black) and mutant (grey).
In both systems, the rotation of the D-ring in sub-state Il occurs mainly
around the C-D single bond as apparent from two separated C-D single
bond distributions. Orientation of the A-ring in sub-state Il of the mutant,
however, involves a rotation of the A-B-single bond and a twisting of the
A-B-double bond as visible from two overlapping peaks in both distributions.
b: Visualization of the double bond dihedral (yellow) and single bond
dihedral (red)

dihedral and a twisting of the A-B-double bond dihedral. This is reflected in similar
changes in both dihedral angles: the A-B-double bond dihedral angle increases from
—6° in sub-state II to —37° in sub-state III, whereas the A-B-single bond dihedral
angle changes from 14° to —14°. In total, transition from sub-state II to III leads to
a rotation of the A-ring of roughly 30°.

The S-facial disposition of the A-ring in sub-state III also influences the planarity
of the pyrrole rings of chromophore. Fig. 3.17 depicts the planarity of the A-ring with
respect to the B-C ring plane expressed in terms of the scalar product of their normal
vectors for wild type (black) and mutant (grey) and averaged over blocks of 10 ns. For
the wild type, the A-ring is almost in plane with the B-C rings as indicated by a
planarity between 0.9 and 1. For the mutant, however, transition into sub-state III
leads to a loss in planarity between the A-ring and the B/C-rings from ~ 0.9 — 1 to
~ 0.6.

3.3.2. Sub-State |l Exhibits an Altered Hydrogen Bond Pattern

After characterizing the conformation of the three sub-states PCB adopts in the
TYR302PHE mutant, their interaction with the chromophore binding pocket during

80



3.3. Part 2: One Mutant Three Sub-states

1.0
208
@©
&
506 , \
- wildtype - TYR302 to PHE‘
0.4 200 400 600 800 1000 1200

time [ns]

Figure 3.17. — Planarity of the A-ring in wild type (black) and mutant (gray) expressed
by the relative orientation of the A-ring plane (yellow) and the B-C ring
plane (red). In the wild type, both planes are almost parallel to each other
as indicated by a planarity of &~ 0.9 — 1. In the mutant, transition into
sub-state |1l leads to a significant reduction of the planarity (= 0.6 instead
of 0.9 —1).

the simulation will be compared to that of the chromophore’s sub-states in the wild
type. Tab. 3.4 shows a comparison of the hydrogen bond interactions between PCB
and amino acids of the chromophore binding pocket in wild type and mutant with
respect to the structural sub-states. In general, sub-state I and II of wild type and
mutant show a comparable behavior. For both, the B-ring is moderately hydrogen
bonded to a tyrosine residue, TYR352, in sub-state I, albeit with an occurrence of
0.11 the interaction is slightly decreased for the mutant compared to the wild type
(0.18). Similar to the wild type, this hydrogen bond interaction is absent in sub-state
IT, due to the enhanced distance between the tyrosine residue and the downward
rotated ring.* In the wild type, the C-ring propionate chain is involved in a stable
hydrogen bond network including the side chains of an arginine residue, ARG301,
and the tyrosine residue, TYR302. In the TYR302 mutant this tyrosine is replaced
with a phenylalanine residue, whose non-polar side chain cannot participate in any
hydrogen bonds. While the hydrogen bonds between ARG301 and the chromophore
are still intact in the mutant, the absence of the third partner, TYR302, in this
hydrogen bond network seems to slightly weaken the interactions between ARG301
and the chromophore. This is reflected in a decrease in the hydrogen bond occurrence
between the ARG301 NH-group and PCB in its sub-state I and II from 0.83 /0.79
(sub-state I/sub-state II in the wild type) to 0.68/0.64 (sub-state I/sub-state II in the
mutant).

Hydrogen bond network B which involves the B-ring propionate chain, the side
chains of two histidine residues, HIS322, HIS318, as well as the backbone nitrogen
of the adjacent phenylalanine residue, PHE319, remains intact and is even of slightly
enhanced overall strength after the mutation.

In the wild type, the conformation of the tetrapyrrole rings of the chromophore is

*An extensive discussion of the hydrogen bond pattern in the wild type can be found in Section
3.2.2.
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Table 3.3. — Mean and standard deviations of the dihedral angles (in degree) of the A-B
and C-D methine bridge of the crystal structure (c.s.) and both sub-states of
the simulated structure for wild type and mutant. The A-B single and double
bond dihedral angles include the atoms C4=C5-C6-N22 and N21-C4=C5-C6
respectively, whereas the C-D single and double bond dihedral angles comprise
the atoms C13-C14-C15-C16 and C14-C15=C16-N24 respectively

system dihedral sub-state I sub-state II sub-state III
mean sigma mean sigma mean sigma
wild A-B single bond 22 11 18 10 - -
type A-B double bond 1 12 -4 12 - -
C-D single bond 44 12 -38 10 - -
C-D double bond 13 10 -5 11 - -
TYR302PHE A-B single bond 20 11 14 11 -14 10
A-B double bond 1 12 -6 13 -37 10
C-D single bond 47 13 -43 9 -40 8
C-D double bond 14 11 -14 12 -6 10

stabilized by strong hydrogen bonds between the B-ring and C-ring nitrogens and the
carboxylate group of an aspartate residue in the center of the chromophore binding
pocket, ASP291. Similarly, for sub-state I and II in the mutant, persistent hydrogen
bonds between ASP291 and the B-ring and C-ring can be found. In the mutant, the
occurrence for the hydrogen bond between the B-ring pyrrole nitrogen and ASP291 is
0.73 and 0.8 for sub-state I and II, respectively and therefore similar to the occurrence
in the wild type (0.79/0.82 for sub-state I/ II). Likewise, with 0.71/0.72 for sub-state
I /sub-state II the hydrogen bond occurrence between the C-ring pyrrole nitrogen and
ASP291 is comparable to that in the wild type (0.71/0.68 for sub-state 1/II).

While for sub-state I and II wild type and mutant show a similar hydrogen bonding
behavior, the hydrogen bond pattern of sub-state 111 of the mutant is altered compared
to the wild type. The most significant difference is observable for the A-ring. An
overview over the differences in the hydrogen bond interactions in sub-state II and
sub-state III is presented in Fig. 3.18. In sub-state I and II (the latter is depicted
in Fig. 3.18 a), the A-ring is not involved in significant hydrogen bond interactions
with amino acids of the chromophore binding pocket. In sub-state III, however, the
orientation of the A-ring towards the S-face of the chromophore enables interactions
between the carbonyl oxygen of the A-ring and the backbone nitrogen of an adjacent
threonine group, THR292 as visible in Fig. 3.18 b. Remarkably, in state III the A-ring
is also involved in hydrogen bonds with ASP291. This interaction, which is negligible
in sub-state I (0.06 occurrence), slowly increases during the time the chromophore is
in sub-state II (0.16 occurrence) and reaches a significant strength (0.52 occurrence)
in sub-state III. As a consequence, the interaction between the B-ring and ASP291
drops from 0.73/0.8 in sub-state I/II to only 0.31 in sub-state III.

In the following, the conformational fluctuations of the chromophore in its three sub-
states will be discussed. Fig. 3.19 depicts the color coded root mean square fluctuation
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Figure 3.18. — Hydrogen bond interaction of the the A/B/C-ring nitrogen atoms and
adjacent amino acids in sub-state Il (a) and sub-state Il (b). In sub-state
Il the A-ring replaces the B-ring as hydrogen bond partner with aspartate
(ASP291). The orientation of the A-ring is further stabilized by hydrogen
bond interactions with THR292 which explains the long life time of sub-state
.

(rmsf) values of the individual sub-states in the wild type and the TYR302PHE
mutant. Blue colored atoms are those with the smallest rmsf value and hence the
highest rigidity while red colored atoms exhibit high rmsf values and therefore a high
flexibility. Similar to the wild type, the inner rings (B-ring and C-ring) of PCB in
the TYR302PHE mutant are the most rigid ones which is due to similarly strong
hydrogen bond interactions with the aspartate residue, ASP291. Compared to the
D-ring, which shows an enhanced flexibility in sub-state II and III, the A-ring in
sub-state III is much more rigid. This rigidity can be explained by stable hydrogen
bonds between the A-ring pyrrole nitrogen and ASP291 as well as between the A-ring
carbonyl group and the backbone nitrogen of the adjacent threonine residue, THR292
in sub-state III (see Fig. 3.18 b and Tab. 3.4).

Differences between wild type and mutant can be found for the C-ring propionate
group. In the wild type, the conformation of that propionate group is stabilized by
hydrogen bonds with the side chain of an arginine residue, ARG301 and the adjacent
tyrosine residue, TYR302 (hydrogen bond network C') which is reflected in stable
hydrogen bonds. The missing interaction with TYR302 in the TYR302PHE mutant
leads to an enhanced dynamics of that propionate group which is most pronounced
for sub-state III. In the crystal structure and the simulated structure of the wild
type, that C-ring propionate group adopts a stretched configuration®® which remains
stable during the whole simulation. In order to investigate the flexibility of the C-ring
propionate group in the mutant, the rmsd of the carbon atoms of the propionate group
was computed and compared to structural snapshots.

Fig. 3.20 shows the rmsd of the C-ring propionate carbons (highlighted by a blue
rectangle) as well structural snapshots of PCB in the TYR302PHE mutant (starting
structure and simulated structure at 540ns). It reveals, that the higher flexibility
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Figure 3.19. — Color coded, atom wise root mean square fluctuations (rmsf) of PCB in the
individual sub-states in wild type (a) and TYR302PHE mutant (b). In both
systems, the D-ring is more flexible in sub-state Il. Compared to the wild
type the mutant exhibits an enhanced flexibility of the C-ring propionate
oxygens. Unlike the D-ring in sub-state Il and Ill, the A-ring exhibits a
higher rigidity in sub-state Ill which is explained by the formation of stable
hydrogen bonds with adjacent amino acids which are absent in case of the
D-ring.

of the C-ring propionate group in the mutant is not only restricted to rotations of
the carboxylate oxygen atoms, but affects the total conformation of the propionate
group. During the first &~ 175ns the C-ring propionate side chain adopts the same,
stretched conformation as in the starting structure presented in Fig. 3.20. At ~ 176 ns,
shortly after the transition to sub-state III, however, the rmsd jumps to a plateau
region. That plateau region corresponds to a downward bent conformation of the
C-ring propionate side chain as presented by the structural snapshot extracted at
540ns. During the remaining simulation time, the C-ring propionate chain jumps
between the stretched conformation, which is constantly adopted in the wild type,
and the downward bent conformation below the tetrapyrrole ring plane. However,
the hydrogen bonding behavior seems to be in general only little affected by this
highly dynamic behavior and the strength of the hydrogen bonds between the C-ring
propionate oxygen atoms and ARG301 is only slightly decreased compared to the wild
type (see Tab. 3.4). This, on the first glance surprising, result can be explained by
the structure of the ARG301 side chain which consists of a straight aliphatic chain of
three carbon atoms followed by a guanidinium group. Being sterically less demanding
and more agile than the tyrosine side chain it can easily adjust to the conformational
changes of the propionate side chain which becomes also visible in the structural
snapshot taken at 540ns (see Fig. 3.20).
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Figure 3.20. — rmsd of the C-ring propionate carbon atoms of the TYR302PHE mutant
(highlighted by a blue rectangle) depicting several jumps between two
plateau regions. Structural snapshots of the starting structure of the
TYR302PHE mutant and at ~ 540 ns, which correspond to the two plateau
regions, reveal that in the starting structure the propionate chain adopts a
stretched configuration while the conformational changes displayed in the
rmsd correspond to a downward bent conformation of the propionate side
chain.

3.3.3. Mutation of TYR302 Opens a New Gate for Solvent

Now, the impact of mutating TYR302 on the solvation of the chromophore will be
discussed. Fig. 3.21 a shows the median amount of water calculated for blocks of 10 ns*
around the chromophore skeleton together with the rmsd of the $3-sheet backbone.
In the wild type, the degree of solvation of the chromophore is correlated with strong
configurational changes of the [(3-sheet. A restructuring of the (3-sheet opens a
channel for water molecules into the chromophore binding pocket which increases
the number of water molecules around the chromophore (compare chapter 3.2.1). For
the mutant, no such correlation seems to exist: After &~ 70ns the rmsd jumps to a
low plateau region, region 2, were it remains for roughly 650 ns. The corresponding
conformational changes of the 33-sheet are visualized by two structural snapshots
extracted at 100ns (blue) and 200 ns (green) in comparison to the crystal structure
(grey). It is visible that except of a higher degree of disorder, the conformation of
the #3-sheet in both snapshots does not deviate significantly from that in the crystal
structure. Only after ~ 750 ns a strong jump in the rmsd to plateau region 3 occurs.
As apparent from snapshot 3 extracted after 900 ns, this jump can be assigned to an
arrangement of the $3-sheet in much closer proximity to the a4-helix which opens a
potential gap for water to enter the binding pocket. However, the graph displaying
the median amount of water around the chromophore displays an increase of solvent
molecules already after ~ 170 ns; the solvation of the chromophore binding pocket is

*For a detailed description on how the median amount of water was computed see Chapter A.1.2
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Table 3.4. — Occurrence and existence of hydrogen bond pattern between PCB and the
chromophore binding pocket (CBP) in the AnPixJg2 wild type and its mutant
TYR302PHE. In the third structural sub-state of the mutant, the orientation
of the A-ring is stabilized by stable hydrogen bonds with ASP291 and THR292
that are absent in sub-state | and Il.

PCB CBP wild type TYR302PHE
I i I 11 111
D-ring  CO TYR352 OH 018 0 011 0.0 00
COO~ ARG301 &N 083 079 0.68 0.64 0.74
C-ring  COO ARG301 NH2 047 049 049 045 0.56
COO~ TYR302 OH 0.67  0.66

pyrrole N ASP291 COO 071 068 071 072 0.72

COO~ HIS318 4-N 0.18 028 028 032 0.53
B-ring COO HIS322 0-N 054 065 0.62 074 0.7
COO~ PHE319 Noyain 0.64 0.60 058 059 0.5

pyrrole N ASP291 COO 079 082 073 0.8 0.31

A- ring  pyrrole N ASP291 COO 0.02 0.06 0.06 016 0.52
CO THR292 N,gin O 0 0 0 0.41

therefore independent of the strong conformational changes of the $3-sheet. Instead,
the median amount of water around the chromophore’s tetrapyrrole rings seems to
be correlated with its structural sub-state. Fig. 3.21 b depicts the median amount
of water in comparison to the rmsd of the D-ring (grey) and the A-ring (black). In
sub-state I (30 ns — 66 ns), a median of six water molecules can be found around the
chromophore pyrrole rings. After transition into sub-state II, the graph depicting the
median amount of water jumps shortly to higher values. In total, the median number of
water molecules for sub-state Il is 7 and thus slightly increased compared to sub-state
I. The strongest increase of water around the chromophore can be observed directly
after transition into sub-state III (&~ 166 ns) which corresponds to the jump in the
A-ring rmsd. The median number of water molecules rises almost instantaneously and
the total median amount of water in sub-state III is with 10 molecules significantly
higher than in the other two sub-states. That strong increase of water molecules
directly after the transition to sub-state III indicates potential structural changes
in amino acid residues next to the chromophore that are somehow correlated to the
interconversion from sub-state II to sub-state III and that might open another channel
for water molecules into the binding pocket.

Therefore, the conformation and dynamical features of the amino acid residues
in close proximity to the chromophore were investigated. A particularly interesting
behavior was found for a histidine residue close to the B-ring of the chromophore,
HIS293, which is conserved among red/green CBCRs.?? In the crystal structure and

86



3.3. Part 2: One Mutant Three Sub-states

a
g
©
2
<)
=
c
.
°
[
£
b = rmsd A-ring 12
2.01 = rmsd D-ring 11
@
: 108
< 15 ‘ :
; | W o 8
£ LUl
E1o &
! 85
€
0.5 7
0.0 6
) 0 200 400 600 800 1000 1200
time [ns]

Figure 3.21. — a: Median amount of water around the PCB skeleton calculated for blocks of
10 ns (blue line) versus the backbone atom rmsd of the 3-3 sheet (gray line).
As apparent from the structural snapshots extracted at 100 ns and 200 ns
the amount of water increases before the restructuring of the 53 sheet that
excavates the binding pocket. b: Median amount of water around the PCB
skeleton (blue line) in comparison to the rmsd of the A-ring (dark gray line)
and D-ring (light grey line) suggesting a correlation between the increased
solvation of the chromophore and the transition into sub-state Ill.

the simulated structure of the wild type, the imidazole side chain of that histidine
residue is arranged directly below and parallel to the ring plane of the PCB B-ring. In
the TYR302PHE mutant, however, that histidine residue exhibits a highly dynamical
behavior. Fig. 3.22 a shows the rmsd of the HIS293 side chain (red) in comparison to
the rmsd of the A-ring (gray). At about 160 ns the rmsd of HIS293 exhibits a strong
jump to a plateau region. From the inset in Fig. 3.22 a it is visible that this jump
occurs directly before the transition from sub-state II to sub-state II1. Two structural
snapshots extracted at 160 ns and 165 ns reveal the conformation of HIS293 directly
before and after the structural change that led to a jump in the rmsd. During the time
until 160 ns, the side chain of HIS293 was arranged directly below the B-ring with the
imidazole ring plane approximately parallel to the B-ring plane. Shortly after 160 ns,
the imidazole ring approaches in a directed movement the A-B methine bridge with
the imidazole ring plane perpendicular to the A-ring / B-ring plane. This movement
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Figure 3.22. — a: Comparison of the A-ring rmsd of PCB in the TYR302PHE mutant and
the rmsd of the adjacent HIS293 residue revealing a correlation between
the transition of PCB into sub-state Ill and an increased mobility of the
HI1S293 side chain during which it changes its conformation from parallel
(Ons — 160ns) to orthogonal with respect to the B-ring plane. b: rmsd
of the HIS293 side chain in the wild type, depicting a stable configuration
parallel to the B-ring plane of PCB during the whole simulation.

is almost instantaneously followed by the rotation of the A-ring towards the [-face
of the chromophore. During the remaining simulation time, HIS293 exhibits a highly
dynamical behavior and continuously switches between conformations in which its
side chain is arranged below the B-ring with the imidazole ring plane parallel to the
B-ring plane and conformations in which its side chain is arranged between the A-B
methine bridge with the imidazole ring plane perpendicular to the B-ring plane.

Fig. 3.22 b shows the rmsd of HIS293 in the wild type. The rmsd remains stable
indicating that no strong conformational changes occur. During the whole simulation
time, the side chain adopts a similar conformation as in the crystal structure, i.e. it
remains below the B-ring with the imidazole ring plane parallel to the B-ring plane
as demonstrated by a representative snapshot extracted at 150 ns. This implies that
the dynamical behavior of HIS293 is induced by the mutation of TYR302 residue.

The increased mobility of the HIS293 side chain starts shortly before transition of
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the chromophore into sub-state III. This structural transition of the chromophore, in
turn, is accompanied by a strong increase in solvation of the chromophore binding
pocket (see Fig. 3.21 b). One obvious assumption is therefore that the highly dyna-
mical behavior of HIS293, i.e. the jumps between several conformations of the side
chain, opens a new gate for the solvent molecules, most likely the area below the
B-ring plane that was covered before by the HIS293 side chain.

3.3.4. Discussion

Mutagenesis of the TYR302 residue to phenylalanine leads to the formation of an
additional, third structural sub-state, sub-state III, which was not observed in the
wild type. Sub-state III is characterized by a rotation of both, the D-ring and the
A-ring, towards the (-facial side of the chromophore. The transition to sub-state I1I
occurred from sub-state II after a simulation time of roughly 160 ns. Unlike the wild
type, which exhibits several interconversions between sub-state I and sub-state II,
no such interconversion can be observed for the mutant during a simulation time of
1.2 ps. Instead, transition from sub-state I to sub-state Il occurs at a rather short
simulation time of & 66 ns after which the chromophore stays in sub-state II until the
last transition into sub-state III.

The structural transition from sub-state II to sub-state III is accompanied by a
change in the hydrogen bond pattern. In sub-state I and II in wild type and mutant,
the A-ring does not undergo significant hydrogen bond interactions with adjacent
amino acid residues (see Tab. 3.4). Instead, it interacts with a persistent solvent in
the binding pocket. In sub-state III however, the A-ring nitrogen is hydrogen bonded
to the aspartate residue ASP291 (0.52 occurrence, see Tab. 3.4). As a result of that
newly formed hydrogen bond, the interaction between the B-ring nitrogen and that
aspartate residue gets significantly weakened (from 0.73/0.8 occurrence in sub-state
I/11 to 0.31 occurrence in sub-state III). Moreover, the downward rotated orientation of
the A-ring in sub-state III facilitates hydrogen bond interactions between the carbonyl
group of the A-ring and the backbone nitrogen of a nearby threonine residue (0.41
occurrence). These stable hydrogen bond interactions with two amino acid residues
constrain the A-ring in its [-facial orientation and, most likely, impede a conversion
from sub-state I1I back to sub-state II. Interestingly, during the whole simulation time,
no conformation was observed in which the A-ring is oriented towards the §-face of
the chromophore (downward rotated) while the D-ring is oriented towards the a-face
of the chromophore (upwards rotated).

A question that consecutively comes in mind is how the rotation of the A-ring
affects the spectral properties of the chromophore. Recent studies have shown that
the absorption spectrum in red/green CBCRs is mainly governed by the effective
conjugation length of the chromophore.?”™® As depicted in Fig. 3.17, the planarity of
the A-ring with respect to the B-C' ring plane significantly decreases after transition
into sub-state III. However, as visible in Fig. 3.1, unlike the B/C/D-ring, the A-
ring carbons are saturated and therefore the A-ring contributes only slightly to the
conjugation of the chromophore. It would therefore be not surprising if the spectral
properties of the sub-state III show only modest differences compared to those of sub-
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state II. In order to answer this question exhaustively, however, subsequent QM /MM
studies combined with experimental UV /VIS studies are necessary.

The mutation of TYR302 against phenylalanine also influences the conformation
and dynamical behavior of the C-ring propionate group. In the wild type, this pro-
pionate group is involved in stable hydrogen bonds with TYR302 and adopts a static,
stretched conformation during the whole simulation time. The lacking hydrogen bond
interaction in the mutant leads to a changed conformation of the propionate group
after the transition into sub-state III: first a stable, downward bent conformation
with the carboxylate oxygen atoms pointing below the B-C' ring plane; after ~ 650 ns
the propionate group adopts again its previous, stretched conformation and shortly
afterwards starts to fluctuate between those two configurations. Hence, its stretched
conformation is mainly imposed by the hydrogen bond interactions with the bulky
phenol side chain of TYR302 which acts like an anchor due to the steric demand of its
side chain. It can therefore be assumed that one function of the conserved TYR302
residue lies in anchoring the rigid, stretched conformation of the C-ring carboxylate
group.

The newly adopted, downward bent conformation of the C-ring propionate group
does not influence the conformation of the B-ring propionate, which maintains the
bent conformation that was also found in the wild type. Interestingly, in the structural-
ly related phytochrome CPhl and CBCR TePixJ, respectively, one of the propionate
groups of the chromophore is always bent while the other is stretched.?® In all cases,
the conformation of the propionate side chains are fixed by stable hydrogen bond
networks:** CPhl and TePixJ comprise a stretched B-ring propionate chain which is
hydrogen bonded to an arginine residue and a bent C-ring propionate side chain which
interacts with a histidine residue. In AnPixJg2, the bent B-ring propionate side chain
is hydrogen bonded to two histidine residues and a phenylalanine residue (network
B, see Fig. 3.12) while the stretched C-ring propionate side chain is involved in a
hydrogen bond network with an arginine residue and the tyrosine residue, TYR302.
It was previously assumed that the arginine residue is responsible for stabilizing
the conformation of the stretched propionate side chain.?® However, solution NMR
structures from a related red /green CBCR NpR6012g43° reveal multiple configurations
for the C-ring propionate chain together with considerable hydrogen bonds with the
arginine residue (6/10 structures) but only modest interactions with the tyrosine
residue (1/10) which makes a stabilizing contribution of arginine questionable. In
agreement with these results obtained for NpR6012g4, the dynamical switching of the
C'-ring propionate chain between a stretched and downward bent conformation in the
investigated TYR301PHE mutant of AnPixJg2 clearly shows, that not arginine, but
tyrosine is responsible for stabilizing the stretched propionate side chain of PCB in
AnPixJg2.

3.3.4.1. Possible Events Correlating with the Transition into Sub-state 11|

Mutating the TYR302 residue also seems to influence the dynamics of a histidine
residue, HIS293, which is located nine residues apart. In particular, as discussed in
Section 3.3.3, a strong increase in the mobility of the HIS293 side chain can be observed
directly before the transition into sub-state III which suggests that both events are
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Figure 3.23. — Color coded root mean square fluctuations (rmsf) of the protein residues
293-301 of wild type (0—940 ns, a) and the TYR302PHE mutant (0—160 ns,
b) including the residue HIS293 and the mutated residue TYR302. Unlike
expected, in the wild type the residues adjacent to HIS293 as well as the
HIS293 side chain exhibit a slightly increased flexibility compared to the
mutant.

correlated. In the following several possible reasons why the mutation of TYR302
alters the mobility of HIS293 will be evaluated. The first hypothesis that naturally
comes in mind, is that the mutation of TYR302 increases the dynamical behavior of
the whole region of the protein, i.e. the residues 302-293. The secondary structure of
the region comprises two S-turns and a helix on which the HIS293 residue is located;
a higher degree of disorder and dynamics within that region could destabilize the
arrangement of the HIS293 side chain with respect to the chromophore. A quantifi-
cation and comparison of the degree of mobility within the region TYR302-HIS293
can be obtained from the computed, color coded rmsf values depicted in Fig. 3.23
(blue: stable, red: dynamic). Surprisingly, the wild type exhibits slightly increased
fluctuations within that regions; in particular the helix region is more mobile compared
to the mutant. Therefore, the highly dynamical behavior of the HIS293 residue cannot
simply be explained by an overall increased mobility of that region induced by the
mutation.
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Figure 3.24. — a: Timeline of the vertical distance between the HIS293 imidazole ring plane
and the B-ring plane for wild type (black) and TYR302PHE mutant (gray)
revealing a larger distance for the latter. b: Histogram of the HIS293-B-ring
ring plane distance (0 — 940 ns for the wild type, 0 — 150 ns for the mutant).
The median distance between HIS293 and the B ring is 0.6 A larger than in
the wild type, suggesting weaker m — 7 interactions.
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Subsequently, the arrangement of the HIS293 imidazole ring plane with respect to
the B-ring is compared between wild type and mutant. Fig. 3.24 a depicts a timeline
of the vertical distance between the HIS293 imidazole ring plane and the ring plane of
the B-ring for the wild type (black) and the TYR302PHE mutant (grey) during the
first 200ns and 150 ns of the simulation respectively*. In both systems, the vertical
distance at the beginning is equal and roughly 4.5 A, however, in the wild type this
distance decreases during the first 50 ns and remains at median distances of ~ 3.7 A.
In the mutant however, the distance between the ring planes remains at the initial,
higher values (median distance: 4.35 A).

Aside from larger HIS293- B-ring distances, an increased solvation of the HIS293
nitrogen atoms as well as the C-ring propionate oxygen atoms can be observed. The
median amount of water in an area of 3.5A around the HIS293 nitrogen atoms as
well as the C-ring propionate oxygen atoms is presented in Tab. 3.5. In the wild type,
the median amount of solvent molecules around the HIS293 nitrogens and the C-ring
propionate oxygen atoms is 3 and 4 molecules, respectively, while in the mutant the
number of solvent molecules is increased to 4 and 6 molecules.

Table 3.5. — Median amount of water around the HIS293 nitrogens and the C-ring
propionate oxygen atoms in wild type and TYR302PHE mutant. The mutant
exhibits an increased solvation of this area as apparent from a higher median
amount of solvent molecules.

wild type TYR302PHE
HIS293 (C-ring HIS293 (C-ring

median no. water 3 4 4 6

These results point towards the possibility that in the wild type, the interaction
between TYR302 and solvent molecules in form of hydrogen bonds prevents the water
from entering the area between the C-ring carboxylate groups and the HIS293 side
chain. Moreover, TYR302 acts as hydrogen bonding partner for the C'-ring carboxylate
group and thereby blocks one hydrogen bond site for the interaction with water. In
the absence of TYR302, water penetrates the area between the C-ring and the HIS293
residue and undergoes hydrogen bond interactions with the vacant site which leads to
an increased solvation. The increased hydration of the HIS293 nitrogen atoms impedes
m-stacking interactions between the HIS293 imidazole ring and the B-ring and fosters
a higher mobility of the HIS293 side chain. So far, however, these considerations are
at the stage of an early hypothesis and require further, targeted investigations to be
confirmed.

*After 160 ns the movement of HIS293 as well as interconversion from sub-state II and sub-state
IIT already take place in the TYR302PHE mutant, therefore only the first 150 ns were evaluated.
For better comparison, the timeline of the wild type depicts only the first 200 ns.
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3.3.5. Conclusion and Qutlook

Molecular dynamics simulations reveal, that mutation of TYR302 against a phe-
nylalanine residue triggers the formation of a third sub-state in AnPixJg2 which
is characterized by the [-facial orientation of the A-ring and the D-ring. Hydro-
gen bond interactions involving the A-ring and adjacent amino acids, ASP291 and
THR292, preserve that sub-state III on long time scales and prevent conversion back
into sub-state I/II. These findings suggest, that TYR301 plays an important role
in stabilizing the sub-states I and II in the AnPixJg2 dark stable state. Moreover,
the absence of hydrogen bonds with the C-ring propionate chain upon mutation of
TYR301 induces the adoption of a downward bent conformation of that propionate
chain instead of the stretched conformation found in the AnPixJg2 wild type and
other CBCRs and phytochromes,*® demonstrating that TYR302 is responsible for
stabilizing the stretched conformation of the propionate chain instead of ARG301 as
previously assumed.

A particularly unexpected behavior is also observed for a histidine residue, HIS293,
which is located nine residues apart from the mutated tyrosine residue. That histidine
exhibits a highly increased dynamical behavior that correlates with the transition
into sub-state III. Remarkably, the mobility of the protein backbone in the respective
area, i.e. residue HIS293-TYR302, is not increased. Instead, the mutant features a
larger vertical distance between the HIS293 imidazole ring plane and the B-ring
plane which is accompanied by an increased solvation of the HIS293 nitrogens and
the C-ring carboxylate group. One consideration is that in the wild type TYR302
hinders the solvent molecules in entering the area between the C-ring propionate and
HIS293 side chain by engaging the solvent molecules in hydrogen bonds. The absence
of TYR302 leads to an increased solvation of that area and the increased hydration of
the HIS293 imidazole ring hampers the m-m-interactions with the B-ring and increases
the flexibility of the HIS293 side chain.

In order to confirm that hypothesis and entangle the relationship between the
mutagenesis of TYR302, the mobile histidine residue, and the additional structural
sub-state of the chromophore, further effort is required. Future work should be directed
towards the particular reasons behind the mobility of that histidine residue as well
as the role of that histidine residue in the formation of the third sub-state. One
approach to explore a potential causality between the two events (increased mobility
of HIS2393 and formation of the third sub-state) is to constrain this histidine residue to
its position in the crystal structure and investigate in a molecular dynamics simulation
run whether the third sub-state is realized.

In summary the results emphasize the impact of the conserved tyrosine residue,
TYR302, on the conformation of the chromophore. These findings stimulate, currently
already ongoing, experimental UV /VIS studies that address the impact of the muta-
tion and the third structural sub-state on the absorption properties of AnPixJg2.
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4. Oligothiophenes on
Nano-structured Surfaces

4.1. Introduction

During the last decades, organic semiconducting materials of small molecular weight
have drawn significant attention, mainly due to their inexpensive production, bio-
compatibility,?”"2™® structural variety,?’ 2?2 and the potential of tailoring the molecules
by rational design.?® An overview over prominent representatives of small-molecular
weight organic semiconductors is provided in Fig. 4.1 a. They all consist of an extended
m-electron system that is able to delocalize charge and exhibits optical gaps of ~
1.5eV — 3eV which allows light absorption or emission in the visible range.?™ Unlike
inorganic semiconductors which exhibit continuous energy bands, in their crystal
structure, organic semiconducting molecules are only weakly bound via van der Waals
forces®® and therefore discrete molecular orbitals are preserved. The existence of
discrete energy levels in organic semiconductors (OSC) results in a charge transport
mechanism that is inherently different from that in inorganic semiconductors. In OSC,
charge is transported from one molecule to the other via a hopping mechanism. The
magnitude of charge transport is therefore mainly governed by two factors, namely the
transfer integral®?%! and the reorganisation energy.6%281"283 The transfer integral is
associated with the splitting of the HOMO and the LUMO, whereas the reorganisation
energy is the energy required for structural reordering when a charge is transported
through the molecule.?%*

Due to the anisotropy of the electron density in m-conjugated molecules, both
factors are strongly steered by local chemical interactions®®® and hence orientation
and packing of the molecules on the electrode surface® and in the organic blend.%%:66
The dependence of the charge transfer on the molecular orientation in the device can
be rationalized by the example of different types of organic field effect transistors
(OFETS). A schematic overview of the structure of a conventional and a vertical
OFET (VOFET) is given in Fig. 4.1.2% As major building blocks OFETS comprise
a source, a drain, (Vp), and a gate electrode, V. The gate electrode is separated
from the source and the drain by a dielectric material. The organic semiconducting
material is processed on top of the dielectric and in contact with the source and drain
electrode. When a voltage is applied between gate and source electrode, the resulting
electric field induces an accumulation of charge carriers in a channel-like area at the
semiconductor/isolator interface between source and drain.?®® Application of a second
voltage between source and drain electrode leads to migration of the charge carrier to
the drain electrode. In conventional OFETS, source and drain electrode are arranged
perpendicular to the gate electrode, hence the direction of charge flow is parallel
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Figure 4.1. — a: Overview over prominent organic semiconducting molecules. b-c: Building
scheme of conventional OFETs (b) and vertical OFETs (c). Whereas
in conventional OFETs source and drain electrodes (Vp) are arranged
perpendicularly with respect to the gate electrode, (V¢), in vertical OFETs
they are both stacked parallel to the gate electrode. Due to the different
direction of the charge carrier migration, different molecular orientations are
required for maximum performance. The figures were taken from Ref. 285.

to the semiconductor/isolator interface. In VOFETSs, however, source and drain are
stacked parallel to the gate electrode which leads to a charge migration perpendicular
to the interface. Since in m-conjugated molecules the majority of charge transport
occurs in w-m-stacking direction,?®® an optimum performance of conventional OFETSs
requires a standing molecular orientation while in VOFET’s horizontal alignment of
the semiconducting molecules is beneficial. Depending on the exact nature of the
opto-electronic device, different molecular orientations of the organic semiconductors
with respect to the electrode surface are therefore required in order to yield maximum
performance.

Among the variety of organic semiconducting materials, oligothiophene based OSC
stand out due to their high charge carrier mobilities.?3:54:56-58:61,286 The molecule inves-
tigated in this work, a-sexitiophene (a-6T), is depicted in Fig. 4.2 ¢. a-6T is a promi-
nent representative of oligothiophene based OSC and has already found application
in opto-electronic devices, such as organic field emission transistors (OFETS).50:287
It consists of six thiophene units that are connected at the C, atom. Two adjacent
thiophene units can be either in a trans configuration, in which the two sulfur atoms
are aligned in an alternating fashion, or in a cis configuration, in which the two sulfur
atoms point in the same direction. The all-trans configuration of a-6T, as depicted in
Fig. 4.2 c, is the energetically preferred one.?8

Part 1 of Chapter 4 addresses the investigation of single a-6T molecules on the
reconstructed Au(100) surface by atomistic ab initio calculations. Gold has a wide
range of industrial applications, from catalysing oxidation reactions® " to electro-
des in organic field emitting transistors. This versatility has fueled interest in the
properties of organic-gold interfaces.” 8! What makes the low index surfaces of gold
(Au(100),%23* Au(110),%5% and Au(111)%"®®) special are their large scale reconstruc-
tions that all have characteristic height modulations in their top layer and offer
various adsorption sites for organic molecules of different adsorption strength. These
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Scenario A Scenario B b
on-ridge (R) R

<a» \ in-valley

Figure 4.2. — a: STM image of the reconstructed Au(100) surface exhibiting reconstruction
rows running along the [110] direction (the unit cell is highlighted in blue).84
b: Adsorption schematic of a-6T on the reconstructed Au(100) surface.
In scenario A the molecule migrates into a valley when initially placed
on an ill-favoured on-ridge position. In scenario B the molecule digs itself
into its preferred in-valley site by pushing the ridge aside. c: Sketch of
a-sexithiophene (a-6T). Carbon atoms bonded to sulfur atoms are denoted
as C,. The image is taken from the authors work.%39

characteristic patterns could be used as templates to guide molecular assembly on the
surface.”®™ This patterning concept assumes that distinct adsorption sites exist on
these surfaces, that organic molecules will migrate almost exclusively to energetically
preferred adsorption sites and that the molecule-surface interaction does not affect
the reconstruction used for patterning. Molecules that interact strongly with the
gold surface violate at least one of these assumptions and the patterning concept
breaks down.”* 7290292 For weak molecular adsorption, on the other hand, molecular
assembly obeys the topography of the surface.

A deeper understanding of the interaction between organic molecules and recon-
structed surfaces can be gained from ab initio calculations which provide atomistic
insights into properties such as adsorption geometries and heights, adsorption energies,
charge transfer, and band gaps. However, the high complexity of the reconstructed
noble metal surfaces results in large unit cells that makes theoretical investigations
challenging. Theoretical studies of organic adsorbates on metal surfaces have thus
mainly focused on the adsorption of small molecules on ideal surfaces as model
systems.5? At the example of the reconstructed Au(100) surface, the work presented in
this thesis goes beyond the idealized description of gold surfaces and explicitly takes
into account the effect of the large-scale surface reconstruction on the adsorption
properties of a-6T. Both, surface and molecule, are described on the DFT level of
theory, which provides information about the electronic structure of molecule and
surface and allows the investigation of charge transfer processes.

A large-scale STM image of the Au(100) surface is presented in Fig. 4.2. The
reconstruction leads to a contracted, quasihexagonal top layer with reconstruction
rows running along the [110] direction.®* The resulting complex height modulation of
the topmost layer gives rise to a variety of different adsorption sites that can be broadly
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classified according to their height into on-ridge and in-valley, with an energetic
preference for the latter. For weak molecular adsorption, one might expect that a
molecule placed in an unfavorable on-ridge site would migrate into a more favorable
valley site, as schematically shown in scenario A in Fig. 4.2b. Instead, the results
presented in this chapter show that the molecule descends vertically and displaces the
gold ridge as depicted in scenario B in Fig. 4.2b. This behavior is incompatible with
the concept of well-defined adsorption sites and forces a reconsideration of patterning
strategies for organic films on metal substrates.

While Part T of Chapter 4 focuses on the initial state of structural assembly on
surfaces, the single molecule adsorption, Part II addresses structure formation of
a-6T on Au(100) beyond the first monolayer. The promising properties of «-6T
as semiconducting material have brought the focus of research on the investigation
of molecular assembly of a-6T on electrode surfaces. Various scanning tunneling
microscopy studies have elucidated structural assembly and domain formation of a-6T
monolayers on metal surfaces.8%81919 They found, that the interactions between the
molecule and the metallic substrate enforce a completely flat adsorption geometry of
a-6T which maximizes the contact area between metal surface and molecule.

In the all-trans configuration of a-6T, the alternated alignment of the sulfur atoms
results in a Cy, symmetry of the molecule and makes the latter prochiral which
is illustrated in Fig. 4.3 d: When a-trans-6T adsorbs flat with its mirror plane
(o) parallel to the substrate surface two enantiomeric forms can be distinguished
according to the orientation of the sulfur atoms of the outermost thiophene rings.
If the outermost sulfur atoms point to the right, the enatiomeric form is denoted
R-enantiomer and wice versa. For an achiral substrate, both enantiomers are initially
formed with equal probability. However, when considering monolayer assembly of
prochiral molecules, the clustering of molecules with the same chirality is preferred??
leading to formation of domains consisting exclusively of the S enantiomer (further
denoted as 1S) or the R-enantiomer (1R). Such a formation of enantiomeric pure
domains due to organizational chirality has been reported for a-6T on Ag(100),%
Ag(110),%%* Au(100),%° and Au(111).%!

Another consequence of the enforced flat alignment on metal surfaces is that the
structure of a-6T in a monolayer is incommensurate with the structural arrangement
of the molecule in the organic crystal. In its bulk structure a-6T crystallizes in two
phases, a high temperature phase (HT)?%297 and a low temperature (LT) phase?%>2%7
which is depicted in Fig. 4.3 a. In both structures, the molecules are packed in a
staggered herringbone fashion that is characteristic for many rod-shaped molecules.
Investigations on a-6T thick films reveal that in molecular layers far away from the
metal surface a-6T eventually adopts its herringbone bulk structure.?%%2% So far, the
structural transition from the flat monolayer, that is incommensurate to any crystal
plane of the a-6T crystal, to the herringbone bulk structure is not yet understood. For
its application in opto-electronic devices, the morphology of a-6T in the transition area
between flat monolayer and staggered bulk structure is of fundamental importance
since its opto-electronic properties are strongly steered by the packing structure
directly on the electrode surface® and within the adjacent molecular layer.

The packing structure in the second layer is determined by two competing inter-
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Figure 4.3. — a: Low temperature crystal structure of a-trans-6T.2%> The four molecules in
the unit cell adapt a herringbone structure and are oriented along the [103]
direction. b: Different scenarios for the structure of a-trans-6T in the second
layer. One ellipse corresponds to one thiophene unit as visualized in c. d:
S-enantiomeric and R-enantiomeric configuration after planar adsorption on
a flat surface.

actions: the interaction with the metallic surface and the interaction between the
molecules in the second layer. The key question in characterizing that structural
transition zone is which interaction dominates. Provided that the structure in the
second layer is still mainly governed by the interactions with the metallic surface, one
would assume a flat second layer which leads to a brick-like structure for the bilayer
as described by structure I in Fig. 4.3 b. Such a structure was suggested from force
field based molecular dynamics®" for the second layer of a-6T on Ag(111).

If the first molecular layer already sufficiently screens the influence of the substrate,
molecule-molecule interactions become competitive and the transition to the staggered
bulk structure starts already in the second layer. In that case the particular surface
of the a-6T crystal that is in contact with the flat first layer decides the structural
alignment of the molecules in the second layer. Morphology and crystal growth of
organic molecules on substrates are mainly steered by two competing factors, namely
the strength of the molecule-surface interactions and the formation energy of the plane
of the organic crystal that is in direct contact with the substrate, denoted as crystal
contact plane.?”® For a-6T, the crystal plane with the lowest formation energy is the
(001) surface,?*! which leads to a quasi-standing orientation of the molecules, followed
by the (010) surface®”! resulting in a quasi-horizontal alignment of the long molecules
parallel to the surface plane.

For organic molecules of rod-like geometry, like a-6T', the following general growth
behavior has been observed:?”® When evaporated on surfaces that interact only weakly
with the adsorbate, like the alkali halide (001) surface,**? a quasi-standing molecular
geometry can be observed which corresponds to the crystal plane with the lowest
formation energy. On inorganic surfaces with stronger molecule-surface interactions,
a quasi-horizontal alignment is preferred because it increases the contact area between
molecule and surface.?%33% In case of a-6T, such a molecular arrangement is realized
by the (010) contact plane and leads to a tilted molecular arrangement similar to
structure II depicted in Fig. 4.3 b.
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Since the interaction between the metallic surface and the molecules in the second
layer are expected to be still of considerable magnitude, a quasi-standing alignment
of a-6T on top of the flat monolayer can be ruled out. Instead, it appears realistic
to assume a quasi-horizontal alignment of the second layer in case the molecules in
the second layer are already sufficiently screened from the metallic surface. In such a
quasi-horizontal alignment the molecules in adjacent molecular rows could be either
tilted in the same direction as in scenario B or alternately in the opposite direction
which leads to a staggered structure described by structure III (Fig. 4.3 b). Such a
staggered C-structure on a flat wetting layer was proposed for p-sexiphenyl (p-6P)
on Cu0,?"® another prominent rod-shaped organic semiconductor. Similar adsorption
and crystallization behavior of a-6T and p-6P therefore suggest structure C as third
possibility for the growth of a-6T on Au(100).

In part II of Chapter 4, the structure of the second layer of a-6T on Au(100) is
elucidated by combining scanning tunneling microscopy (STM) data with atomistic
calculations. To tackle the huge size of the system consisting of 720 gold atoms (and
528 C/S/H atoms) a hybrid IC-QM /MM method as described in Section 2.3 is chosen
that treats the surface on a force-field level of theory while the a-6T molecules are
described quantum mechanically. Such an approach allows to focus on the interactions
between the first and the second molecular layer while still retaining the role of the
surface as a constraint that enforces a flat configuration of the first layer. Subsequently
to an extended structure search, STM images of the molecular layer are computed
using the Tersoff-Hamann approach.>*” The calculated STM images help to link
pronounced features visible in the experimental STM image to the local morphology of
the molecules in the second layer. The results show that already in the second layer the
a-6T molecules overcome the influence of the gold surface and adopt that staggered
alignment described by structure III. Based on the found structure, a general growth
mechanism for a-6T on gold is discussed.
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4.2. Gold Diggers: Altered Reconstruction of the Gold
Surface by Physisorbed Aromatic Oligomers

In this chapter electronic structure theory calculations for the adsorption of a-sexithio-
phene (a-6T) on the 100 surface of gold are presented. The density-functional theory
calculations show that a-6T prefers to adjust an energetically unfavorable adsorption
site by modifying the gold surface over seeking out more favourable adsorption sites.
Molecular adsorption results in a complex charge transfer pattern, with more charge
transfer in more stable sites. These results challenge the current paradigm that weakly
interacting (e.g. physisorbed) molecules perceive metal surfaces as rigid templates with
preordained adsorption sites.

Reprinted with permission from the author’s work?®? ((©2019 American Physical
Society).

4.2.1. The Clean Au(100) Surface

An overview over the structure of the clean, reconstructed Au(100) surface is represen-
ted in Fig 4.4a. As visible in the STM image, the reconstruction rows with an apparent
height of approximately 0.6 A are oriented parallel to the [110] direction. Perpendicular
to the reconstruction rows, elongated areas of slight depressions can be perceived that
give rise to a thombic lattice with a ¢(28 x 48) super cell®® which is indicated by the
blue rectangle. Due to this complex pattern, various different adsorption sites exist
that can be broadly classified according to their height into on-ridge and in-valley
of the reconstruction rows in either the dark or bright areas of the rhombic pattern.
Fig. 4.4 b shows the calculated STM image of the employed Au(100) (20 x 5) model®
computed at a bias voltage of 1V in comparison to the experimentally recorded
one.® Similar to the real Au(100) surface, the distance between two consecutive
valley in the (20 x 5) model comprises 5 gold atoms. Furthermore, both STM images
exhibit a broader depression running in [110] direction which is less deep than the
reconstruction valleys. From the large scale STM image it is visible that the broader
depression occurs periodically. At the crossing point of the broad depression and the
reconstruction rows the latter ones are shifted one atomic row; this effect is also visible
in the computed STM image. Small differences between the experimental STM image
and the calculated STM image can be found with respect to the angle between the
[100] direction and the broader depression in [110] direction: while in the experimental
STM image this angle is roughly 90 %, the angle in the calculated STM image deviates
slightly from 90 %.

A color-coded height image of the 20 x 5 DFT-model surface is presented in Fig. 4.4
d with the ridges of the reconstruction rows depicted in white and the reconstruction
valleys depicted in brown. The computed maximum corrugation height for the clean
surface is 0.67 A, in good agreement with experimental findings®* The two different ad-
sorption environments on-ridge and in-valley of the reconstruction rows are encircled
in red and blue, respectively.
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C

Figure 4.4. — a: Large scale atomically resolved STM image of the clean Au(100)
surface (500 pA,1V,90K).84 The red rectangle depicts the unit cell of the
reconstructed Au(100) surface.8* The height variation between the valleys
(dark brown) and the ridges (white) corresponds to 60 pm. b: Calculated STM
image of the bare (20 x 5) model surface. c: Experimental STM image of the
Au(100) surface at atomic resolution displaying in detail the reconstruction
rows and valleys. d: color coded 1 x 2 supercell of the bare (20 x 5) model
surface (brown: valley, white: ridge). The investigated positions are encircled
in red (r) and blue (v).

4.2.2. Adsorption on an lll-preferred Site: Molecule Alters
Surface Reconstruction

In the following, the effect of molecular adsorption on the corrugation of the Au(100)
surface is discussed. The two different adsorption environments on-ridge (r) and in-
valley (v) depicted in Fig. 4.4 d were investigated by optimizing the structure of an a-
6'T molecule placed either on top or in the valley of a reconstruction row. Figure 4.5 b
depicts the color coded height image of the Au(100) surface after adsorption when the
molecule was initially placed in a valley. Compared to the clean surface, the adsorption
amplifies the maximum corrugation height to 0.77 A but does not change the overall
reconstruction. The corrugation pattern shows that the molecular adsorption makes
the valley slightly asymmetric as indicated by the different height of the adjacent gold
atoms on the slope depicted in the height profile in Fig. 4.5 b.

For on-ridge adsorption the molecule was expected to slide down into the valley
as depicted in scenario A in Fig. 4.2 b. Surprisingly, scenario B occurred, in which
the adsorbed molecule induced an inversion of the surface reconstruction pattern by
pushing the reconstruction ridge aside and creating its own in-valley environment at
the original on-ridge adsorption site. Figure 4.5 ¢ shows the color-coded corrugation
of the surface after adsorption of the molecule at the r-position, with the adsorption
position of the molecule indicated in red. It can be seen that the surface now features
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Figure 4.5. — a-c: Color coded 1 x 2 supercells of the clean model surface ( a) and the
surface after in-valley (v) adsorption (b) and on-ridge (r) adsorption (c)
and the corresponding height profiles across the adsorption site (indicated
by a bar). The investigated positions are encircled in red and blue.
Adsorption of the molecule on the ill-favored r-position induces a translation
of the reconstruction row and the formation of a reconstruction valley
directly underneath the molecule which exhibits a higher symmetry than the

reconstruction valley after v-adsorption.

a valley at the adsorption position. Conversely, the initial valley on the surface has
turned into a reconstruction ridge. In the following this induced valley-like adsorption

environment will be denoted r-to-v position.

Figure 4.5 a-c depicts height profiles of the bare surface and the surface after
adsorption on the v-position and the r-to-v-position. Despite their considerable simi-
larity, the v-position and the r-to-v-position are not identical. After v-adsorption, the
reconstruction valley exhibits a higher asymmetry as the r-to-v-position as manifested
in different heights of the adjacent gold atoms that form the slope of the reconstruction
row. However, due to the shallow potential energy surface® of the reconstructed
gold surface, their adsorption energies are almost indistinguishable, differing by only

Table 4.1. — Median adsorption height (Ah [A] ) between S and Au atoms, median torsion
angle®, adsorption energy E, 45, and charge transfer 6Q for a-6T adsorbed on
the reconstructed Au surface. For the adsorption positions v-fix and r-fix, the
gold atoms were kept fixed during DFT geometry optimization. The calculated

charge transfer is based on Mulliken population analysis.

308

Site Ah S-Au AhCy,-Au AhCsAu  @med’] EaasleV] 0Q [e7]
v 3.25 3.34 3.16 179 4.34 0.44
r-to-v  3.18 3.22 3.18 177 4.31 0.45
v-fix 3.31 3.45 3.22 177 4.23 0.40
r-fix 3.47 3.49 3.27 168 3.79 0.32

*the median torsional angle of the gas phase molecule is 165°
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0.03eV (see Tab. 4.1). The malleability of the gold surface gives rise to a plethora
of adsorption environments without distinct and clearly identifiable adsorption sites.
That absence of well-defined adsorption sites on the Au(100) surface connects to
theoretical studies regarding CO adsorption on small Au clusters that observed a
dynamical reordering of surface gold atoms.3%

¢ r-to-v

2-3 3-4 4-5 5-6
interring torsion

Figure 4.6. — a-b: Structure of the molecule adsorbed in-valley. The molecule adsorbs
completely flat with the C, atoms above the valley (b) and, compared to
the gas phase molecule depicted in d, exhibits a considerably more planar
structure that resembles the one of the cationic a-6T, depicted in e. f:
plot of the interring torsional angles between the thiophene units (indicated
exemplarily by a red line for the 3-4 torsional angle in c.)

After describing the impact of the molecule on the surface structure, the molecular
structure will be characterized upon adsorption in terms of adsorption height, median
torsion angle, and charge transfer, as summarized in Tab. 4.1. Following the almost
equal adsorption energies in the v-position and the r-to-v-position, a-6T exhibits a si-
milar, completely flat adsorption geometry in both positions as represented in Fig. 4.6
b for the v-position. The C, atoms are positioned directly above the reconstruction
valley and therefore at the largest distance to the surface (3.34A and 3.22 A for
v-position and r-to-v position respectively). Sulfur atoms are found mostly on-top of
gold atoms with a median adsorption height between the sulfur and the gold atoms
of 3.25 A for the v-position and 3.18 A for the r-to-v-position.

The more planar adsorption geometry compared to a-6T in the gas-phase is also
manifested in larger torsion angles between the thiophene units. Fig. 4.6 f depicts a
plot of the interring torsional angles of the neutral gas phase molecule (black), the
singly charged cation (gold) and the molecule after v-adsorption (blue) and after r-to-v
adsorption (blue). For the gas phase molecule the angles are between 161°-166° with
a median of 165°. After adsorption on both positions, however, the torsional angles
are significantly enlarged and between 175°-180°, with a median of 177° and 179°
for the v-position and the r-to-v position respectively. In fact, such planar torsional
angles resemble more those of the singly charged a-6T cation, depicted in Fig. 4.6
e and suggests adsorption-induced charge transfer. This assumption is confirmed by
calculations of the Mulliken charges3*® before and after adsorption that reveal a charge
transfer from the molecule to the surface for both adsorption positions. The magnitude
of the charge transfer is 0.44e~ and 0.45e~ for the v-position and the r-to-v-position,
respectively.
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Figure 4.7. — Potential energy interpolation for the pathways | and Il as obtained from
DFT calculations. a: In pathway | the molecule creates its own valley. b: In
pathway Il the molecule slides off a gold ridge, whose structure is frozen. c:
Color coded visualization of the Mulliken charge difference for the starting
structure on-ridge of the fixed surface (r-fix-position) and the final structure
in-valley of the fixed surface (v-fix-position). For the molecule adsorbed on
the r-fix-position, a smaller magnitude of charge transfer is found, as visible in
the brighter red color of the sulfur atoms that corresponds to a lower positive
charge.

4.2.3. The Costs to Displace a Ridge

The observation of scenario B inevitably leads to the question why moving many gold
atoms out of the way is energetically cheaper for the molecule than sliding down the
ridge into the valley. To find the real adiabatic pathways for either process would
require complex minimum energy path (MEP) calculations,3!? which are computatio-
nally not tractable for large systems like the one presented here. The pathways were
therefore approximated by performing a linear interpolation between the coordinates
of the starting and the final structure for the scenarios A and B, respectively. For
scenario B, in which the molecule displaces the ridge, the starting (r) and end geo-
metry (r-to-v) was taken and the coordinates then linearly interpolated to sample 9
structures in between. For scenario A, a constrained DFT geometry relaxation for the
molecule adsorbed on the r-position was performed. During that structural relaxation
the atoms of the gold surface were kept fixed to prevent any restructuring of the surface
and only the molecule was allowed to adjust (r-fix-position). Since the molecule stayed
in this local minimum instead of sliding down into the valley, a similar constrained
DFT geometry relaxation was performed with the molecule placed on the v-position
(v-fix-position). Subsequently, the optimized geometries of the molecule on the r-fix
and v-fix position were taken as starting and final geometry and a linear interpolation
between those coordinates was performed. At each of these intermediate structures
for pathway I and II, single point DFT calculations were conducted without further
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structure relaxation to obtain the binding energy of a-6T (more information can be
found in the appendix).

The resulting energy curves are presented in Fig. 4.7 a and b. Pathway I exhibits
no energy barrier. Surface and molecule gain energy by deforming the gold surface.
This process is self-propelled and does not need to be activated. Conversely, sliding
the molecule down into the valley costs an initial energy of ~ 0.3 eV. Once this barrier
is overcome, the molecule gains a total of 0.44 eV when it reaches the valley. This is
much less than the ~ 2.0eV gained in pathway I, indicating that the gold surface
will relax at endpoint r-to-v to accommodate the arrival of the molecule. The lateral
diffusion of the molecule is certainly a possible alternative process, but expected to be
kinetically hindered at low temperatures and accompanied by a response of the gold
surface akin to pathway I in scenario B.

The resulting DFT picture of an energetic preference for a-6T in a valley like
adsorption environment agrees with our collaborator’s experimental findings for a-6T
adsorption at very low coverages (0.015 monolayers).! The STM image depicted in
Fig. 4.8a illustrates that the a-6T molecules, represented as featureless, bright rods,
lie well-separated from each other and exclusively in valley positions.

A possible reason for the v-position preference over the r-position could be charge
transfer. Therefore, the magnitude of charge transfer was investigated for both positi-
ons based on a Mulliken population analysis.?*® Since the initial ridge position is not
stable against further surface deformation, the surface atoms were constrained and
charge transfer upon a-6T adsorption on the constrained valley and the constrained
ridge position (v-fix and r-fix) was compared. The Mulliken charge difference asso-
ciated with adsorption on the r-fix and v-fix position is visualized in Fig. 4.7 c. In
both cases, the surface has a higher negative charge after adsorption, most notably
around the molecule, as indicated by the blue, ring-like pattern. Moreover, the sulfur
atoms become positively charged after adsorption, indicating that the electron transfer
from the molecule to the surface proceeds mainly by depleting sulphur orbitals with
aromatic carbons being less affected. The total charge transfer from the molecule to
the surface amounts to 0.40 e~ for the molecule on the v-fix-position, but only 0.32 e~
for the molecule on the r-fix position. Hence, the amount of charge transferred is
reduced by ~ 20 % for the adsorption on the r-fix-position, which can also be inferred
from the lighter red color of the sulphur atoms. This smaller magnitude of charge
transfer is accompanied by larger adsorption distances of the sulphur (3.47A versus
3.31 A for the r-fix-position and the v-fix-position) and a less planar conformation of
the molecule on the r-site of the fixed surface as expressed by smaller median torsion
angles of 169° (see Tab. 4.1).

4.2.4. Discussion

In the following, the results obtained within the DFT framework are compared with
experimental observations. While in experiment organic film formation can be viewed
as a sequential process of more and more molecules arriving on the gold surface, DF'T
calculations are constrained to a finite coverage due to periodic boundary conditions.
In the present case, one molecule per 20 x 5 unit cell amounts to a coverage of
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24 %. When applying periodic boundary conditions, the low energy pathway (I) of
an adsorption-induced displacement of the reconstruction ridges becomes a concerted
shift of the complete Au reconstruction pattern across the (periodically treated)
surface. In contrast, in experiment the adsorption of a single molecule is a non-periodic
event. Any adsorption induced ridge displacements will be local to the adsorption
site of the molecule. Such local distortions will create defects such as stacking faults
or domain walls further afield. The formation of these defects will cost energy that
would have to be added to the adsorption energy of a single molecule for pathway
[ (scenario B) in a more complete model of the reconstruction process. The fact
that the STM image (depicted in Fig. 4.8 a for 0.014 ML coverage) does not reveal
any local ridge distortions does not rule out their presence, but it indicates that
the additional energy cost of ridge distortion and defect creation may add a barrier
to pathway I that exceeds that of pathway II (sliding off the ridge). This finding
may change with molecule size. In fact, it can be deduced that for the adsorption
of longer oligothiophene molecules (a-nT with n>6) ridge displacements will become
favorable, since the gain in relaxation energy scales linearly with molecular size, while
the defect creation likely scales sublinearly. This assumption is supported by the
recent report of a rigid ridge shift around a single adsorbed polymer molecule for
poly-3-hexyl-thiophene on Au(001).3!1
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Figure 4.8. — a: Low coverage adsorption of a-6T on Au(100). The molecules adsorb
exclusively in valley positions.! b: a-6T monolayer growth on two substrate
terraces. Two regions (2 and 4) with different adsorption morphology can be
distinguished on each terrace.?% ¢ apparent height scan along the white line
in panel b.

Another route towards overcoming the energy barrier for defect formation is to
increase the molecular coverage to a dense monolayer. In that case, the concerted
action of the molecules in self-assembled domains can even accomplish a temperature-
facilitated partial lifting of the surface reconstruction as observed in STM measure-
ments conducted at elevated temperatures.®® Figure 4.8 b depicts a large scale STM
image of a-6T at monolayer coverage at 387 K.8° Aside from large monolayer domains
separated by a substrate step edge (area 1 and 3) a stripe-like smaller region exhibits
a different structure on each substrate terrace (area 2 and 4). Fig. 4.8 ¢ depicts the
apparent height profile of the domains extracted along the white line. It shows that
the molecules in the two stripes 2 and 4 are approximately 0.07 nm #+ 0.01 nm lower in
height than the molecules in the large domains that are on the same substrate terrace,
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i.e. regions 1 and 3, respectively. 0.07 nm is exactly the aforementioned corrugation
height of the reconstructed Au(100) surface compared to the unreconstructed Au(100)
surface. This strongly indicates that in the areas 2 and 4 the a-6T molecules have
modified the gold surface and lifted reconstruction. Moreover, the a-6T film structure
in the areas 2 and 4 significantly differs from that in the areas 1 and 3. In both
structures, a-6T molecules are packed in molecular rows, but in the areas 1 and 3 the
long molecular axis of the molecules is oriented almost perpendicular to the direction
of the molecular rows, whereas in areas 2 and 4 it is at a 30° angle.®® This rotated
structure strongly resembles the adsorption pattern of a-6T on Ag(100),% a surface
that does not have any reconstruction.

Moreover, for the adsorption of styrene on Au(111) an adsorption-induced modifica~
tion of the periodicity in the Au(111) reconstruction even at very low temperatures was
proposed.™ An extension of the surface herringbone reconstruction was also observed
for the physisorption of dense layers of a-6T%! as well as Azure-A™ on Au(111); in
the latter case this effect was traced back to the cationic nature of the adsorbate,
which enables stronger molecule-surface interactions combined with the presence of
chloride anions that are known to affect the reconstruction of gold surfaces.?'? These
findings suggest that the unusual behavior of a-6T in Au(100) is not restricted to this
particular molecule, but could be generalized to other, weakly adsorbing molecules.

4.2.5. Conclusion

In this section, the first comprehensive first principles investigation of aromatic oli-
gomers on large, reconstructed Au surfaces is presented. The results reveal that a-6T
does not move off energetically ill-favored on-ridge positions, but instead moves the
ridge out of the way to create a preferred valley in which the molecule is then ac-
commodated. While for weak adsorbates metal surfaces have been seen as immutable
constraints that could be used to steer molecular adsorption, these findings illustrate
that the picture is more complicated. The Au surface must instead be understood as
soft and deformable even when only in contact with physisorbed molecules, and the
notion of distinct adsorption sites does not apply.
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4.3. From Flat to tilted: Oligothiophene Growth
beyond the Monolayer

In this work, domain formation and local morphology of a-sexithiophene (a-6T)
on Au(100) beyond monolayer coverage is investigated by combining high resoluti-
on scanning tunneling microscopy experiments with hybrid image-charge quantum-
mechanics/molecular mechanics calculations. a-6T is a prominent organic semicon-
ductor with real-life application whose opto-electronic properties are strongly determi-
ned by its packing structure in the device. The results presented in this section reveal,
that already in the second layer the molecules abandon the flat adsorption structure
of the monolayer and adopt a tilted conformation. Although that observed tilted
arrangement resembles the orientation of a-6T in the bulk, the observed morphology
does not yet correspond to a well-defined surface of the a-6T bulk structure. Instead,
the second layer acts as a structural transition zone between the flat arrangement in
the monolayer and the staggered orientation in the bulk structure.

4.3.1. Characterization of the Chiral Domains

Figure 4.9. — a: 1.5 monolayer coverage (Upr = 2.2V, 80K) on four substrate terraces
(I-1V).1 Two domains can be observed on terrace Il and IV respectively, that
differ in their growth direction with respect to the [1-10] direction.® b and
c: High resolution STM image of the two monolayer domains. Both domains
consist of exclusively of either the S-enantiomer (b) or the R-enantiomer (c)
of a-6T and differ in their orientation with respect to the [110] direction
(characterized by the angle «) and [1-10] direction (characterized by the
angle [3). Based on those angles, the chirality of the second layer can be
determined.

Fig. 4.9 a shows a large scale STM image of a 1.5 monolayer coverage of a-6T on
Au(100) on four different substrate terraces (I-IV) with terraces II-IV being sufficiently
resolved for analysis. On terrace II and III growth of two different, densely packed
monolayer domains of a-6T can be observed which are further denoted as 1S (terrace
IT) and 1R (terrace III). The a-6T monolayer grows in a Frank-van-der-Merwe mode,
i.e. with increasing deposition the formation of a full monolayer instead of three
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dimensional islands can be observed. The molecules adsorb flat and in well-ordered
molecular rows with the long molecular axis (LMA) approximately parallel to the
[110] direction and almost perpendicular to the direction of the molecular rows.

The two monolayer domains differ in their growth direction of the molecular rows
with respect to the [110] direction as well as the orientation of the long molecular axis
of the individual molecules with respect to the [1-10] direction. The orientation of the
individual molecules and the direction of the molecular rows can be characterized by
two angles a and 3, respectively, as visualized in the two insets in Fig. 4.9 b and
c. In the 1S domain, the angle « enclosed by the [110] direction and the LMA of
the molecules (blue dotted line) and the angle 5 between the growth direction of the
molecular rows (indicated by a white arrow) and the [1-10] direction are both < 0. In
the 1R domain, however, the angle a as well as the angle § are both > 0.

Fig. 4.9 b shows a high resolution image of such a 1S domain (the corresponding
large scale STM image can be found in Ref. 1). The molecules are clearly resolved
and comprise six bright protrusions that correspond directly to the six thiophene units
of the molecule and are arranged in a zig-zag pattern. Interestingly, all molecules in
domain 1S exhibit the same orientation of the zig-zag pattern that can be assigned to
an adsorbed a-6T molecule in the S-enantiomeric form.% Hence, domain 1S contains
exclusively a-6T molecules in their S orientation. The molecularly resolved STM image
of a 1R domain is shown in Fig. 4.9 c¢. Compared to Fig. 4.9 b, the zig-zag patterns of
all molecules are exclusively oriented into the opposite direction and therefore domain
1R comprises only a-6T molecules in the R-enantiomeric form.

In both domains, the surface unit cell contains one molecule and similar unit cell
vectors of |a| = 25.9A and |b| = 6.5/6.8 A (1S/1R). The different orientation of the
molecular rows in the two domains, however, is reflected in different cell angles of the
surface unit cell as presented in Tab. 4.2. In the 1S domain the unit cell angle is smaller
than 90° (roughly 87°), whereas in the 1R domain the unit cell angle is larger than
90° (95°). That deviation of the cell angle from 90° leads to a small translation of the
molecules in the adjacent row. As a result the terminal C, atoms of the molecule in one
row are placed between two adjacent molecules in the next row, which is highlighted
by a red rectangle in the inset of Fig 4.9 b. This small translation of the molecular
rows within one layer, further denoted as A2 facilitates a closer contact between

molecules of two adjacent rows and hence increases the packing density, as discussed
for a-6T on Au(111).%

On terrace II and IV growth of island-like domains of a-6T on top of the monolayer
can be observed. With an apparent height of ~ 3.1 A, the domains that grow on
the monolayer consist only of one layer of molecules, indicating a continuation of the
layer-by-layer growth mode (Frank-van-der-Merwe growth) with the second layer.!
On terrace 11, highlighted by a blue rectangle enclosing terrace I and II, the growth
behavior of the second layer domain at step edges and domain borders of the monolayer
can be studied. It is visible that the growth of the bilayer on terrace II stops at the
I/II and II/III step edges. In addition, the bilayer grows only on the 1R domain
(monolayer) of terrace IT and does not extend beyond the domain border.

Similar to the first layer, the molecules in the second layer assemble in two enan-
tiomeric pure domains that can be distinguished by the characteristic angles o and
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[ that describe the orientation of the individual molecules and that of the molecular
rows. For the second layer domain on terrace II, both angles are similar to that of the
underlying 1R domain, implying a 2R second layer on top of a 1R monolayer (2R@Q1R
bilayer structure). On terrace IV, the orientation of the molecular rows and individual
molecules in the second layer domain is equal to that of the 1S domain on terrace 1I;
evidently that second layer is of S chirality (2S). Unlike to the second layer domain on
terrace 11, the chirality of the underlying monolayer domain cannot be determined.

Table 4.2. — Measured lattice constants [A] and angle [°] of the unit cell of monolayer of
a-6T on Au(100)! in comparison with lattice constants of the a-6T-(010)
terminated surface.

Structure |al b vy
1S 25.9 6.5 871
1R 25.9 6.8 95+£1

6T(010)%18 44708 6.029 89.4

C lateral shift A

w@%}%@:

[1; 101M[1101

d shift along LMA A,
<—LMA e

Figure 4.10. — a: STM image of a 2S5 domain on a 1S domain (25@1S).} The image
indicates a shift of the second layer molecular rows in the lateral direction
parallel to the [110] direction (green lines) and along the long molecular axis
of the individual molecules (red and blue line) with respect to molecules
in the first layer. b: Visualization of the lateral shift. c: View along the
molecular rows of the computed 2S@1S structure confirming the lateral
shift observed in the STM images (~ 2.5A). d: View along the LMA of
the computed 25@1S structure exhibiting a median shift of 2.3 A along the
LMA of the molecules.

4.3.2. Lateral Position of the Second Layer Molecules

After characterizing the global structure of the bilayer domains, the local morphology
and structural features of the individual molecules in the different domains will be
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discussed in the following by the example of a high resolution image of a 2S domain
presented in Fig. 4.10 a. It can be seen that the orientation of the individual molecules
as well as the molecular rows in the underlying monolayer is equal to that of the
second layer. Hence, Fig. 4.10 a depicts a 25@Q1S bilayer structure. Snapshots of the
corresponding computed 25S@1S bilayer are presented in Fig. 4.10 b-d.

As discussed in the previous section, two molecules in two consecutive rows in the
monolayer are not perfectly aligned but slightly translated by a shift A which is
indicated by a red rectangle in Fig. 4.10 b. As a consequence, molecules in the second
layer that were located directly above the molecules in the first layer should exhibit
as well such a translation in row direction compared to the molecules in the adjacent
row in the first layer. This expected position is visualized by a dark green line in
Fig. 4.10 a and Fig. 4.10 b. Comparing the positions of the molecules in the first
and in the second layer of two adjacent rows, however, it becomes visible that they
are directly aligned and lack the expected translation in row direction. The actual
position is indicated by a bright green line in Fig. 4.10 a and Fig. 4.10 b. This implies
that the molecules in the second layer are not directly on top of the molecules in the
first layer but laterally shifted.

This lateral shift, further abbreviated as Aj,; was also confirmed and quantified by
the performed QM/MM calculations. Fig. 4.10 ¢ shows a view along the molecular
rows of the computed 2S@18 structure. The lateral shift of the long molecular axis of
the second layer molecules is clearly visible and leads to a brick-like arrangement of
the molecules in the second layer. With 2.5 A, the median lateral shift is in agreement
with the experimentally found one of roughly 3 A (see Tab.4.3).

Aside from the the lateral shift, Ay, the molecules in the second layer are also
translated in direction of the LMA as indicated by the red and blue dotted lines in
Fig. 4.10 a. The red dotted line marks the end of one molecular row and the beginning
of the next molecular row in the first layer, whereas the blue dotted line indicates the
end of one molecular row in the second layer. It can be seen that the blue line is
shifted with respect to the red line. Hence, the molecules in the second layer are not
exactly on top of the molecules in the first layer but are shifted ~ 3 A along their
LMA with respect to the molecules in the first layer.

The computed 2S@1S structure is presented in Fig. 4.10 d which depicts the
molecules with their LMA parallel to the paper plane. The end of one row in the
first and second layer is highlighted by red and blue circles, respectively. It can be
seen that, in agreement with the experiment, the upper layer molecules are shifted
along their LMA which is indicated by the blue arrow. The median shift along the
LMA of the upper layer molecules is ~ 2.3 A and will further be denoted as Apyia. The
shifts Apya and Ay, are also present in the bilayer of opposite chirality, 2RQ1R (see
Tab. 4.3) which indicates that those two shifts are universal, characteristic features
of the a-6T second layer regardless of the chirality of the domains.

4.3.3. Molecular Orientation in the Second Layer

The investigation of the molecular orientation with respect to the surface normal
reveals that the molecules in the second layer are arranged as in scenario III, see
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Table 4.3. — Computed bilayer structures, their observation in the experiment, their relative
energy and structural features: AE [kJmol~!] is the energy difference per
molecule a-6T of the respective structure with respect to the 25@Q1S IlI-
structure (AE = Esyructure — Eosals—c), ALma [A] is the shift along the
LMA, Ay [A] is the shift of the molecules in lateral direction, and ¢ [°] is
the tilt around the LMA of the second layer molecules.

structure in Fig. 49 AE A[A] Apua )
25Q@1S III yes 0.0 2.5 2.3 9-17
2S5Q@1S 1I no 0 2.2 0.2 10-12
2R@1R  III yes 2 1.9 0.8 9-17

a-6T bulk 1II - - 2.7 1.2 33

Figure 4.3 b. This conclusion can be derived from high-resolution STM measurements
in combination with computational structure search and calculations of the electronic
density discussed in the following.

The high resolution STM image of a 2R island displayed in Figure 4.11 a shows
a distinct protrusion pattern for the molecules in the second layer. Details of the
molecular electronic structure are visible since the first layer decouples the electronic
structure of the second layer from the surface. This is a known effect exploited
previously by using NaCl films for imaging molecular orbitals.”® On the contrary,
high resolution images of the monolayer display the molecules as featureless, bright
rods. since the direct contact with the metal surface leads to a perturbation and
broadening of the molecular electronic states. One molecule in the second layer is
represented by six droplet-shaped, well separated protrusions of different brightness
followed by a blurry extension. In Figure 4.11 a, the protrusions are indicated by blue
marks and the blurry extensions by a black line. The six droplet-shaped protrusions
are arranged in three pairs. The brightness pattern of the protrusions and the blurry
extension extend the periodicity of the STM from one to two molecules per unit cell
which are denoted in the following as M1 and M2. This is the first indication that
molecules are staggered as in scenario III. For structures I and II, the unit cell should
contain only one molecule.

In order to assign the protrusion pattern in the experimental STM image to structu-
ral motifs in the molecules, the probability density (||®romol|?) of the highest occupied
molecular orbital (HOMO) is computed. The distribution of the electron density of the
HOMO of an isolated a-6T molecule is displayed in Figure 4.11 b and exhibits several
nodal planes: one within the molecular plane and eleven perpendicular to the latter
passing through the center of the thiophene units and through the interring bridges.
In the following, the six thiophene units for molecules M1 are denoted with T1-T6
and for molecule M2 with T1-T6’ (see Figure 4.11 b). For each thiophene unit a pair
of droplet-shaped lobes can be observed. For molecule M1, the density distribution of
units T2, T4 and T6 resembles in symmetry and shape the protrusion pattern in the
experimental STM, while for molecule M2 the resemblance is found for units T1’, T3’
and T5H’. The other thiophene units are not resolved in the experimental image.

Before discussing why only three out of six thiophene units appear in the STM
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Figure 4.11. — a: High resolution STM image of the 2R second layer measured at a bias
voltage of —1.35 V showing a protrusion pattern and two molecules in
the unit cell labeled as M1 and M2.} b: Computed density of the HOMO
for an isolated a-6T molecule. The molecule is oriented as in the 2R@Q1R
structure with the sulfur of the first thiophene unit (T1, T1") pointing to the
right. c: Computationally optimized 2RQ1R structure exhibiting a staggered
arrangement as in scenario lll. d and e: Top-view of the optimized bilayer
and corresponding color-coded profile of the relative height of the atoms in
the second layer (€). The lowest atom is set to 0. g: Calculated STM image
of the 2RQ@IR structure at an isovalue of 10~* (d) and 107° (e).

image, the electronic structure of a thiophene monomer is discussed in more detail.
Thiophene has six p electrons: four from the C atoms and two from the sulfur atom.
The first three occupied states have m-character and are occupied by the p electrons.
To gain insight in the buildup of the molecular 7 orbitals, the molecular orbitals
of a single thiophene have been computed and plotted (see Appendix A.2.3.3). As
shown in Figure A.7 in the Appendix, the p orbital of sulfur is not contributing
to the HOMO. The same is true in the oligomer, which is discussed in terms of of
symmetry arguments in Ref. 314. This is in agreement with the plot of ||®nomoll?
for the isolated a-6T molecule (Figure 4.11b), which shows a reduced density at the
sulfur atoms. The alternating pattern of visible and non-visible thiophene units in
the STM image indicates height differences between the Cyz atoms of adjacent units.
The comprehensive computational structure search found indeed a tilted, staggered
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arrangement as shown in Figure 4.11 c. The computed tilt angles ¢ are 9° — 17° and
the height profile of the molecules in the second layer is presented in Figure 4.11 e. For
molecule M1, the Cg atoms of the units T2, T4, and T6 point upwards and the sulfur
atoms downwards, whereas the opposite holds for the units T1, T3 and T5. Molecule
M2 is tilted in the opposite direction and Cg atoms of T1’, T3’, and T5’ are directed
away from the surface. Since the HOMO has the largest density at the Cg atoms and
due to the strong decrease in the tunneling probability with increasing distance, the
HOMO is only visible for the units where the Cg atoms point towards the STM tip.
This is directly confirmed by the computed STM image shown in Figure 4.11 f. The
units with Cg atoms tilted upwards appear as a bright pair of droplet-shaped lobes.
The other units are significantly darker.

The protrusions in the experimental image that have been assigned to the units
T6 and T1" appear on average darker than the other protrusions. This variation in
brightness can be observed to some extent also in the computational STM images.
Some of the T6 and T1” units are bent towards the surface as evident from the height
profile in Figure 4.11 e. As a result, they are noticeably darker in the STM. This
becomes more obvious when plotting the computed STM at a lower isovalue (107°) to
facilitate comparison to experiment, see Figure 4.11 g. As in the experimental image,
the units T2, T4, T3’ and T5’ dominate in brightness. Furthermore, they superimpose
the shape of the lobes originating from the thiophene units where the Cg atoms point
downwards. In addition, the lobes of the terminal units T1 and T6’ have no longer a
distinct shape resembling the blurry extension in Figure 4.11 a.

In summary, the following four points are strong evidence that the molecules in
the second layer are arranged in a staggered configuration (scenario III): i) There
are two molecules in the unit cell. ii) The computed HOMO density of the a-6T
molecule shows droplet-shaped lobes organized in pairs, which is also observed in the
experiment. For a flat structure six pairs are expected. However, only three out of six
appear in the STM. iii) The structure optimization yields a staggered arrangement
and iv) the corresponding computed STM image resembles strongly the experimental
image, in particular, when plotted at lower currents. Note that the electronic structure
of the metal is not explicitly accounted for in our computational model, which confirms
that the second layer is decoupled from the metallic surface.

The computational optimization procedure yields also a staggered structure for
the 25@1S bilayer. The structural features are similar to 2RQI1R, see Table 4.3.
Interestingly, the computational structure search also resulted in a 25S@Q1S structure
with a configuration as in scenario II, i.e., the molecules in the second layer are always
tilted in the same direction, see Figure A.8 (Appendix A.2.3.3). Both structures,
25Q1S-IT and 25S@1S-I1II, are equal in energy. For 2R@1R, a structure of type II has
not been obtained. Furthermore, there is no experimental evidence for equally tilted
arrangements for any of the bilayers.! It might be indeed that structures II and III are
similar in energy. In fact, scenario II resembles more closely the a-6T bulk structure
than III, as will be discussed in Chapter 4.3.4. However, the computational model
applies periodic boundary conditions and is too small to capture domain effects. Even
though the wave functions in the second layer reflect those of molecular orbitals, the
hybridization with the surface is not zero. Both effects might tip the energy balance
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towards structure III.

2R@1R 1II

Figure 4.12. — Relaxed 2R@1R (a), and 25@1S Il structures (b), which are all approx.
equal in energy. ¢ a-6T-(010) surface. The tilt angle ¢ and the vertical
translation, Az of the molecules are highlighted by a green rectangle and
two yellow lines, respectively. e and f: Visualization of the shifts A, (e)
and Apya (F) in the a-6T bulk structure.

4.3.4. Transition to the Bulk Structure

In the following, the transition from the flat monolayer into the herringbone structure
that a-6T adopts in the crystal is discussed, based on the structural motifs found for
the second layer. The structure of the second layer of a-6T on Au(100) already begins
to resemble the packing in the (010)-terminated molecular crystal, which becomes
apparent from a comparison of the computed 2R@Q1R and 25SQ1S bilayer structures
depicted in Fig. 4.12 a and b in comparison structural features of the a-6T (010)-
oriented bulk structure as presented in Fig. 4.12 c-e.

The atomistic (010)-oriented a-6T bulk structure is presented in Fig. 4.12 c. The
AB stacking of the molecules is visualized by different colors, blue for the B layer,
orange for the A layer, with the molecules in the second row being depicted in a lighter
color. Within one layer, the first molecule is shifted in z-direction compared to the
second one. This vertical translation is highlighted by two yellow lines in Fig. 4.12 ¢
and will be further denoted as Az. Moreover, the molecules are tilted by ¢ ~ 33°2%
with respect to the (010) plane. All molecules in one layer are tilted in the same
direction, similar to structure Il depicted in Fig. 4.3.

Fig. 4.12 d and e depict the structural motifs of the a-6T (010)-terminated crystal
in more detail. In addition to the molecular tilt that was already visible in Fig. 4.12
c, a lateral shift, Ay, of = 2.7A and a shift along the LMA Apya of = 1.2A
can be observed. The lateral translation, Ay, of the computed and experimentally
measured bilayer structures already resembles that of the a-6T molecules in the bulk
structure, namely 1.9 A for the computed 2R@1R structure, 2.5 A for the computed
25@18S structure, and ~ 3 A for the experimentally measured 2S@1S structure (see
Table 4.2). The molecular shift along the LMA, Aja, of the measured and computed
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258@18 bilayer structures amounts to ~ 3 A and ~ 2.3 A and is therefore significantly
increased compared to the bulk structure (= 1.2A). This enhanced shift can be
explained by the presence of the metallic surface: a lateral shift of ~ 2.3A — 3A
locates the outermost thiophene unit directly above the gap between two molecular
rows in the first layer, enabling some of the molecules to bend the first thiophene unit
downwards and thereby to maximise the interaction with the surface. Such a bent
conformation of the first thiophene unit of some molecules has been observed to some
extend in the computed structures (see Fig. A.9 in Appendix A.2.3.4) and occurs most
likely also in the experimentally determined structure as derived from the brightness
variation in the STM image of the 2R structure (see Fig. 4.11 and Section 4.3.3).

Despite the appearance of characteristic structural features of the a-6T (010) ori-
ented bulk structure in the 2R and 2S layers, the arrangement of the molecules in
the second layer does not yet coincide with that of the molecules in the a-6T bulk
structure. The structural differences comprise the lattice constants of a-6T in the
second layer and the a-6T crystal, the vertical translation, Az, and the orientation
and magnitude of the molecular tilt, ¢.

For the the surface unit cell of the second a-6T layer, the experiment measured
increased lattice constants compared to the high temperature bulk structure, namely
la| ~ 51.8 A and |b| ~ 6.5 A /6.8 A for the experimentally determined 2R@1R structure
and 2S@1S structure, respectively.! In comparison, the lengths of the surface unit
cell vectors of the a-6T (010) surface are |a| = 44.708 A and |b| = 6.029 A2 (see
Tab. 4.2). Such an enlarged surface unit cell, that has also been observed for a similar,
rod-shaped like molecule,'® can be explained by the flat monolayer structure that is
incommensurate with any possible contact plane of the a-6T molecular crystal. The
lattice mismatch between the unit cell of the flat monolayer and the a-6T (010)
oriented cell enforces a coherently strained surface unit cell of the consecutive layer
and leads to elongated surface unit cells in a-6T thin films. In the transition to thicker
films, that strain energy associated with the elongation of the unit cell will accumulate
and reach a critical point where the formation of dislocations becomes energetically
more favorable. By creation of misfit dislocations, the lattice constant of the a-6T
molecules in the film will eventually approach that of the a-6T bulk structure.

The flat monolayer structure is also responsible for the absence of the vertical
translation, Az, in the computed bilayer structures and the experimental observations,
since the planar conformation of the molecules in the monolayer enforces a similar
adsorption height of the molecules in the second layer.

Compared to the (010)-oriented a-6T surface, the tilt angle, ¢, of the molecules in
the second layer of the bilayer structures differs in magnitude and orientation. In the
(010)-oriented bulk structure, the molecules in one layer are tilted in equal direction,
similar to structure II depicted in Fig. 4.3 b, while the measured and computed
2R@IR structure and 2S@1S structure exhibit a staggered arrangement similar to
structure III in Fig. 4.3 (b). Moreover, the tilt angle of the molecules in the second
layer amounts to 9° — 16° which significantly reduced compared to the tilt angle of
the molecules in the bulk structure (33°). The alternately tilted arrangement of the
second layer molecules in the 25Q1S and 2R@1R structure III resembles a hybrid
structure of layer A and B of the a-6T (010)-plane respectively, does not yet fully
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correspond to the molecular packing in the bulk.

To reach an ordered a-6T bulk structure, a misfit dislocation has to be created after
a critical layer thickness, as in case of the lattice constant. This misfit dislocation
comprises a vertical translation that shifts every second molecule by |b] — Az. As a
result, the molecules within one layer will adopt equally tilted configurations and be
vertically shifted by a Az that is similar to that of the bulk structure. With progressing
layer thickness and thus decreasing influence of the metallic surface, we also expect
the magnitude of the tilt angle to increase and converge towards that of a-6T on the
bulk structure.

Interestingly, for p-sexiphenyl (p-6P), a rod-shaped organic semiconductor with
a similar packed bulk structure,931 a staggered second layer structure on top of
a flat monolayer was found on Cu(110)3%31% and Ag(001).32° An identical growth
behavior on metallic substrates might therefore be expected for all similar, rod-like
organic molecules: While on non-metallic surfaces such rod-shaped molecules exhibit
either a quasi-standing or a tilted molecular geometry, corresponding to a well-defined
crystal plane, the comparably stronger interactions with the metallic surface enforce
a flat lying monolayer that is not necessarily commensurate with any contact plane of
the organic crystal. Upon increasing molecular coverage the influence of the metallic
substrate gets successively screened, the molecule-molecule interaction in the conse-
cutive layer becomes dominant and the molecular structure progressively merges into
a well-defined crystal plane of the organic bulk.

4.3.5. Conclusion

The investigation of the second layer morphology of a-6T on Au(100) by high-resolution
STM measurements in synergy with hybrid QM /MM calculations reveals two chiral
domains, 2R and 28, that share three characteristic structural motifs. The first two
motifs comprise a lateral shift and a shift in direction of the long molecular axis of
the molecules in the second layer with respect to the molecules in the first layer.
As third characteristic motif, a tilt of the molecules around the long molecular axis
was observed, that led to a staggered arrangement of the molecules in the second
layer. While these three characteristic structural features lead to a strong resemblance
to packing in the (010)-oriented a-6T bulk structure, none of the found structures
coincides with a well-defined plane of the a-6T crystal. Hence, the second layer
should be regarded as a structural transition zone where the attempt of the a-6T
molecules to adsorb with a specific contact plane on the flat monolayer has not yet
outbalanced the effect of the metal surface. However, in the transition to thicker films,
we expect the a-6'T molecules to adopt progressively the well-ordered arrangement in
the (010)-terminated bulk structure.

Together with reports of a similar bilayer structure for the related rod-shaped
organic semiconductor p-6P on Cu(110)3°%315 and Ag(001)%?° our findings for a-6T
on Au(100) encourage the assumption of a unified growth mechanism that could
be generalized to all similar rod-shaped organic semiconductors on arbitrary metal
surfaces.
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5. Summary

This thesis investigates the structural and dynamical features of organic, functional
molecules under different constraints applying force field based molecular dynamics,
density functional theory calculations, and hybrid quantum mechanics/molecular me-
chanics approaches.

Project I addresses the conformational fluctuations of the chromophore phyco-
cyanobilin (PCB) in the second GAF domain of the cyanobacteriochrome AnPixJ,
AnPixJg2. AnPixJg2 belongs to the larger class of photosensory proteins which trigger
biochemical processes in response to electromagnetic radiation. For this purpose, they
incorporate chromophores that are able to reversibly switch between two conformatio-
nal states with different absorption properties:?? a biologically inactive state, usually
denoted “dark stable state” and a biologically active state, the photoproduct state.

Based on force field molecular dynamics simulations, two structural sub-states of
the chromophore in the dark stable state of AnPixJg2 are characterized in Project
I, from which only one was previously known from crystallographic data. These two
sub-states differ in the orientation of the D-ring. In the structural sub-state I, which is
equivalent to the conformation of the chromophore in the crystal structure, the D-ring
is oriented above the tetrapyrrole ring plane, while in the structural sub-state II the
D-ring is rotated below the tetrapyrrole ring plane. Both sub-states interconvert on
time scales of 10ns — 500 ns. This theoretical finding is corroborated by NMR data,
which report a signal splitting in the *C MAS NMR suggesting the presence of a
heterogeneous mixture of D-ring isomers.?”? Moreover, investigations on the solvation
of the chromophore binding pocket and the flexibility of amino acids adjacent to
the chromophore contributed to the understanding of the mechanism behind the
different absorption properties of dark stable state and photoproduct state. Previously,
two contrary mechanism were discussed, the “hydration model”?¢! and the “trapped
twist model”.??! The former one explains the shift in the absorption maximum by
a change in the solvation pattern that is mediated by the presence/absence of a
bulky tryptophane residue that shields the chromophore binding pocket.?! The latter
one correlates the different absorption properties in the photoproduct state with a
strongly twisted geometry of the chromophore that distorts the conjugation of the
system.??! The results from force field molecular dynamics simulations presented in
this thesis reveal a highly dynamical behavior of this tryptophane residue that is in
contradiction to a potential role in shielding the chromophore binding pocket. Moreo-
ver, quantification of the amount of solvent molecules shows a considerably hydrated
chromophore binding pocket in the dark stable state which rules out the hydration
model. These findings are in agreement with currently published results stating that
the absorption spectrum is exclusively dominated by the effective conjugation length
in the chromophore?™
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5. Summary

In summary, the findings presented in the first part of Project I demonstrate
the ability of molecular dynamics simulations to access and characterize structu-
ral sub-populations which cannot be observed in crystallographic measurements due
to crystallographic confinement, i.e. low temperature, and the absence of solvent
molecules. Together with findings of structural heterogeneity in other, functionally
related photosensory proteins,t353847 these results further accumulate evidence that
structural heterogeneity is a unifying feature in CBCRs and related photosensory
proteins.

In the second part of Project I, the effect of a conserved tyrosine residue on the
conformation of the chromophore has been elucidated by in silico mutation against
a non-polar phenylalanine residue. An extensive force field molecular dynamics si-
mulation on the ps time scale revealed a third structural sub-state, sub-state III,
which was not observed in the wild type and therefore, most likely, has been induced
by the mutation. In sub-state III, both, the A-ring and the D-ring, are oriented
below the tetrapyrrole ring plane. Persistent hydrogen bond interactions between the
A-ring and adjacent amino acids that are established in sub-state III, stabilize the
downward rotated conformation of the A-ring on the time scale of 1ps and prevent
conversion back into sub-state II or sub-state I. Mutation of TYR302 also affects the
conformation and rigidity of the C-ring propionate chain which persistently adopts
a stretched, stable configuration in the wild time. Transition into sub-state III in
the mutant, however, leads to an increased disorder of the C-ring propionate chain
configuration which dynamically fluctuates between a stretched configuration and a
downward bent configuration. This dynamical behavior of the C-ring propionate side
chain in the absence of TYR302 illustrates that TYR302 is responsible for stabilizing
the conformation of the propionate side chain, and not the adjacent arginine residue as
previously assumed.?® The results presented in the second part of Project I highlight
the role of TYR302 in stabilizing the structural sub-states I and II in the parent ground
state of AnPixJg2. Since this tyrosine residue is highly conserved among the different
subgroups of phytochromes and CBCRs?? the findings presented in this thesis are also
relevant for other CBCRs and phytochromes.

While Project I focuses on the conformation of a chromophore under the influence
of the soft and flexible constraints provided by the protein environment, Project II
elucidates structural assembly of organic, semiconducting molecules on well defined,
nano-structured surfaces. In the first part of Project II, single molecule adsorption
of the oligothiophene a-sexithiophene (a-6T) on the reconstructed Au(100) surface is
investigated by all-electron DFT calculations.

Due to its large scale reconstruction, the Au(100) surface exhibits a complex height
modulation consisting of reconstruction rows which offer different adsorption sites.
These sites, which can be broadly classified into on ridge and in valley of the recon-
struction rows, differ with respect to the adsorption strength of the molecule. The
computational results obtained in Project II show that a-6T prefers to adsorb in
valley of the reconstruction rows. Moreover, the analysis of charge transfer processes
between molecule and surface suggests that this preference is mainly caused by an
increased magnitude of charge transfer between the molecule adsorbed in-valley of the
reconstruction rows compared to more unfavorable sites. Surprisingly, when placed
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on the ill-favored site on the ridge of the reconstruction rows, the molecule does
not slide off the ridge during reconstruction. Instead, it alters the reconstruction
pattern by shifting the reconstruction row aside and creating itself the preferred
in-valley adsorption environment. These findings challenge the established concept
of well-defined adsorption sites and illustrate that the gold surface must instead be
seen as soft and deformable.

In the second part of Project II, structural assembly of two layers of a-6T on
Au(100) is investigated by hybrid quantum mechanics/molecular mechanics calculati-
ons in combination with experimental scanning tunneling microscopy (STM) measu-
rements. In the first layer, the direct contact with the metal surface strongly disturbs
the electronic structure of the adsorbing molecules and as a result the molecules
appear as featureless, bright rods in the STM image. In the second layer, however,
the underlying first layer leads to a decoupling of the electronic states of molecules and
metal and individual features of the molecular orbital density can be studied by STM.
The results presented in this thesis demonstrate the potential of theoretical structure
searches followed by the calculations of STM images to aid with the interpretation
of those features in experimentally measured STM images and link them to the
atomistic structure of the molecules on the surface. With this joint experimental
and theoretical approach, the growth of a-6T beyond the first molecular layer on
the gold surface is studied. The findings obtained in Project II show that the
molecule-molecule interactions become significant already in the second layer. Due to
this increased influence of the molecule-molecule interactions, the molecules abandon
the flat adsorption structure found for the monolayer and start to adopt a staggered
alignment that resembles the conformation of the molecules in the a-6T crystal.
This thorough characterization of the local structure of a-6T layers on the gold
surface will open new perspectives for understanding structural assembly of similar
rod-shaped organic semiconductors on metal surfaces. In combination with future
work targeted on the electronic properties of the a-6T layer on gold, the structural
model established in this work will contribute to the elucidation of structure-property
relations of oligothiophenes on metallic substrates.
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A. Appendix

A.1. Appendix to Project |

A.1.1. Methods
A.1.1.1. Computational Details

The initial starting geometry for the Pr state of AnPixJg2 was taken from the crystal-
lographic structure of AnPixJg23® (PDB code: 3W2Z). Hydrogen atoms were added
using the VMD tool PSFGEN 1.6.23%2 and the titration state of all ionizable amino
acid side chains was set to correspond pH 7.0 . For histidine, which has a pKa of 6.0 the
protonation state was determined by visual inspection of the chemical environment,
which is the usual procedure.*6?6! Regarding the two HIS residues in the chromophore
binding pocket, HIS322 was protonated at the e- and d-nitrogen and is thus positively
charged whereas HIS318 was protonated at the d-nitrogen and hence is neutral. The
carboxyl groups of the propionate side chains of the B-ring and the C-ring of the
chromophore were deprotonated and thus negatively charged. The whole structure
was solvated in a box of TIP3P water®?® and neutralized using the VMD solvate
tool.322

The MD simulations were carried out with NAMD??® using periodic boundary

conditions (PBC). CHARMM force field parameters!®32* were employed to describe
the protein whereas the parameters for the chromophore were taken from Kaminski
et al.*® Prior to the final run of 940 ns, an equilibration of the entire system consisting
of a minimization run followed by heating to 300 K was carried out. The production
run was performed in the NPT ensemble using the combined Nosé-Hoover Langevin
piston method??®3% as implemented in NAMD. The long-range electrostatic inter-
actions were treated via the particle-mesh-Ewald method??% whereas for the van der
Waals interactions a cut-off of 10 A in combination with a smoothing function was
employed. During the whole run, the bond lengths between the heavy atoms and the
hydrogen atoms were fixed using the SHAKE algorithm,?!? allowing time steps of
2fs. The resulting trajectory was analyzed using the python packages MDAnalysis,*27
Numpy,**® and Pandas.??® The plots were generated using Matplotlib®? whereas all
molecular structures were rendered with VMD3?2 and Chimera.33!
The crystal structure and the simulated structure were compared by means of root
mean square deviations (rmsd) and root mean square fluctuations (rmsf). Hydrogen
bond interactions were calculated based on the geometric criterion*? using a donor-
acceptor cut-off distance of 3.5 A and a cut-off of 20° for the donor-hydrogen-acceptor
angle.
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A.1.1.2. NMR Experiments

The 1D '3C cross-polarization magic-angle spinning (CP/MAS) spectra were recorded
using a Bruker AV-750 WB spectrometer (Karlsruhe, Germany) equipped with a 4 mm
triple-resonance MAS probe (Bruker). About 1.3 mg holo-AnPixJg2 generated by in
vitro assembly with uniformly 3C- and “N-labeled PCB chromophore was used in
this study. Both Pr and Pg photostates of the sample were investigated with the
remaining fraction of the other state negligible for NMR measurements at 233 K (gas
readout temperature) with a MAS rate of 13kHz (£3 Hz). A detailed description of
the NMR acquisition and processing parameters can be found elsewhere.?™

A.1.2. Data Analysis of the MD Trajectory
A.1.2.1. Structural Properties: Root Mean Square Deviations (rmsd)

Structural differences between a reference structure (e.g. the structure obtained from
crystallographic measurements) and a simulated structure are most commonly expres-
sed in terms of the root mean square deviation (rmsd) of the atomic coordinates. The
rmsd is defined as follows:

rmsd — | = - Z (wi — ulr-ef)2 (A.1)
i=1
u; are the coordinates of the investigated structure and ui®® are the coordinates of
the reference structure, N is the number of atoms in the considered atom group. This
means that for each frame of the trajectory an averaged rmsd value for the regarded
atom group is obtained.

A.1.2.2. Dynamical Properties: Root Mean Square Fluctuations (rmsf)

The relative flexibility of the individual atoms can be obtained by calculating their
root mean square fluctuations (rmsf). The rmsf are the standard deviation of the
respective atomic coordinates and are given by:

T

1 _ 1o
rmsf; = ?Z(uj (t;) — ;) (A.2)

=1

u (t;) are the atomic positions of particle j at time t, u are the atomic coordinates of
the averaged structure of the molecule and 7' is the number of frames during which
the fluctuations of the atomic coordinates are observed.

A.1.2.3. Planarity of the Chromophore during the Simulation

In order to characterize the planarity of the chromophore during the simulation time,
the dihedral angles between the individual pyrrole rings are computed. Special focus
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a double bond dihedral b single bond dihedral C
Q

J

Figure A.1. — a-b: Definition of the single bond and double bond dihedral around the A-B
and C-D methine bridge. c: Definition of the B-C reference plane and the
A-ring as well as the D-ring plane.

is given to the dihedral angles around the A-B and C-D methine bridge. As visible
in Fig. A.1, those dihedral angles can either enclose the double bond (double bond
dihedral) or the single bond (single bond dihedral) which are highlighted in blue
and red, respectively. Moreover, the planarity of the A-ring and D with respect to
the B-C-ring plane is calculated. The B-C-reference plane as well as the A-ring and
D-ring plane are visualized in Fig. A.1. In order to measure the degree of planarity
during the simulation run, the normal vector of the A-ring plane as well as the D-ring
plane has been projected on the normal vector of the B-C-ring plane. In case the
A-ring plane (or the D-ring plane) and the B-C-reference plane are in one plane, i.e.
totally planar, the projection is 1. If the A-ring (or the D-ring) are tilted with respect
to the B-C-reference plane, the projection is < 1.

A.1.2.4. Hydrogen Bond Occurrences

The existence of a hydrogen bond between a donor, further denoted as d, and an
acceptor, a, is calculated using a geometric criterion. According to this geometric
criterion, hydrogen bonding between a and d occurs, if the distance between d and
a is below a certain threshold and the angle between d, the hydrogen atom bound to
d, and a is larger than a certain cut-off angle.?3? In this work, a distance criterion of
3.5 A*and a cut-off angle of 160° is used.

A.1.2.5. Solvation of the Chromophore Binding Pocket

To evaluate the amount of water in the chromophore binding pocket, the number of
solvent molecules in a distance of 3.5 A around the heavy atoms of the tetrapyrrole
rings excluding the side chains was quantified during the simulation time. In order to
suppress short-term fluctuations, the trajectory was divided into blocks of 10ns. For
each of the block, the median number of solvent molecules was computed from the
trajectory frames within that block.

*Usually a distance criterion of ~ 3.5 A is taken,?*? as derived from the from the first minimum of
the radial distribution function of water333:334
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A.1.3. Supplementary Material to: One Mutant Three Sub-States
A.1.3.1. Sub-State Il Exhibits an Altered Hydrogen Bond Pattern

In the following, the rmsd of the of the carbons of the C-ring propionate side chain of
wild type and mutant will be compared to each other. In the TYR302PHE mutant the
C-ring propionate side chain dynamically switches between a stretched conformation
and a downward bent conformation. These two conformations are visible in the the
rmsd of the carbon atoms of the C-ring propionate side chain depicted in Fig. A.2
which exhibits jumps between two plateau regions (see Chapter 3.3.2) Fig. A.2 depicts

wild type ¢.s. wiId type = 760ns

|

b
1.0 - wild type C-ring propionate carbons
=<
3 Wm
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Figure A.2. — Comparison of the rmsd of the C-ring propionate chain carbons in
TYR302PHE mutant (a) and in the wild type (b). While the rmsd in the
mutant exhibits distinct plateau regions, the rmsd of the wild type remains
stable except small fluctuations from ~ 720ns— = 940mns. c: Structural
snapshots of the C-ring propionate chain in the wild type's crystal structure
(c.s.) and after ~ 760 ns which corresponds to the upper region in the rmsd.
It can be seen that the fluctuations in the rmsd correspond merely to the
relative position of the second carbon atom and the side chain maintains its
stretched configuration during the whole simulation time.

400 600
time [ns]

the rmsd of the carbon atoms of the C-ring propionate side chain of the TYR302PHE
mutant, that is also shown in Chapter 3.3.2 (a) in comparison to that of the wild type
(b). It can be seen that the rmsd of the wild type remains stable except for small
fluctuations from ~ 720 ns— = 940ns. A structural snapshot of the crystal structure
and a structure extracted at ~ 760 ns corresponding to the upper region are depicted
in Fig. A.2 c. Based on those structures it can be seen that the small fluctuations
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correspond to the relative position of the second carbon atom (highlighted by a blue
rectangle) but the propionate side chain maintains its stretched configuration during
the whole simulation time. Thus, the bent configuration does not occur in the wild
type and is very likely induced by the mutation.

A.2. Appendix to Project Il

A.2.1. Calculation of STM Images

In the following, the Tersoff-Hamann approximation for calculating STM images is
briefly discussed. This approach has been used in Project II to compute STM images
of the Au(100) (20 x 5) model ( “Gold Diggers: Altered Reconstruction of the Gold
Surface by Physisorbed Aromatic Oligomers” ,Chapter 4.2 ) as well as of the a-6T
layer on gold (“From Flat to tilted: Oligothiophene Growth beyond the Monolayer”,
Chapter 4.3). From a theoretical point of view, the tunneling process can be easily
understood by the example of a particle subject to a one-dimensional potential barrier
of finite width. Within the barrier, which corresponds to the vacuum region between
tip and sample, the wave function of the particle is given by33°

¥ (z) = ¢ (0) exp (—x2) (A-3)
- _ V/2m (U] - E) (A1)
: .

Due to the exponential decay of the wave function, which results in an exponential
dependence of the tunneling current on the tip-sample distance, the STM possesses a
high sensitivity to height changes.?3

The first attempt to theoretically describe STM, made by Bardeen,?3 is the transfer

hamiltonian method. This approach is based on several assumptions:335336

i the tunneling process is treated as one-particle process

ii direct interactions between the tip and the surface, i.e. a coupling of tip and
surface states, are excluded

iii inelastic processes are neglected

The first and second assumption are fulfilled in the low tunneling regime and at large
enough distance between tip and sample.?3® Within Bardeens formalism, the tunneling

current, I, is given by:3%7

21 2
I=> Z F(E) 1= f (B, +eV)||M,,|*5 (E, — E,) (A.5)

f(E) is the Fermi function, E, denotes the energy of state ¢, in the absence of
tunneling, V' is the applied bias voltage, e the electronic charge, and M, the tunneling
matrix element between the states of the tip, ¢,, and the surface, ¢,. In the limit of
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low temperature and at small bias voltage, Eq. (A.5) is simplified to0:3%7

2
I= %eZV N M|’ (Byme) 6 (Eoey) (A.6)

v,mu

In order to solve either Eq. (A.5) or Eq. (A.6), the tunneling matrix element, |M,, |
has to be evaluated. It was shown by Bardeen, that [M, | can be written as:*0733

h2

2m | Q .

1

Term 1 is the current operator, and the integral has to be taken over any surface, S,
which lies entirely within the barrier region and separates the two sides (surface and
tip).3%" Note that Eq. (A.7) contains the wave function of the tip; unfortunately, the
tip states are generally unknown, which impedes a practical application of Bardeen’s
approach.

//' S
[ /‘:\\
Figure A.3 — Schematic of the tunneling geometry fo
within the Hamann-Tersoff approxima- 7
tion. The tip geometry is appf:ximated ld
by a sphere with radius R that is

centered at r;. The figure was taken 7777777/

from Ref. 307.

Hamann and Tersoff3*” successfully provided an approximation for the tip states
that is simple to implement and yet delivers results that agree with experiment. Within
their approach, they approximated the microscopic structure of the tip by a locally
spherical shape with radius R that is centered at r;, as schematically shown in Fig.
A.3. The tip wave function within that region of interest can then be assumed to
have spherical form, i.e. is a s-type wave function (“spherical tip approximation”).37
Evaluation of the matrix element, MW,|, leads then to the following expression for
the tunneling current:3%7

I =327°h'e*V ¢’ Dy (Ep) R?5 " exp (26R) - > |6y (r0) %6 (B, — Er) (A.8)

¢? is the work function of the tip which for simplicity is assumed to be equal to that
of the surface.?"” D, (Er) is the density of states per unit volume of the probe tip.
k denotes the minimum inverse decay length for the wave function in vacuum, i.e.

k= —h? (2m¢)%.307
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To summarize, the Hamann Tersoff approach models the tip geometry as a geo-
metrical point and, as a result, STM images computed within this approach exhibit
only the features of the unperturbed surface. Despite this simple model of the tip
geometry, it is usually employed when calculating STM images and has been proven
to be extremely well suited in describing phenomena like the large superstructures of
reconstructed surfaces, as well as defects or adsorbates.333

A.2.2. Supplementary Information to: “Gold Diggers: Altered
Reconstruction of the Gold Surface by Physisorbed
Aromatic Oligomers”

A.2.2.1. Methods

All STM measurements have been performed in ultrahigh vacuum conditions. Au(100)
sample preparation by Art sputtering and annealing cycles followed the procedure in
Ref. [84]. STM and low-energy electron diffraction experiments reveal the c¢(28 x
48) Au(100) reconstruction prior to a-6T evaporation onto the surface at 300 K.
Calculations were carried out with the electronic structure code FHI-AIMS!'™ at the
DFT level. All adsorption structures were obtained by performing geometry optimi-
zations in which the structure was relaxed until forces were smaller than 10~3eV A"
We used the tierl-tight numerical basis sets, the Perdew-Burke-Ernzerhof (PBE)
exchange-correlation functional,'?* the Tkatchenko-Scheffler van der Waals correction
(TS vdw)'? and the atomic zeroth-order regular approximation (ZORA)337:338 to
account for relativistic effects. Since the experimentally observed c(28 x 48) super
cell of the bare Au(100) surface is computationally not tractable, the 20 x 5 model
developed by Havu et al.®® was chosen. With unit cell vectors of |a| = 58.97 A and
|b| = 15.8 A this model is computationally still feasible while retaining the main
physical features of the surface such as two-dimensional lateral contraction, rotation,
and differently buckled qualitative surface areas.®29%:339 The slab consists of five layers
of gold of which the three lowest were kept fixed during structural relaxation. A 1x2x1
k-point grid and periodic boundary conditions were employed for the surface slab using
a bulk lattice constant of 4.150 A. The latter has been optimized at the PBE level using
a 10 x 10 x 10 k-point grid per bulk unit cell. Calculation of the STM image of the bare
Au(100) surface was done using the Hamann-Tersoff approach.?*” The computed STM
images were postprocessed using the scanning probe microsopy software WSXM.340
Data analysis was done using the python packages MDAnalysis,>?” Numpy,®*® and
Pandas.??” Plots were generated using the python package Matplotlib33® whereas all
molecular structures were rendered with VMD??2 and Chimera.?3! The computed STM
images were postprocessed using the scanning probe microsopy software WSXM.340

A.2.2.2. Comparison of the Tkatchenko-Scheffler Dispersion Correction and
the van-der-Waals®"f Dispersion Correction

The description of the adsorption structures of organic molecules on metal surfa-
ces relies strongly on the accurate inclusion of van der Waals interactions between
molecule and substrate. The DFT+vdW method developed by Tkatchenko et al.'*?
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(further abbreviated as TS vdW) accounts for the van der Waals interactions by
a pairwise-additive model. Unlike in other pairwise-additive correction schemes, the
pairwise coefficients employed in the TS vdW dispersion correction are not fitted to
experimental data but obtained from the mean-field ground state electronic density
for molecules and solids. The vdW*"! dispersion correction'®® employs the Lifshitz-
Zaremba-Kohn (LZK) theory,'®*34! that describes the interaction between an atom
and a surface, in order to determine reduced Cg coefficients that include non-local
screening effects. Both, the pairwise TS vdW dispersion correction,'®! and the vdWsu!
dispersion correction'®? have been employed successfully to describe organic molecules
on inorganic surfaces.

Ah [A]
0.77

0.35

r-to-v, TS r-to-v, vdwsu

Figure A.4. — Comparison of the surface corrugation and the adsorption structure of the
r-to-v adsorbed molecule computed with either the TS (left) or the vdWsurf
dispersion correction (right). Both schemes result in nearly identical surface
corrugation patterns and adsorption structures that closely resemble each
other.

In order to compare the performance of the TS vdW dispersion correction and
the vdW*™! dispersion correction for corrugated gold surfaces, structural relaxations
for the molecule on the reconstruction ridge and in the reconstruction valley of the
Au(100) surface for both dispersion corrections were performed.

A comparison of the adsorption energies and heights with the TS vdW and the
vdWsuf dispersion correction is presented in Tab. A.1. Due to the screened Cyg coeffi-
cients, the vdW*"! dispersion correction yields smaller adsorption energies and slightly
lower adsorption heights compared to the TS vdW dispersion corrections, which is in
agreement with findings for PTCDA on Ag(111).!%® Apart from the overall lower
adsorption heights, the TS vdW and the vdW*"f methods yield similar adsorption
structures: in both cases the molecule adsorbs completely flat with the C, atoms
directly about the reconstruction valley which is also manifested in larger C, - Au
distances (see Tab. A.1).

Fig. A.4 shows the surface corrugation after r-to-v adsorption of a-6T when em-
ploying either the TS vdW dispersion correction (left) or the vdWs"! dispersion
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Table A.1. — Comparison of the adsorption energies E,qs in kJmol™! and eV as well as
the median adsorption heights Ah (A) computed using the TS vdW or the
vdWs dispersion correction.

system Eads [€V]  Eaas AhS-Au Ah Cz - Ah C, -
[kJ mol™!] Au Au

v TS -4.34 -417 3.25 3.16 3.34

r-to-v, TS  -4.31 -414 3.18 3.18 3.22

v, vdwswt 377 -362 3.19 3.02 3.19

r-to-v, -3.78 -363 3.25 2.97 3.15

desurf

correction (right). In both cases the molecule pushed the ridge aside and created
itself a valley-like adsorption environment that looks almost indistinguishable from
each other. Interestingly, when using the TS vdW dispersion correction, alteration
of the surface reconstruction by the molecule placed on the r-site took already place
during the pre-optimization using the tierl-light basis. When employing the vdWsu!
dispersion correction and the tierl-light basis, however, the molecule merely stayed
in its local minimum on top of the reconstruction ridge instead of altering the surface
reconstruction or migrate into the global minimum in the reconstruction valley. After
switching from the tierl-light to the more accurate tierl-tight basis the molecule also
started to move the ridge aside and created a reconstruction valley directly underneath
itself. This behavior is particularly noteworthy since occasionally calculations of large-
scale systems are performed using the light basis in order to reduce computational
costs, which in this case would lead to a completely different result.

A.2.2.3. Approximating Pathways for Scenario A and B: Linear Interpolation

To investigate the energy barrier for the two scenarios, A, in which the molecule slides
down the ridge, and B, in which the molecule moves the ridge aside, both pathways
were approximated by performing a linear interpolation between the starting and final
coordinates of both processes. For the starting structure of scenario B (pathway I)
the molecule was placed on the reconstruction ridge of the previously relaxed gold
surface whereas for the final structure the optimized structure after r-to-v adsorption
was taken. We then linearly connected the coordinates of each atom of the starting
structure and the final structure by a vector u, s by subtracting the vector of the
starting coordinates from the vector of the final coordinates. The coordinates of the
nine intermediate structures were obtained according to:

w=u,+i-u.p,i=01,02 .09 (A.9)

with u, and uy being the coordinates of the starting and final structure, respectively,
and u, s being the vector difference between the coordinates of the starting and final
structure. This procedure resulted in 11 structures in total (one starting structure,
one final structure and 9 intermediate structures) for which single point calculations
with the t1-tight basis were performed.
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Figure A.5. — Energy curves for the linear interpolation between the starting and final
coordinates of scenario B (a) and the optimization of the molecule placed
initially on the reconstruction ridge of the deformable surface (b).

We wanted to assure that the performed linear interpolation which resulted in the
barrier-free pathway I, is not merely a repetition of the geometry optimization for
the molecule placed initially on the reconstruction ridge of the deformable surface
(r-to-v adsorption). Fig. A.5 depicts the energy curves for pathway I (a) and the the
corresponding geometry optimization (b). It is visible that the energy curves are com-
pletely dissimilar to each other and hence the results from linear interpolation suggest
indeed an independent, barrier-free pathway for the molecule-induced restructuring
of the surface.

In order to obtain a starting structure for scenario A, the molecular structure of
a-6T on the reconstruction ridge of the previously relaxed surface was optimized.
During the optimization procedure, the coordinates of all gold atoms were fixed to
avoid any restructuring of the surface. The molecule remained on top of the ridge in a
local minimum and did not slide down into the valley during the optimization. For the
final structure, the structure of the molecule was optimized in the reconstruction valley
while keeping the surface coordinates fixed. We then linearly interpolated between
those two structures by creating intermediate structures according to the procedure
described previously for scenario B*

*We additionally included an intermediate structure between structure 7 and 8 for a better
estimation of the barrier height, leading to a total of 10 intermediate structures
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A.2.3. Supplementary Information to: “From Flat to Tilted:
Oligothiophene Growth beyond the Monolayer”

A.2.3.1. Methods

The unit cell of the (20 x 5) reconstructed Au(100) surface and the unit surface cell of
the a-6T monolayer are incommensurable. Therefore, the hexagonal, flat Au surface is
taken as a model system for the reconstructed Au(100) surface. The metallic substrate
was modeled by a five-layer slab and laterally by a (18 x 7) repetition of the unit cell
for the a-6T layer using the experimental lattice constant of Au (4.07 A).3*? Periodic
boundary conditions were applied in all three dimensions. To decouple the periodic
images in z direction, 23 A of vacuum were added. The molecules have been only
absorbed on one side of the slab, hence the slab structure is asymmetric.

All calculations were carried out with the quantum chemistry package CP2K 4.
In order to tackle the huge system size (up to 1300 atoms per unit cell) a hybrid
image charge-quantum mechanics/molecular mechanics (IC-QM/MM) approach as
recently implemented in CP2K'® was chosen. This approach allows to treat the
metal atoms on a force field level of theory and the adsorbate quantum mechanically
and has already been used successfully to describe the physisorption of different
systems on metallic surfaces.'%%197 For the a-6T molecules the valence electrons were
represented by double-¢ plus polarization basis sets of the MOLOPT type.?** In order
to describe the interactions between valence and core electrons, norm conserving
Goedecker, Teter, and Hutter pseudopotentials (GHT pseudopotentials)!®183 were
employed. An accurate description of packing structure and band gaps of m-conjugated
organic systems requires 20 % — 40 % exact exchange.?*34" The exchange and correla-
tion potential was thus modeled by the Perdew-Burke-Ernzerhof (PBE) functional®4®
using 25% of exact exchange (PBEQ). Dispersion interactions were accounted for
by Grimme’s D3 correction.!4! Furthermore, the well established auxiliary density
matrix method (ADMM)34? was employed, which makes a description of large systems
(several hundred atoms) with hybrid functionals feasible, together with the orbital
transformation method (OT).3? The gold surface was described using an EAM scheme
(embedded atom scheme).* The electrostatic interaction between adsorbate and
substrate are accounted for by the image charge approach whereas the dispersion
interaction and Pauli repulsion was modeled by a Lennard Jones potential. The
Lennard-Jones parameter for Au and for the sexithiophene C, S and H atoms were
taken from Heinz et al.**! and Moreno et al.,3%? respectively.

All pre-processing and post-processing structural analyses was carried out using the
python packages MDAnalyis,*?” Numpy,*?® and Pandas.??° The plots were generated
using the python package Matplotlib3*® whereas all molecular structures were rendered
with VMD??2 and Chimera.33!

0 343

A.2.3.2. Parameter and Method Validation

So far, neither experimental values nor values from theoretical studies are available for
the adsorption energy of a-6T on gold. However, the adsorption energy of thiophene
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on gold has been derived from results from desorption spectroscopy experiments?33 3%

applying the Redhead equation®® and calculated on a DFT level of theory.!®® The
experimentally measured values lie in a range of 51 kJmol™! — 75kJ mol~! whereas
the value from DFT studies is 74 kJ mol~!. In order to benchmark our QM /MM setup
that describes the interaction between the molecule and the surfaces by a pairwise
Lennard-Jones interaction, the adsorption energy and geometry of a single thiophene
molecule on gold has been calculated.

One concern regarding the Lennard-Jones parameters are the various combination
rules which alter the result significantly. The well-known Berthelot mixing rules which
are adequate for elements of the first two rows fail to describe interactions with heavy
elements beyond the first and second row in terms of overestimating the non-covalent
interactions.?®” The mathematically derived Waldman-Hagler rules were already suc-
cessfully applied to describe the interaction between unlike atoms in a similar system
as ours.?®® It was further suggested to use the Berthelot combination rules only for
hydrogen and employ the Waldmann-Hagler rules for all heavy atoms.?*® We find that
employing only the Berthelot rules leads to an overestimation of the adsorption energy
of over 50 % (113 kJ mol ). Using the Waldman-Hagler and the Berthelot combination
rules as suggested in Ref.,>® we obtain an adsorption energy of ~ 88kJmol™! for
one thiophene on a hexagonal Au surface which is ~ 20% higher than the results
from full DFT calculations as well as the upper boundary of the experimental values.
A deviation of 20% of the adsorption energy can be considered acceptable in case
that both competing interactions, the adsorption of the molecule on gold and the
interaction between the molecules show a significant difference in their magnitude.
Indeed, highly correlated Coupled Cluster calculations of thiophene dimers®® result
in interaction energies which are at least five times lower than the adsorption energy
of thiophene on gold from our calculations. Due to the large difference between the
molecule-molecule and molecule-surface interaction, an overestimation of 20 % in the
adsorption energy is thus acceptable.

In order to investigate the accuracy of our dispersion corrected DFT approach
(DFT-D3 approach) concerning thiophene based aromatic systems, the interaction
energy between two stacked thiophene molecules has been calculated and the results
have been compared to data from coupled cluster calculations.*®® We find that DFT-
D3 overestimates the interaction energy about 11 % to a maximum of 16 % but is well
able to reproduce the trend. A comparison of the coupled cluster values®*® and the
computed DFT-D3 values is visualized in Fig. A.6

A.2.3.3. Interpretation of the Experimental and Computed STM Images

In the following, additional material (i.e. orbital plots of a single thiophene and a
comparison of the computed STM images of the relaxed bilayer structures) that
supports the interpretation of the experimental STM images shown in Chapter 4.3.3
is presented.

Fig. A.7 shows a plot of the highest molecular orbital (HOMO, a) and the HOMO-1
(b) of a single thiophene molecule. It can be seen that only the p-orbitals of the carbon
atoms contribute to the HOMO but not the p orbitals of the sulfur. This is different
for the HOMO-1 , which is also located at the sulfur. Since the experimental and
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Figure A.6. — Comparison of the interaction energies of a stacked thiophene dimer
calculated on the DFT level of theory with results from CCSD(T) calculations
from Tsuzuki et. a/.3%0

Figure A.7. — Computed highest occupied molecular orbital (HOMO, a) and HOMO-1 (b)
of thiophene. It can be seen that, unlike to the HOMO-1, the 7 electrons of
the sulfur do not contribute to the HOMO.

the computational STM images are measured at a bias voltage that includes only the
highest occupied state, i.e. the HOMO, the isosurface plot of the HOMO depicted in
Fig. A.7 confirms, that the droplet shaped lobes visible in the STM image can indeed
ne assigned to the aromatic carbon atoms while the sulfur atom does not contribute
to the STM image.

Fig. A.8 depicts the computed bilayer structures. The extensive structure search
also resulted in a tilted 2S@1S structure similar to structure II that was equal in
energy (Fig A.8 c). Interestingly, that equally tilted structure II has not been found
for the 2R@1R structure. Moreover, the existence of such an equally tilted structure
could not be observed by STM measurements for any of the enantiomeric structures.
A comparison between the staggered and the equally tilted 2SQ1S structures is given
in Fig. A.8. Except of the molecules in two consecutive rows being tilted in equal
direction, the B-structure comprises the same structural motifs as the staggered

135



A. Appendix

(a) 2R@1R II (b) 2S@1S I (c) 2S@1S I

-
..L
or ™
L 20~
-‘
- =
one
=%
..
e

-

JaVe\h
A ] /A

JanVe
.‘ ..o 0..\ »

Figure A.8. — Calculated STM images of the staggered 2R@Q1R and 25@1S structures
(structure 111) as well as of the equally tilted 25@1S structure |l that was not
observed experimentally.

25@18 structure ITI, namely a lateral shift of 2.2 A and the characteristic, albeit much
smaller shift along the LMA of only 0.2 A. The tilt angles are 10° — 12° and hence
narrower in their distribution compared to the investigated structures that are similar
to structure III. Notably, the 2S@1S structure II exhibits a considerable translation
of two consecutive molecular rows in the second layer similar to the row translation
A2 of the first layer. The row translation A" is ~ 2.3 A. In comparison, the
25@18 structure IIT and 2R@1R structure 11T comprise only a row translation of 0.8 A
and 0.7 A, respectively.

The lower panel of Fig. A.8 depicts the corresponding calculated STM images of
the three structures. A comparison of the STM images of the 25Q1S structure III
(staggered) and the 2S@Q1S structure IT (equally tilted) shows that the equally tilted
structure II depicts indeed a unit cell comprising only one a-6T molecules, i.e. the
STM pattern of two consecutive molecules is the same, while it is reverted for the
25@1S structure III.

A.2.3.4. Transition to the Bulk Structure

Fig. A.9 depicts a structural snapshot of the computed 25@1S bilayer structure; for
a better visualization only one molecular row of the second layer is shown. The shift
along the LMA, Ayasa, is clearly visible and enables a downward bent configuration
of the first thiophene unit, as highlighted by a red rectangle. Such a downward bent
configuration is favorable since it increases the interactions between the molecules in
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the second layer and the surface, which exceed the molecule-molecule interactions by
far, see Section A.2.3.2.

Figure A.9. — Structural snapshot of one molecular row in the second layer of the 25@Q1S
structure. It can be seen that the first thiophene unit of the molecules in the
second layer is bent towards the surface.
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