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Abstract

Influenza viruses, with the influenza A virus (IAV) being their most prominent
representative, are major human pathogens that pose an ongoing burden on global public
health and economics. They cause a disease of the respiratory tract, that affects up to
20% of the global population and costs up to 650 000 lives during seasonal epidemics every
year. Most importantly, the emergence of new virus variants from wild life reservoirs or
by virus mutation are a continuous threat due to their potential of causing an influenza
pandemic. To successfully counteract the burden related to influenza infections, we have
to gain a detailed understanding of the viral life cycle and develop potent prophylactic
and therapeutic strategies.

This thesis shows how mathematical models of IAV infection can improve our
quantitative and mechanistic understanding of the viral life cycle at the intracellular and
the cell population level. More precisely, we explore options to improve the production of
influenza vaccines and novel virus-based antivirals by investigating the impact of host cell
factors and defective interfering particles (DIPs) on virus growth. While the timely and
sufficient supply of vaccines and antivirals is of utmost importance in the fight against
influenza, we still struggle to determine and release bottlenecks that limit high yields of
biopharmaceutical production processes.

The most sustainable measure to limit spread of IAV-related diseases is annual
vaccination. The growing global demand for low-cost vaccines requires the establishment
of high-yield production processes. Thus, the first part of this thesis addresses the question
how cell culture-based vaccine production can be optimized using the option of cell line
engineering. For this, novel vaccine producer cell lines can be engineered by manipulating
the gene expression of host cell factors relevant for virus replication. To address this option
in silico, we employed a deterministic intracellular model of IAV infection, previously
developed by the Bioprocess Engineering (BPE) group, to identify potential bottlenecks
in the viral life cycle. Model predictions indicate that steps of viral RNA synthesis,
its regulation, and particle assembly and virus budding are promising targets for cell
line engineering. The importance of these steps was confirmed in four of five candidate
cell lines that overexpressed one selected gene. Those showed small, but reproducible
changes in early dynamics of viral RNA synthesis and virus release. Model-based analysis
suggests, however, that overexpression of the selected host cell factors negatively influences
specific viral RNA synthesis rates. Still, virus yields were rescued by an increase in
the virus release rate. Based on parameter estimations, we predicted that there is a
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potential benefit associated with overexpressing multiple host cell genes in one cell line,
which was validated qualitatively in experiments. Overall, this model-based study on IAV
replication dynamics in engineered cell lines provides a step forward in the quantitative
characterization of IAV-host cell interactions. Furthermore, it suggests targets for gene
editing and indicates that overexpression of multiple host cell factors may be beneficial
for the design of novel producer cell lines.

Like many other viral pathogens, IAVs can form DIPs which reduce virus production
by competing with the replication of their standard virus (STV). Despite considerable
efforts by many research groups, the molecular mechanisms of interference are still not
fully understood. In the second part of this thesis, we, thus, aim to shed light on DIP-STV
interactions using extended versions of our intracellular IAV model. In particular, we
derive three models that account for different interference hypotheses speculating that
DIPs have an advantage at the stages of either viral RNA replication, or its regulation,
or progeny release. According to in silico analyses evaluating intracellular dynamics of
viral genomes and proteins during various infection scenarios, we show that defective
interfering RNAs (DI RNAs) with a replication advantage are the strongest antagonists of
virus growth. Most intriguingly, the model accounting for this hypothesis can reproduce
experimental data, obtained from yield reduction assays and studies testing different
co-infection timings, without explicit model fitting. This can be related to the strong
competition of those DI RNAs for viral resources needed to form replication-competent
genomes. In contrast, DI RNAs that hijack either regulatory steps of the viral life cycle or
viral progeny release, interfere less efficiently with STV growth. Nonetheless, comparing
simulations for the growth of DIPs with a deletion in different genome segments suggests
that DI RNAs derived from polymerase-encoding genes are more competitive than others,
independent of their mode of interference. However, for DI RNAs derived from other
segments, the interference at stages of RNA synthesis regulation and virus release can even
compromise DIP growth. These investigations, thus, help to elucidate the interference
mechanisms of DI RNAs and provide novel hypotheses on why certain DI RNAs are more
abundant in virus preparations. Furthermore, the various in silico results presented here
can contribute to the design of future experiments that allow to discriminate DI RNAs
with different modes of interference.

In case of DIPs, an improved understanding of their molecular growth mechanisms
can directly contribute to the development of novel antiviral agents. In particular,
the characteristics related to the reduction in STV yields and induction of the immune
response related to DIP co-infection open exciting possibilities in both the clinical and
bioprocessing research areas. Previous studies of the BPE group have shown that
DIPs hamper optimization of vaccine production in continuous cultures of IAV by
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inducing periodic drops in viral titers. However, by performing in silico experiments
with a simple within-host model, we did not find an economically reasonable option
to revert losses in productivity related to DIP growth. Nonetheless, such continuous
cultivation systems allow to evaluate STV and DIP replication dynamics over extended
time periods. In particular, we used a novel continuous cultivation system, that
enables head-to-head comparisons of virus growth at different experimental conditions,
to determine characteristics of DIP co-infection related to different residence times of the
bioprocess. For this, we extended the within-host model with respect to the obtained
experimental data, which allowed interesting insights into crucial infection parameters.
For instance, modeling suggests that both STV inactivation and virus degradation have
to be taken into account to achieve good agreement of model simulations with the
experimental data for the longer of the two residence times. Most intriguingly, we
found that only by accounting for STV- and DIP-specific infection rates, the model is
able describe the virus growth dynamics reasonably well. Hence, although we did not
find a cost-effective way to diminish DIP-induced oscillations in viral titers, continuous
production systems represent a valuable tool for model-aided investigations on DIP growth
on longer time scales. This can be highly relevant in making informed predictions on
DIP-associated virus evolution and pathogenicity of IAVs.
Together, mathematical models and simulation approaches presented in this thesis

provide valuable insights into factors that represent significant bottlenecks during
production of viral biopharmaceuticals needed in the fight against influenza infections.
In particular, the intracellular models employed to study the impact of selected host
cell factors and DIPs are indispensable in formulating future research questions. Even
though we still lack a comprehensive picture of the IAV life cylce, modeling made a
significant contribution in providing a step forward in the quantitative characterization
of both virus-host cell as well as DIP-STV interactions.
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Zusammenfassung

Influenzaviren, mit dem Influenza-A-virus (IAV) als prominentestem Vertreter, sind
relevante menschliche Krankheitserreger, die eine fortwährende Belastung für die globale
öffentliche Gesundheit und Wirtschaft darstellen. Sie verursachen eine Erkrankung der
Atemwege, auch bekannt als Virusgrippe, die jährlich bis zu 20% der Weltbevölkerung
betrifft und während saisonaler Epidemien bis zu 650 000 Leben fordert. Vor allem das
Auftauchen neuer Virusvarianten aus Wildtierreservoiren oder durch Virusmutationen
ist eine ständige Bedrohung, da diese eine Influenza-Pandemie auslösen können. Um
der Bedrohung durch Influenza-Infektionen erfolgreich entgegenzuwirken, müssen wir ein
detailliertes Verständnis des viralen Lebenszyklus gewinnen, welches die Entwicklung
wirksamer antiviraler Strategien vorantreiben kann.
Diese Doktorarbeit zeigt, wie mathematische Modelle der IAV-Infektion unser

quantitatives und mechanistisches Verständnis des viralen Lebenszykluses auf der
intrazellulären und der Zellpopulationsebene verbessern können. Genauer gesagt
erforschen wir Möglichkeiten zur Verbesserung der Produktion von Influenza-Impfstoffen
und neuartigen Virus-basierten antiviralen Wirkstoffen, indem wir den Einfluss
von Wirtszellfaktoren und defekten Viruspartikeln (DIPs) auf das Viruswachstum
untersuchen. Während die rechtzeitige und ausreichende Versorgung mit Impfstoffen und
antiviralen Mitteln im Kampf gegen die Virusgrippe von größter Bedeutung ist, gibt es
noch nennenswerte Limitationen in deren Herstellungsprozessen, die dringend ermittelt
und beseitigt werden müssen, um die Produktausbeuten zu steigern.
Die nachhaltigste Maßnahme zur Eindämmung von IAV-bedingten Krankheiten ist die

jährliche Impfung. Die wachsende globale Nachfrage nach kostengünstigen Impfstoffen
erfordert die Etablierung von Produktionsprozessen mit hoher Ausbeute. Der erste
Teil dieser Arbeit beschäftigt sich deshalb mit der Frage, wie die Zellkultur-basierte
Impfstoffproduktion durch gezielte genetische Modifikation der Produktionszelllinien
gesteigert werden kann. Dabei soll in den Zelllinien die Expression solcher Gene
manipuliert werden, welche einen signifikanten Einfluss auf die Virusreplikation haben.
Um diese Option in silico zu testen, verwenden wir ein deterministisches intrazelluläres
Modell der IAV-Infektion, das zuvor von der BPE-Gruppe entwickelt wurde, um mögliche
Engpässe im viralen Lebenszyklus zu identifizieren. Modellvorhersagen deuten darauf hin,
dass die Schritte der viralen RNA-Synthese, deren Regulation sowie der Freisetzung von
Tochterviren vielversprechende Ziele für die Genmanipulation der Zelllinien darstellen.
Die Bedeutung dieser Schritte wurde in vier von fünf Kandidaten-Zelllinien bestätigt,
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die jeweils ein ausgewähltes Gen überexprimierten. Diese zeigten kleine, aber
reproduzierbare Veränderungen in der frühen Dynamik der RNA-Synthese und der
Virusfreisetzung. Eine Modell-basierte Analyse deutete jedoch darauf hin, dass die
Überexpression der ausgewählten Wirtszellfaktoren die spezifischen RNA-Syntheseraten
negativ beeinflusste. Dennoch konnten die Virusausbeuten durch eine Erhöhung der
Virusfreisetzungsrate mindestens auf das Niveau der parentalen Zelllinie, also der Zelllinie
ohne Genmodifikation, gebracht werden. Basierend auf Parameterschätzungen konnten
wir des Weiteren vorhersagen, dass es einen potenziellen Vorteil für die Virusproduktion
geben könnte, wenn in einer Zelllinie mehrere Wirtszellfaktoren gleichzeitig überexprimiert
werden, was in Experimenten qualitativ validiert wurde. Insgesamt stellt diese
Modell-basierte Studie zur IAV-Replikation in Zelllinien mit Genmanipulationen einen
Fortschritt in der quantitativen Charakterisierung von IAV-Wirtszell-Interaktionen dar.
Darüber hinaus schlägt sie limitierende Schritte im Replikationszyklus vor, welche mittels
genetischer Manipulation der Produktionszelllinie überwunden werden könnten, und
zeigt, dass die Überexpression mehrerer Wirtszellfaktoren für das Design neuartiger
Produktionszelllinie von Vorteil sein kann.

Wie viele andere virale Pathogene können IAVs DIPs bilden, welche mit der
Replikation ihres Wildtyp-Virus (STV) konkurrieren und damit die Virusproduktion
reduzieren. Trotz erheblicher Anstrengungen vieler Forschergruppen ist der molekulare
Mechanismus dieser Interferenz noch weitgehend ungeklärt. Im zweiten Teil dieser
Arbeit versuchen wir deshalb, die DIP-STV-Interaktionen mit Hilfe erweiterter Versionen
unseres intrazellulären IAV-Modells zu untersuchen. Insbesondere leiten wir drei Modelle
her, die verschiedene Interferenzhypothesen berücksichtigen, die beispielsweise darüber
spekulieren, dass DIPs entweder bei den Schritten der RNA-Replikation, deren Regulation
oder der Freisetzung von defekten Tochterviren einen Vorteil haben. Anhand von
in silico-Analysen, welche die intrazelluläre Dynamik von viralen Genomen und Proteinen
während verschiedener Infektionsszenarien auswerten, zeigen wir, dass DIPs mit einem
Replikationsvorteil die stärksten Antagonisten des Viruswachstums sind. Insbesondere
kann das Modell, das diese Hypothese berücksichtigt, Ergebnisse experimenteller
Studien reproduzieren, welche die Reduktion der Virusausbeute sowie des Einflusses des
Zeitpunkts der Ko-Infektion untersuchen, ohne das explizite Parameteranpassungen nötig
sind. Dies kann mit der starken Konkurrenzfähigkeit dieser DIPs erklärt werden, wodurch
virale Ressourcen, die zur Bildung replikationskompetenter Genome benötigt werden, sehr
schnell verbraucht werden. Im Gegensatz dazu stören DIPs das STV-Wachstum weniger
effizient, wenn sie einen Vorteil in regulatorischen Schritten des viralen Lebenszyklus
und bei der Freisetzung von Tochterviren haben. Der Vergleich von Simulationen
für das Wachstum von DIPs mit einer Deletion in verschiedenen Genomsegmenten
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deutet des Weiteren darauf hin, dass defekte virale Genome (DI RNAs), die von
Polymerase-kodierenden Genen abstammen, konkurrenzfähiger sind als andere, was
unabhängig von der Art des Interferenzmechanismus ist. Im Gegensatz dazu, kann
es für DI RNAs, die von anderen Segmenten abstammen, sogar nachteilig sein, wenn
diese mit der Regulation der RNA-Synthese oder der Virusfreisetzung interferieren.
Unsere Untersuchungen helfen folglich dabei, die Interferenzmechanismen von DI RNAs
aufzuklären und neue Hypothesen darüber zu formulieren, warum bestimmte DI RNAs
in Viruspräparaten häufiger vorkommen als andere. Darüber hinaus können die
verschiedenen hier vorgestellten in silico-Ergebnisse zum Design zukünftiger Experimente
beitragen, die es erlauben, DI RNAs mit unterschiedlichen Interferenzmechanismen zu
unterscheiden.

In Bezug auf DIPs trägt ein verbessertes Verständnis ihrer molekularen
Wachstumsmechanismen direkt zur Entwicklung verbesserter antiviraler Wirkstoffe
bei. Insbesondere eröffnen die Eigenschaften der DIPs, die mit der Reduzierung
der STV-Ausbeute und der Induktion der Immunantwort im Zusammenhang stehen,
spannende Möglichkeiten in der klinischen und der biotechnologischen Forschung.
Frühere Studien der BPE-Gruppe haben gezeigt, dass DIPs die Optimierung der
Impfstoffproduktion in kontinuierlichen Kulturen von IAV behindern, indem sie
periodische Oszillationen im Virustiter induzieren. Bei der Durchführung von
in silico-Experimenten mit einem einfachen Zellpopulations-Modell fanden wir jedoch
keine wirtschaftlich sinnvolle Option, um Produktivitätsverluste im Zusammenhang
mit dem DIP-Wachstum zu verhindern. Darüber hinaus wurden Daten aus
einem neuen kontinuierlichen Kultivierungssystem untersucht, das direkte Vergleiche
der STV- und DIP-Replikationsdynamik über längere Zeiträume ermöglicht, um
verschiedene Charakteristika der DIP-Ko-Infektion in Bezug auf die Verweilzeit des
Produktionsprozesses zu bestimmen. Hierfür haben wir das Zellpopulations-Modell im
Hinblick auf die neuen experimentellen Daten erweitert, was interessante Einblicke in
entscheidende Infektionsparameter ermöglichte. Die Modellierung legt zum Beispiel nahe,
dass sowohl die STV-Inaktivierung als auch die Degradation von Viren berücksichtigt
werden müssen, um eine gute Übereinstimmung der Modellsimulationen mit den
experimentellen Daten für die längere der beiden Verweilzeiten zu erreichen. Besonders
interessant ist, dass das Modell nur durch die Berücksichtigung von STV- und
DIP-spezifischen Infektionsraten in der Lage ist, die Dynamik der Virusreplikation
korrekt widerzugeben. Obwohl wir also keinen kosteneffektiven Weg gefunden
haben, um DIP-induzierte Oszillationen in den Viruskonzentrationen zu verringern,
stellen kontinuierliche Produktionssysteme ein wertvolles Werkzeug für Modell-gestützte
Untersuchungen zum DIP-Wachstum über einen längeren Zeitraum dar. Dies ist
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höchstrelevant, um fundierte Vorhersagen über die DIP-assoziierte Evolution und
Pathogenität von IAVs zu treffen.
Zusammengenommen liefern die in dieser Arbeit vorgestellten mathematischen Modelle

und Simulationsansätze wertvolle Einblicke in Faktoren, die signifikante Limitationen
bei der Produktion von viralen Biopharmazeutika darstellen, die dringend im Kampf
gegen Influenza-Infektionen benötigt werden. Insbesondere die intrazellulären Modelle,
mit denen der Einfluss ausgewählter Wirtszellfaktoren und DIPs auf das Viruswachstum
untersucht wurde, sind für die Formulierung zukünftiger Forschungsfragen unerlässlich.
Auch wenn uns noch ein umfassendes Bild des IAV-Lebenszyklus fehlt, hat die
Modellierung einen wesentlichen Beitrag zur quantitativen Charakterisierung sowohl der
Virus-Wirtszell- als auch der DIP-STV-Interaktionen geleistet.
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kRel virions/(molecule· h) virus (or STV) release rate
kRel

max virions/(cell· h) maximum virus release rate
kSyn

C h−1 cRNA synthesis rate
kSyn

M nucleotides/h mRNA synthesis rate
kSyn

P nucleotides/h protein synthesis rate
kSyn

V h−1 vRNA synthesis rate
Lk nucleotides length of the mRNA of segment k
LV nucleotides average length of a vRNA
LV

k nucleotides length of the vRNA of segment k
M(γ) – characteristic of the system output γ
MOI virions/cell multiplicity of infection
Nc – number of experimental c conditions
NPj molecules/virion number of proteins of type j in a virus particle
Ns – number of measured species s
Nt – number of measured time points
NNuc

M1 nucleotides number of nucleotides bound by on M1 molecule
NNuc

NEP nucleotides number of nucleotides bound by on NEP molecule
NNuc

NP nucleotides number of nucleotides bound by on NP molecule
p̄ – mean parameter value
Pj molecules/cell number of proteins of type j
RC molecules/cell number of naked cRNAs
RC

k molecules/cell number of naked cRNAs of segment k
RC

RdRp molecules/cell number of RdRp-cRNA complexes
RC

RdRp,k molecules/cell number of RdRp-cRNA complexes of segment k
RC

tot molecules/cell total number of cRNAs in a cell
RM

k molecules/cell number of mRNA of segment k
rRel virions/(cell· h) virus (or STV) release rate
rRel

D virions/(cell· h) DIP release rate
RV molecules/cell number of naked vRNAs
RV

k molecules/cell number of naked vRNAs of segment k
RV

RdRp molecules/cell number of RdRp-vRNA complexes
RV

RdRp,k molecules/cell number of RdRp-vRNA complexes of segment k
RV

tot molecules/cell total number of vRNAs in a cell
RV

tot molecules/cell total number of vRNAs of segment k in a cell
RDIP/STV – DIP-to-STV ratio
Rnpcyt molecules/cell total number of vRNPs in the cytoplasm
Rnpnuc molecules/cell total number of vRNPs in the nucleus
RT h residence time
SMθ – sensitivity coefficient



xviii
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STY virions/(ml· h) space-time yield
t h time
T cells/ml concentration of uninfected target cells
T0 cells/ml initial target cell concentration
TCB cells/ml target cell concentration in the CB
Tin cells/ml target cell concentration in the feed
V virions/ml concentration of virus particles
V Att

hi virions/cell virions (or STVs) attached to Bhi

V Att
lo virions/cell virions (or STVs) attached to Blo

Vd virions/ml concentration of DIPs
Vd0 virions/ml initial concentration of DIPs
VNi virions/ml concentration of NIPs
VNi0 virions/ml initial concentration of NIPs
Vs virions/ml concentration of STVs
Vs0 virions/ml initial concentration of STVs
Vtotal virions/ml number of total virus particles
VVB ml working volume of VB
V cyt molecules/cell complex of eight parental vRNPs in the cytoplasm
V cyt

Cplx molecules/cell complex of eight progeny vRNPs in the cytoplasm
V En virions/cell number of virions (or STVs) in endosomes
V Ex virions/cell number of virions (or STVs) in extracellular medium
V Rel virions/cell number of progeny virions (or STVs)
Vpcyt molecules/cell number of cytoplasmic vRNPs
Vpcyt

k molecules/cell number of cytoplasmic vRNPs of segment k
Vpcyt

M1 molecules/cell number of cytoplasmic M1-NEP-vRNP complexes
Vpcyt

M1,k molecules/cell cytoplasmic M1-NEP-vRNP complexes of segment k
Vpnuc molecules/cell number of nuclear vRNPs
Vpnuc

k molecules/cell number of nuclear vRNPs of segment k
Vpnuc

M1 molecules/cell number of nuclear M1-vRNP complexes
Vpnuc

M1,k molecules/cell nuclear M1-vRNP complexes of segment k
xi – measurement value at time point ti
y – vector of experimental observations
ys,c – model output of species s at condition c
yDs,c – measurement of species s at condition c
Z – Gauss test statistic
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Chapter 1

Introduction

Before the COVID-19 pandemic, the greatest pandemic potential was expected from
influenza viruses. With global lock-downs, including social distancing and restrictions
in traveling, the number of reported influenza cases was below baseline in the season of
2020/2021 [1]. However, usually, influenza viruses represent a significant threat to public
health and economics by infecting up to 20 % of the global population in annual epidemics,
which results in 3–5 million severe cases of disease and 290 000–650 000 deaths each year [2,
3]. Influenza viruses have a broad host tropism and a highly variable genome, allowing
them to evade the host immune response and cross species barriers. This continuous
evolution of the virus enables re-infection of the same host and fosters the emergence of
new virus variants with the potential to cause the next influenza pandemic.
Influenza viruses are obligate intracellular parasites and their natural reservoir are wild

aquatic birds. Besides poultry, influenza viruses can also infect many other host species,
such as pigs, horses and dogs [3, 4]. Hence, the virus can spread through migratory birds
that may infect domestic animals which are in close contact to humans. In particular,
influenza viruses cause a contagious disease of the upper respiratory tract in humans,
which causes symptoms such as head- and body ache, rhinitis, cough and high fever.
In immune-competent individuals, seasonal virus strains cause a mild infection which is
cleared within one or two weeks. However, more severe infections can reach the lower
respiratory tract causing pneumonia, which might be further accompanied by bacterial
or other airborne viral infections. In particular, risk groups, such as the very young and
the elderly, pregnant women and those with a compromised immune system or other
co-morbidity, are prone to develop the most severe infections.
Together with the most devastating influenza pandemic of 1918, which cost about

50 million lives worldwide [5], five noticeable pandemic outbreaks of influenza occurred
in past 100 years, most recently in 2009 [3, 6]. Thus, the emergence of a pandemic virus
strain is expected regularly, and was estimated to occur on average every 50 to 60 years [7].
Normally prevalent influenza virus strains circulate for several years, such that the human
population acquires strain-specific adaptive immunity, which can prevent infection or, at
least, decrease severity of the disease. In contrast, pandemic viruses are antigenically
different and, thus, spread rapidly through the immunological naïve population. This
results in increased numbers of hospitalizations and severe cases of disease. To save lives,
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antiviral drugs can be administered that support viral clearance. However, influenza
viruses can acquire drug-resistance through mutations, rendering the antiviral ineffective.
Thus, the most efficient and sustainable way to avoid spreading of influenza is to
induce adaptive immunity by vaccination. Since the prevalence of the circulating virus
strains changes over the time, optimal protection is only guaranteed by repeated annual
vaccinations. For this, the composition of influenza vaccines is updated every year
according to recommendations by the World Health Organization. To meet the related
growing global demand for influenza vaccines and, furthermore, guarantee a sufficient
and timely supply of vaccines during a pandemic, efficient and reliable vaccine production
processes are required. Accordingly, cell culture-based vaccine production systems are
becoming increasingly important and represent a valuable alternative to conventional
egg-based production systems.

To improve both, preventive and therapeutic treatment of influenza, we need a profound
knowledge and deep understanding of virus replication mechanisms and the virus-host cell
interactions on the molecular level. Since the virus encodes only a few proteins, it heavily
relies on the infected host cell to provide resources and the cellular biosynthetic machinery
to support virus growth. This dependency represents the Achilles heel of the virus.
Thus, multiple research studies striving to identify relevant host factors, for instance, by
genome-wide RNA interference (RNAi) screening, were conducted in recent years [8, 9].
Originally, those studies aim to identify cellular targets for novel antiviral treatment
strategies that avoid the emergence of drug-resistant virus strains [10]. Likewise, the
knowledge on relevant host cell factors also harbors the potential of improving cell
culture-based vaccine production processes. For this, we anticipate that certain host cell
factors are limiting the maximum number of virions released from a cell. This hypothesis
is based on previous investigations showing that only a small fraction of available cellular
resources is required for the production of progeny virions [11]. In addition, significant
intracellular concentrations of viral components, such as viral genomes, are detectable at
time points when virus release is already decreasing [12]. This indicates that producer
cell lines would be capable of releasing significantly higher amounts of virus. Thus, the
identification of crucial host cell factors that control virus growth provides a promising
option to improve vaccine production processes. For instance, it would be interesting
to test whether the expression of such key factors could be manipulated by cell line
engineering in order to release cellular bottlenecks. Moreover, other factors can influence
the productivity of the viral life cycle. One of them is provided by the virus itself in
form of predatory viral sub-populations that originate as natural byproducts of virus
replication. In particular, viral deletion mutants, i.e., DIPs, act as competitive inhibitors
during virus replication, which can decrease viral yields significantly [13]. Likewise, DIPs
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hamper process optimization by inducing oscillations in virus concentrations obtained
during continuous cultures of infected producer cells [14]. However, please note, that
DIPs might represent a biopharmaceutical product themselves. Since they limit viral
spread, they can potentially serve as a novel antiviral agent [15]. To either reduce the
impact of DIPs on vaccine production or provide process conditions in support of DIP
growth requires a detailed understanding of their replication and how their interfere with
the growth of their parental virus.

The major challenge in addressing research questions, such as outlined above, is the
complexity of virus-host cell systems. While increasing amounts of data hold the promise
of providing increased understanding of such complex biological systems, we need to
translate measurements into robust mechanistic knowledge that allows to predict the
behavior of such systems. For this, the discipline of computational systems biology
provides means to describe and simulate complex biological systems with the help of
mathematical models. In particular, infection research has benefited from virus dynamics
modeling, which, for instance, helped to inform decision making in public health by
describing viral spread in host populations [16, 17]. Furthermore, principles applied
by within-host infection models can also be used to describe virus production in cell
culture-based bioprocesses and suggest strategies for process optimization. However, we
strive to not only describe the spread of viruses in cell cultures, but to understand virus
production in the smallest unit of the infection cycle, i.e., a single infected cell. For this,
the BPE group has developed strikingly detailed descriptions of the intracellular viral
life cycle in influenza virus-infected cell cultures, which elucidated important regulatory
mechanisms of virus replication [11, 18].

In order to explore options for the optimization of virus production processes, this
thesis aims to elucidate the impact of host cell factors and DIPs on virus growth by
employing different single-cell and within-host models of influenza virus infection. For
this, we use the single-cell model previously developed by the BPE group [18] to identify
bottlenecks in virus replication that could be targeted by cell line engineering to increase
virus yields. Furthermore, we inform the model on the impact of selected host cell factors
on virus growth and develop simulation approaches that allow to predict the production
phenotype of novel engineered cell lines. In addition, we use the single-cell model to
predict in silico how DIPs influence virus replication. For this, we implement different
hypotheses on DIP interference into the intracellular model and test them with respect
to virus release measurements reported in literature. Finally, we translate the mechanism
of interference to a within-host model describing DIP co-infection that allows to capture
the dynamics of virus concentrations in continuous vaccine production processes. Further
model analyses enable us to evaluate options for process manipulation and discuss the
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suitability of such processes to either produce vaccines or DIP-based biopharmaceuticals.
This introduction is followed by a literature review of influenza viruses, viral vaccine

production and on mathematical models of virus infection (Chapter 2). Subsequently,
we describe the model and simulation approaches employed to investigate the impact
of selected host cell factors and DIPs on virus replication on the intracellular
and cell population level (Chapter 3). We, then, present the results of our
model-based investigations on intracellular virus replication, which are followed by the
within-host modeling results that solely focus on DIP growth during continuous virus
cultivation (Chapter 4). Conclusions and outlook of this thesis are given in Chapter 5
and Chapter 6, respectively.
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Chapter 2

Theoretical Background

This chapter introduces important aspects of influenza viruses and the molecular
mechanisms of their replication as well as their DIPs. To motivate the optimization
of animal cell culture processes for the production of virus-based biopharmaceuticals, we
will provide a brief summary of virus production systems. Finally, we will give an overview
on mathematical modeling of virus dynamics and theories applied for model construction
and analysis.

2.1. Influenza A virus infection

Influenza viruses are obligate intracellular parasites and require a host cell to replicate
their genome and form progeny virus particles. They are member of the Orthomyxoviridae
family and are classified as either type A, B, C, or the recently identified type D (reviewed
in [3, 19, 20]). In humans, mainly infections with the viruses of type A and B cause an
infectious respiratory disease, named influenza or the common flu, that spreads in seasonal
epidemics and, occasionally, leads to pandemic outbreaks. In particular, strains of IAV
were responsible for the pandemic outbreaks of the last century and, thus, will be the
main focus of this thesis.

2.1.1. Virus structure and morphology

IAVs are enveloped viruses that contain eight, negative-sense, single-stranded viral RNA
(vRNA) gene segments. Their wide host tropism is related to the variability of their
surface glycoproteins hemagglutinin (HA) and neuraminidase (NA), which are also used
to distinguish different IAV strains. Each strain receives a unique name according to a
systematic nomenclature using virus type, species from which the virus was isolated (if
non-human), location of isolation, number of the isolate, year of the isolation, and subtype
of HA and NA. For instance, the reference strain A/PR/8/34 (H1N1), widely used in
research and process development, is the isolate number 8 of a human IAV isolated in
Puerto Rico in 1934 that possesses both HA and NA of subtype 1. While there are
18 HA and 11 NA known subtypes that allow numerous possible subtype combinations,
the H1N1, H2N2 and H3N2 subtypes of IAVs have consistently established in humans
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and also caused the influenza pandemics of the last century (reviewed in [3, 20]). The
following paragraphs will give an overview on the structural characteristics of IAVs.

Virion and genome structure Morphologically, IAVs appear either as spherical particles
with an average diameter of about 100 nm, or as filaments with up to 30 µm in
length [21, 22]. The viral envelope is derived from the lipid membrane of the host cell
during the budding process and contains the viral transmembrane proteins HA, NA and
matrix protein 2 (M2). Furthermore, host membrane proteins may be also incorporated
into the viral envelope, likely through lipid recruitment at the viral budding site [20].
The matrix protein 1 (M1) forms an inner layer beneath the lipid membrane supporting
the viral envelope. Furthermore, M1 associates with the viral genome segments inside
the virus particle. The viral genome is not incorporated as naked vRNA but in form
of viral ribonucleoproteins (vRNPs). Within the vRNP, the vRNA is encapsidated
by one copy of the heterotrimeric viral polymerase, i.e., viral RNA-dependent RNA
polymerase (RdRp) and numerous copies of the viral nucleoprotein (NP). In particular,
the viral polymerase consists of three subunits, i.e., the polymerase basic protein 1 (PB1),
polymerase basic protein 2 (PB2) and the polymerase acidic protein (PA). It binds to a
helical hairpin structure that forms between the highly conserved 5’ and 3’ ends of the
vRNA. Thus, the encapsidated vRNA forms a rod-shaped secondary structure, with the
polymerase at one end and a loop at the other, which represents the minimal replicative
unit of the virus (see Figure 2.1 and reviews by [3, 19, 20, 23–25]). Moreover, the eight
genome segments adopt a “1+7” configuration inside the virus particle with one core
segment that is surrounded by the remaining seven segments [27, 28]. This configuration
seems to follow an inherent mechanisms that is also observed for other influenza virus
types [29]. Interestingly, a recent study showed that, in case one genome segment has a
packaging defect, the virus particles contain an increased number of cellular ribosomal
RNAs that, seemingly, “fill up” the gap left by the missing vRNP [28].

Genome organization The length of the eight genome segments ranges from
890–2341 nucleotides for the A/PR/8/34 strain [30]. They encode for 10 essential viral
proteins and multiple accessory proteins, which are either virus strain-specific or only
occur under laboratory conditions (Figure 2.2). To overcome the limited coding capacity
of their genome, influenza viruses employ mechanisms such as alternative open reading
frames, alternative splicing and ribosomal frame shifting, which allows to increase the
number of viral proteins encoded per segment [31, 32]. The three polymerase subunits
PB1, PB2 and PA are encoded by the longest segments 1 to 3. The surface glycoproteins
HA and NA are encoded by segment 4 and 6, respectively. Furthermore NP is synthesized
from segment 5, and M1 and the non-structural protein 1 (NS1) are located on the
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Figure 2.1.: Virus particle and genome structure. (A) Schematic diagram of a spherical
influenza A virus particle. (B) Scheme of an influenza viral ribonucleoprotein (vRNP). (C) Top
view of a virus cross-section showing the “1+7” configuration of vRNPs. PB - polymerase
basic protein, PA - polymerase acidic protein, HA - hemagglutinin, NP - nucleoprotein,
NA - neuraminidase, M - matrix protein, NEP - nuclear export protein. Figure adapted
from [3, 19, 20]. Figure elements taken from [26].

Figure 2.2.: Viral genome organization. Genome segments of the influenza A/PR/8/34
strain. Boxes represent the encoded proteins and lines at the termini symbolize the non-coding
regions. Introns of the spliced mRNAs of segments 7 and 8 are indicated by V-shapes. The
smaller coding regions (grey boxes, black letters) represent accessory proteins found in many
strains, whereas those that are less prevalent (PB2-S1, M42, and NS3) are not illustrated.
NS 1 nonstructural protein 1. Color code is in accordance to Figure 2.1. Figure adapted
from [19, 20, 31]. Figure elements taken from [26].
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two smallest segments 7 and 8, respectively. Two essential proteins, also derived from
segments 7 and 8 by alternative splicing, are M2 and the nuclear export protein (NEP),
respectively.
In response to infection, the host cell activates antiviral mechanisms, such as the

RIG-I/interferon signaling pathway, to counteract virus replication [33, 34]. Thus, to
complete its life cycle successfully, the virus requires not only its major proteins that are,
for instance, responsible to replicate the viral genome and form the structural elements
of the viral progeny. In addition, non-structural, multi-functional viral proteins are in
place to modulate the host response in such way that it allows the virus to exploit the
host cell machinery. This role has been attributed to proteins such as NS1, PB1-F2 and
PA-X (reviewed in [35]). Interestingly, a recent study revealed that a peptide encoded by
a deletion mutant of the segment 1 can also influence the antiviral response, showing that
the virus might even employ further mechanisms, such as open reading frames in RNA
deletion mutants, to enlarge its coding capacity [36].

2.1.2. The intracellular viral life cycle

In birds, the natural reservoir of influenza viruses, the virus replicates in epithelial cells
of the intestinal tract, whereas in humans and mammals, influenza viruses preferentially
infect epithelial cells of the respiratory tract causing typical disease symptoms. Moreover,
influenza viruses also infect macrophages and dendritic cells. However, in those cells,
virus replication is limited and rather results in the activation of the immune response
than in significant release of viral progeny [3]. Details of the viral life cycle are shown in
Figure 2.3 and will be explained in the following paragraphs.

Virus attachment and uptake To enter its host cell, the virus binds to sialic acids at the
cellular surface, a process mediated by the HA protein. Upon binding, the virus particle
is internalized by receptor-mediated endocytosis, followed by endosomal trafficking and
acidification (reviewed in [19, 38, 39]). The latter induces structural changes in the HA
protein, which cause the fusion of the virus envelope with that of the endosome, such
that the virion has access to the cytoplasm. Endosomal acidification also activates the
viral M2 ion channels [40] that import protons to the inside of the virus particle, which
is followed by viral uncoating, i.e., the dissociation of vRNPs from the M1 (reviewed
in [19, 38, 39, 41]). Consequently, the eight genomic vRNPs which are free of M1, are
released into the cytoplasm.

Nuclear import of vRNPs Upon uncoating, the viral genomes traffic to the host cell’s
nucleus, where they replicate and transcribe their genome. In particular, there is evidence
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Figure 2.3.: Scheme of the influenza A virus life cycle. For the sake of simplicity, only
one of the eight vRNPs is depicted and non-structural proteins were omitted. Different steps
are assigned by numbers (see text for details): (1) attachment, (2) endocytosis, (3) fusion
in late endosomes, (4) nuclear import, (5) transcription, (6) replication (cRNA synthesis),
(7) protein translation, (8) cRNA encapsidation, (9) replication (vRNA synthesis), (10) vRNA
encapsidation, (11) M1 and NEP binding, (12) nuclear export, (13) virus assembly and budding.
Figure adapted from Heldt et al. [37].

that the eight vRNPs remain associated in a joint complex and only separate when they
reach the nucleoplasm [42]. Multiple studies revealed that cytoplasmic vRNPs efficiently
engage the host nuclear import pathway to reach the nucleoplasm [20, 43]. Due to their
size, vRNPs require energy-driven transport by the host cell’s nuclear import machinery
to reach the inside of the nucleus (reviewed in [20, 24, 39, 43–46]). To interact with the
nuclear transport receptors, viral components require a nuclear localization signal (NLS)
which has been found in all viral proteins associated with the vRNPs [46]. While for
the nuclear import of the vRNPs only the NLS of the NP is relevant [19, 39, 47, 48],
individual viral proteins, such as the viral polymerase subunits, require their own NLS for
cytoplasmic-nuclear trafficking later in infection. Depending on the viral cargo, different
host nuclear import factors are recruited [39, 43, 46]. On the viral side, the most important
regulator of cytoplasmic-nuclear trafficking is M1. When associated to vRNPs, M1 masks
the NLS of NP, which prevents nuclear vRNP import unless M1 dissociates from the
viral genome [49]. Hence, M1 release during uncoating is necessary to allow nuclear
import of parental vRNPs. Furthermore, nuclear daughter vRNPs bound by M1 traffic to
the cytoplasm and cannot re-enter the nucleus [50–52], which is a pre-requisite for viral
progeny release.
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Viral mRNA synthesis Upon successful viral entry, viral messenger RNA (mRNA)
synthesis occurs first independent of de novo synthesized viral proteins. This primary
transcription is carried out in cis by the resident viral polymerase of the vRNP using
its own vRNA as a template [53]. Furthermore, the initiation of viral mRNA synthesis
depends on the interaction of the viral polymerase with the cellular RNA polymerase II
(Pol II), which facilitates the so-called cap-snatching (reviewed by [19, 23, 25, 43]).
For this, a 5’ capped ribonucleic acid (RNA) primer is derived from host pre-mRNAs,
which significantly increases the initiation efficiency of viral mRNA synthesis [20].
After elongation, each viral transcript is polyadenylated when the viral polymerase
transcribes a short poly-uridine sequence of the vRNA 5’ end, which involves stuttering
of the polymerase and finally terminates mRNA synthesis. Due to their 5’ cap and
3’ poly(A)-tail, viral transcripts mimic host cell mRNAs, which facilitates their access to
cellular nuclear export factors as well as the splicing and translational machinery of the
cell [23, 54].

Viral protein translation Cytoplasmic viral mRNAs are translated by cellular ribosomes
for which they compete with cellular transcripts for active translation sites. To this
end, the virus has evolved several mechanisms to draw resources away from host cell
protein translation. This so-called host shut-off does not only involve preferential access
to ribosomes but also degradation of the Pol II later in infection [19, 55]. To compensate
for the limited coding capacity of the virus genome, some viral mRNAs are spliced prior
to nuclear export (Figure 2.2), where timing of the expression of spliced and unspliced
mRNAs seems to be linked to the functionality of the encoded proteins [19, 20]. For some
of the de novo synthesized proteins, their translation is followed by import to the nucleus,
where they are required for ribonucleoprotein (RNP) assembly, RNA replication and other
processes [45, 46]. In contrast, the viral surface proteins with transmembrane domains,
HA, NA and M2, are translated at endoplasmic reticulum (ER)-associated ribosomes and
later travel to the host cell plasma membrane to form the viral envelope. At the ER and
Golgi apparatus, important post-translational modifications, such as glycosylation and
proteolytic cleavage, take place, which support the correct folding and functionality of
those proteins [20].

Viral RNA replication For the amplification of the viral genome, the virus employs a
third RNA species, which is a complementary RNA (cRNA) of positive polarity. In
contrast to the viral mRNA, this replication intermediate provides a full-length copy of
the vRNA and is synthesized without the use of a 5’ capped RNA primer or a 3’ poly(A)
tail. Since the vRNA of the parental vRNP encodes both mRNA and cRNA, that
are ultimately designated for different purposes, the question is how the synthesis of



2.1. Influenza A virus infection 11

those two positive-strand RNAs is coordinated (reviewed in [19, 23, 25, 56]). While
this is still a matter of ongoing research, there are two main hypotheses that were
established during the past decades of research. On one hand, there is experimental
evidence that the polymerase might switch from mRNA to cRNA synthesis later in
infection, which is triggered by the increasing number of soluble NP molecules [57].
This so-called switching hypothesis was, however, challenged by findings of Vreede and
colleagues [58, 59], who describe that vRNPs synthesize both positive-strand RNA species
simultaneously. Importantly, nascent cRNAs are being degraded by cellular nucleases
until they are stabilized by viral polymerases and NP, i.e., until they form complementary
ribonucleoproteins (cRNPs), and cRNA accumulation becomes evident. Besides the
switching and stabilization hypotheses, other studies suggest that transcription is carried
out in cis by the vRNP-resident polymerase, whereas RNA replication is mainly driven
in trans by the soluble polymerases [53, 60]. Of note, multiple other studies have been
carried out revealing the impact of cellular [43, 61, 62] and viral factors [63–68] on viral
RNA synthesis and its regulation. Using mathematical single-cell models, our group
revealed that intracellular RNA dynamics can be reproduced best by accounting for the
stabilization hypothesis [18, 26], which is why we continue to employ this mechanism
in current models. When present in their stabilized form, cRNPs serve as template
for de novo vRNA synthesis, likely catalyzed by the soluble viral polymerases [53].
Following vRNA synthesis, assembly of vRNPs through encapsidation by polymerases and
multiple copies of NP is analogous to cRNP formation. Replication-competent vRNPs
then serve again as template for mRNA and cRNA synthesis, such that the three RNA
species engage in an autocatalytic cycle.

Nuclear export of vRNPs To complete the replication cycle and form progeny viruses,
vRNPs need to leave the nucleus and traffic to the cellular plasma membrane. For this,
the two viral proteins M1 and NEP are responsible in mitigating nuclear vRNP export
together with the cellular export machinery (reviewed in [19, 20, 43]). Similar to vRNP
import, the export of large molecules requires active transport involving the nuclear export
receptor chromosome region maintenance 1 protein (CRM1) and cellular nucleoporins. To
interact with those cellular factors, vRNPs are directed toward CRM1 via a “daisy chain”
of M1 and NEP. For this, M1 associates with the vRNP and NEP, while NEP recruits
CRM1 through its nuclear export signal [65, 69, 70]. It has been hypothesized that the
initial formation of an M1-vRNP complex shuts down the transcriptive and replicative
activity of the vRNPs [71–76], which is required to facilitate their export. Opposed to
the “daisy chain” model, Brunotte and colleagues proposed an alternative mechanism,
where NEP directly binds the vRNP-resident polymerase and does not only facilitate
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binding of M1 to the NEP-vRNP complex but is also required to efficiently shut down
vRNP activity [77, 78]. Although the two models propose ambiguous roles of M1 and
NEP, they clearly underline their importance and joint action in driving nuclear export.
Importantly, M1 and NEP are expressed late during infection, such that vRNP export
only occurs after a complete round of replication preventing a pre-mature shut down of
viral transcription and replication [19, 79].

Particle assembly and release Ultimately, the eight viral genomes and the viral
structural proteins, HA, NA, M1 and M2, assemble at the cellular plasma membrane to
form progeny virions. To orchestrate this process, multiple mechanisms are required that
facilitate the concentration of the viral components at the plasma membrane and induce
membrane curvature and scission (reviewed in [19, 20, 24, 43, 80]). Several studies revealed
that virions bud from lipid rafts, cellular membrane domains that are rich in sphingolipids
and cholesterol (e.g. [81]). HA and NA localize at those rafts, accumulate and form distinct
clusters and patches, which likely facilitates the recruitment of cytosolic M1 [19, 20].
Here, oligomerized M1 acts as a membrane-bending protein and induces curvature of
the membrane and the formation of a budding site. Furthermore, M1 associates with
vRNPs located at the plasma membrane, and, thus, provides a link between the viral
membrane proteins and the vRNP complex inside the virus particle, which drives the
incorporation of vRNPs during bud extension. Additionally, M2 seems to support the
capturing of vRNPs [19], however, it rather accumulates at the boundary of the budding
domain and further bends the membrane of the budding virion [20, 40]. In particular,
M2 is responsible for the formation of a “bud neck” and promotes membrane scission
by decreasing the distance between the two opposed membranes [82]. Importantly, the
successful budding of particles also relies on the sialidase activity of the NA, which removes
local sialic acid residues and, thus, prevents binding of HA to the cell surface [20].

Cytoplasmic vRNP trafficking and packaging Upon nuclear export, vRNPs associate
with Ras-related protein Rab-11 (RAB11)-positive recycling endosomes at the
microtubule organizing center in the perinuclear region. Then, while being associated
with the recycling endosome, the vRNPs are actively shuttled to the plasma membrane
via the cellular microtubuli network. At the budding site, vRNPs are extracted from the
recycling endosome, supported through the recruitment by M1 [43]. While RAB11 is the
major host factor promoting vRNP cytoplasmic trafficking [83], further host factors are
supporting their vesicular transport [24, 43]. Furthermore, there is evidence that vRNPs
can reach the plasma membrane independent of host cell proteins or the cytoskeleton, e.g.
through vRNP-intrinsic lipid recruitment or by diffusion [19, 24]. However, likely, vRNP
traffic occurs mostly in an organized manner, since this facilitates their co-localization and
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orientation before they are incorporated into budding particles [24, 43]. In particular, the
step of genome packaging is crucial for the formation of progeny virions which are only
replication-competent in case at least one copy of each genome segment is incorporated.
While it has been proposed that the packaging of vRNPs might occur randomly,

several lines of evidence suggest that it rather follows a hierarchical segment-specific
mechanism (reviewed in [84, 85]). In particular, electron microscopical and electron
tomography studies show that the eight vRNPs organize in a “1+7” configuration, where
a core segment is surrounded by seven other segments [24, 27, 28, 86–89]. The formation
of this vRNP-packaging complex is driven through inter-segment interactions by the
bundling and packaging signals of each vRNA [84, 90], facilitated by the secondary
structure of the vRNPs [91]. This allows to bring specific segments together and increases
the likelihood that only one copy of each segment is incorporated into the budding
virion. Further support for a segment-specific packaging mechanisms comes from a study
using vRNA-like reporter segments showing that homologous segments compete for the
incorporation into the vRNP-packaging complex [92]. Nonetheless, a noticeable fraction
of virus progeny carry only an incomplete set of genomes [93]. Hence, even though vRNP
packaging is regulated by several mechanisms, it might still present a bottleneck in the
formation of infectious virus particles.

2.1.3. Defective interfering particles

Virus populations are heterogeneous and highly divers in their properties such as genome
sequence and biological activity [94–99]. Mostly, virological research is concerned with
infectious and replication-competent virus particles, i.e., those virions that successfully
enter the host cell and form progeny particles, since they represent the primary source of
viral pathogenicity. However, large proportions of a viral population may be considered
as non-infectious and consist of particles that do not directly contribute to the formation
of viral progeny but exert other biological functions. One important class of such
non-infectious particles was discovered in experiments by Henle and Henle [100] as well
as by Preben von Magnus [101] in the mid 1900s. They describe that some inactive
influenza virus particles limit the replication of infectious virions. For instance, during
undiluted serial passaging of influenza viruses in eggs, von Magnus observed a drop
in the ratio of infectious to non-infectious virus particles, which became known as
the “von Magnus effect”. While von Magnus attributed this phenomenon to so-called
“incomplete” particles [102], only later the term “defective interfering” (DI) particle and
its definition were introduced by Huang and Baltimore [103]. Firstly, DIPs are defective,
since they require co-infection by the fully infectious STV to complete the viral replication
cycle. Secondly, DIPs interfere with virus replication during co-infection and replicate at
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the expense of their STV, reducing the number of infectious progeny. In particular, the
latter represents a therapeutic potential of DIPs. While IAVs can mutate to evade the
host immune response or antiviral drug treatment, it is unlikely that the virus can acquire
mutations that counteract DIP interference. This is related to the fact that STVs and
DIPs employ the same molecular mechanisms to replicate their genome. Consequently,
any mutation that reduces the replication of DIPs will also affect STV propagation [104].
Hence, DIPs might serve as a novel antiviral agent that can overcome limitations of
conventional vaccination and treatment with antiviral drugs (reviewed by [15, 105]).
Today, we know that DIPs are formed by almost all viruses [15, 106–108], play a role
in both laboratory experiments as well as in vivo scenarios [15, 109–111], and impact
production and efficacy of biopharmaceutical products [13, 112]. In particular, state-of-the
art sequencing techniques and genetic engineering allow improved characterization of DIPs
and viral sub-populations in general, which helps to improve our understanding of their
role in the viral life cycle and supports rational design of virus-based antivirals. Below,
we will give a brief overview on origin, structure, function and potential therapeutic use
of DI RNAs.

Origin and structure of DI RNAs Morphology and structural viral components of
influenza DIPs are identical to their cognate STVs. In particular, they are antigenically
identical, which makes it difficult to distinguish the two particle species with conventional
virological assays, such as the HA assay. However, DIPs are unable to complete the viral
life cycle since they lack essential viral genes due to the incorporation of one or more
deletion mutant genome segments during packaging. Such sub-genomic segments arise
during errors in virus replication, where the viral polymerase detaches from its template
and translocates to a position further downstream of the RNA sequence (reviewed
by [113–116]). Likely, this process is facilitated by the secondary structure of the
vRNPs bringing distant sequence regions in close physical proximity, resulting in a largely
symmetrical internal deletion close to the termini of the segment (Figure 2.4, [117]). The
deleted gene segments typically retain the terminal ends of the cognate full-length (FL)
sequence, i.e., the 3’ and 5’ ends and the non-coding region, which contain the promotor
region and the packaging signals, and parts of the adjacent coding region [84, 115]. While
the deleted segment is significantly shorter compared to its cognate FL segment, it might
still encode truncated DI peptides [36, 119]. The internal deletions vary in size and
seem to occure randomly, since, thus far, there is no clear indication for a preferential
breaking point or common nucleotide composition around the deletion site [13, 115, 116].
IAV DIP preparations usually contain multiple DI RNAs that can originate from either
one of the genome segments, whereas, so far, no sub-genomic RNAs of segment 7 were
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described [14, 84, 120, 121]. The most abundant DI RNAs of IAV originate from
segments 1–3, which encode the three polymerase subunits [110, 117, 120, 122]. Since
those are the longest of the eight IAV genome segments, internal deletions can result in
very short polymerase-derived DI RNAs with only up to 300 nt, which corresponds to only
about 15% of their parental FL segment in length (reviewed by [84, 115]). In particular,
this substantial difference in length of DI RNAs has lead to the common assumption that
their reduced length is the main source for their interfering potential (see below).

Besides DI RNAs with single internal deletions, defective sub-genomic RNAs also
exist in other forms. Those include such with multiple deletions; copy-back/panhandle
genomes and snap-back/hairpin genomes, where parts of the sequence are copied in reverse
complement; mosaic or complex defective genomes that arise by partial recombination

Figure 2.4.: Schematic diagram of full-length and DI RNA structures. (A) Structure
of an influenza virus full-length segment, depicted as vRNP and in its linear form, respectively,
containing the untranslated regions (UTR) with promotor sequences and packaging signals, and
the coding sequence elements A–E. The deletion DI RNA (bottom) is potentially generated
de novo by a translocation of the viral polymerase between adjacent regions of the RNA
template which are present in a double-helical conformation. While the polymerase reads the
template RNA it can dissociate from element A and reattaches to element E, respectively (red
arrow), without copying the entire sequence. Consequently, parts of the internal coding region
are deleted, as indicated by the V-shape in the linear DI RNA sequence. (B) Structures
of DI RNA forms reported in literature. For instance, copy-back and snap-back DI RNAs
contain complementary copies of sequence elements, represented by A’ and B’, respectively.
Complementary sequence elements can hybridize and give rise to either panhandle or hairpin
RNA structures. Mosaic genomes represent recombinations (or rearrangements) of various
regions coming from the parental full-length RNA, or host RNA, denoted by sequence elements Y
and Z. Figure adapted from [13, 15, 26, 105, 107, 108, 116, 118].
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with other viral or cellular genome parts; or (hyper-)mutated genomes (reviewed
by [15, 105, 107, 108, 116, 118]). For instance, while no deleted form of the IAV
segment 7 was described previously, our group discovered a hyper-mutated version of this
segment which shows a DI-like interfering phenotype [123], referred to as over-proportional
segment 7 (OP7).

Modes of interference and competition To replicate their genome and form progeny
particles, DIPs depend on the co-infection by their cognate STV. In particular, high
multiplicity of infection (MOI) scenarios facilitate DIP propagation by increasing the
chance of a co-infection of a host cell. During co-infection, the DI RNAs replicate at the
expense of the STV by taking advantage of the missing viral proteins complemented
in trans by the STV. During co-replication, the DI virus uses up viral and cellular
resources without contributing to the pool of functional viral proteins and, thus, inhibits
the formation of STV progeny. However, the molecular mechanisms involved in this
inhibition are still not fully understood (reviewed in [13, 105, 107, 108, 115, 118]).
The most common assumption is that DI RNAs have an advantage over FL RNAs due

to their reduced length. For instance, the preferential amplification of sub-genomic RNAs
observed in experiments lead to the hypotheses that the viral polymerase can produce
more copies of short RNAs per unit of time [105, 115, 119, 124]. In particular, Odagiri and
colleagues proposed that the advantage in RNA replication occurs at the stage of cRNA
synthesis [125]. Consequently, the DI RNAs might outnumber the FL RNAs resulting in
a decrease of STV formation. Moreover, it was speculated that the DI RNAs’ potential
to accumulate to unusually high copy numbers stems from the loss of, yet unknown,
regulatory elements that are normally present in FL RNAs. Furthermore, DI RNAs have
to be packaged into progeny particles to successfully propagate and infect new host cells.
For this, the DI RNAs have to retain the terminal ends of the FL sequence, which contain
the packaging signals. However, since DI segments are smaller compared to their cognate
full-length segment, it was hypothesized that they could be packaged more easily into
budding particles or may exclude FL segments from packaging considering that vRNP
incorporation occurs in a segment-specific manner (reviewed in [115]).
In particular, support for a simple length-dependent advantage of DI RNAs during

RNA synthesis comes from a mini-replicon study using luciferase-expressing virus-like
vRNAs [126]. Here, the shorter of two reporter vRNAs suppressed luciferase expression
more efficiently. Furthermore, also the the eight FL vRNAs were evaluated for their
potential to reduce luciferase expression. Interestingly, the shorter the FL segment, the
more efficiently luciferase expression was inhibited. In addition, this study showed that
the replication of virus-like RNAs was limited by the availability of viral polymerases.
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This agrees well with experimental findings of an in vitro, cell-free RNA assay of vesicular
stomatitis virus (VSV), which revealed that DI and FL RNAs compete for components
of the viral polymerase complex [127]. While very short DI RNAs seem to have an
advantage in RNA synthesis compared to their parental FL RNAs, not all IAV DI RNAs
accumulate to high levels in host cells [124]. However, some experiments showed that
DI segments might also be preferentially packaged into progeny particles, such that
the DI-to-FL RNA ratio in progeny particles is higher compared to that ratio on the
intracellular level [124, 128, 129]. Consequently, co-infected host cells showed almost
exclusive DIP release although decent amounts of FL RNAs were present inside the
cells. Hence, length might not be the only determinant for an efficient interference. For
instance, Rao and Huang also reported that during simultaneous co-infection of host cells
by three VSV DI RNAs of different lengths, the longest of them was the most successful
competitor, which might be related to the presence of particular sequence parts [130].
Likewise, also the dual-luciferase reporter assay by Widjaja and colleagues revealed that
the interfering potential of IAV-like vRNAs was influenced by the parts of the coding
and non-coding region that were retained in the deleted RNA sequence [126]. While the
nucleotide sequence might influence the replication and packaging of DI segments, the
retained 5’ and 3’ ends also allow the synthesis of truncated polypeptides encoded by
DI vRNAs [119, 131], which were suggested to play a role for the viral life cycle and/or
the DI vRNA’s interfering potential [36]. However, so far, we lack a direct correlation
between DI polypeptide expression and an enhanced DI RNA synthesis [115].

While there are multiple aspects of DI RNA interference, the most intriguing feature
in DIP co-infections is the limitation of STV growth and, thus, a reduction of infectious
virus particle release. However, since DIP reproduction is directly depending on the
availability of functional proteins supplied by the STV, highly competitive DIPs, that
quickly diminish STV replication, interfere with their own propagation, i.e, they are
self-interfering. The latter can be referred to as a parasitic behavior towards their STV,
which leads to the rapid extinction of both virus types. On the contrary, less competitive
DIPs, which may be referred to as symbiotic, attenuate virus growth, however, still
support viral spread. Such symbiotic DIPs have been related to the a reduction in disease
symptoms during infection, which supports the mobility of the infected host and, thus,
even improve viral spread compared to DIP-free infections, e.g. described for dengue
virus [132]. Besides, attenuation of disease symptoms may also prevent the virus-induced
death of host organisms which would otherwise decrease the host population size. For
instance, severe disease outcomes in pandemic influenza infections can be related to a
reduced abundance of DIPs [133]. Furthermore, DIPs may facilitate the establishment
and/or maintenance of persistent infections [103, 118, 134].
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Therapeutic potential of DIPs Since the late 1980s, DIPs have been evaluated as novel
prophylactic and therapeutic antiviral agent [15, 105, 135–138]. Conventional antiviral
drugs applied to treat acute influenza infections, such as NA and M2 inhibitors, exhibit a
selective pressure on influenza viruses. Thus, circulating strains have acquired resistance
against some of the conventional antiviral drugs, rendering them ineffective [139–143].
Opposed to that, the administration of DIPs holds the promise of overcoming those
limitations of conventional antiviral drugs since the emergence of DIP-resistant virus
strains is less likely [15, 104, 136]. Thus, acute infections could be treated without
increasing the selective pressure on wild-type influenza strains since DI RNAs hijack
conserved mechanisms of virus replication.

So far, influenza virus DIPs have been demonstrated to impair virus growth in vitro
and in vivo, and to protect mice and ferrets from a lethal challenge of STVs from various
influenza virus strains [15, 135, 144–148]. Furthermore, experimental observations convey
that, in the presence of DIP co-infection, the induction of the cellular innate immune
response was enhanced [33, 108, 111, 118, 144, 147–149]. In particular, this has been
related to a preferential binding of RIG-I, a host cell factor that leads to the activation of
interferon (IFN), to the short DI RNAs [150]. Moreover, the DIP-related induction of the
immune response, including antibody production [144, 147, 148], represents an additional
benefit in protecting the host organisms from homologous, and even non-homologous,
virus infections of the respiratory tract [136, 151]. However, a recent, systematic
evaluation of IFN induction during influenza infections revealed that naked, i.e., not
NP-encapsidated, mini viral RNAs (mvRNAs) of 56–125 nt in length are triggering the
RIG-I-mediated activation of IFN even more efficiently than DI RNAs [152]. However,
the presence of DI RNAs might indirectly cause accumulation of mvRNAs, since they can
induce an imbalance of NP and polymerases when competing for limiting viral factors
with the FL RNAs (explained above). Such imbalance causes a dysregulation of RNA
replication that is associated with preferential accumulation of mvRNAs, and, thus,
induction of IFN expession [152]. Hence, it is yet to be clarified whether DIP-related
protection comes mainly from enhanced DI RNA replication or improved IFN activation,
or both.

While the exact mechanisms of DIP interference and protection are still elusive,
the application of DIPs as a co-replicating antiviral represents a promising, innovative
alternative to conventional drugs. To facilitate (pre-)clinical trials, large amounts of DIPs
can be produced in stirred tank bioreactors under controlled conditions. In particular,
genetic engineering of trans-complementing producer cell lines allows the generation of
STV-free DIP preparations [153–155], facilitating the supply of safe and well-characterized
DIPs, also termed as therapeutic interfering particles (TIPs). While the repertoire of
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possible application scenarios of such TIPs keeps expanding, e.g. for the treatment of
cancer (reviewed in [108]), the fact that TIPs represent a biological active, transmissible
and live virus-based therapeutic agent might complicate approval for the use in humans,
which requires further tuning by genetic engineering techniques. In addition, Harding
and colleagues proposed a TIP system using a synthetic, mutated IAV strain that mimics
DIP interference at the stage of genome packaging and already showed protection from
lethal infections in animal experiments [156]. Thus, despite the mysteries related to their
formation and propagation, DIPs have already inspired new antiviral strategies beyond
their own mode of action.
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2.2. Influenza vaccine production

Influenza virus infections have a significant impact on global public health and economics.
While effective antiviral drugs for the treatment of influenza are available, vaccination
is still the most effective and successful measure to prevent spreading of the disease.
However, influenza viruses are highly variable [157], and the selection pressure from the
host immune response together with the application of antiviral drugs causes a continuous
evolution of the virus (antigenic shift, antigenic drift). In particular, mutations of the
surface antigens HA and NA pose a significant challenge in battling IAV infections since
they enable re-infection of the same host. Hence, the composition of the influenza
vaccines are updated annually according to recommendations by the World Health
Organization. Currently, two IAV subtypes (H1N1, H3N2) and two lineages of influenza B
viruses (Victoria, Yamagata) are circulating in humans (reviewed in [3, 20]). Accordingly,
many vaccine formulations contain two representatives of IAV and at least one of the
influenza B virus strains. While the majority of vaccines is still produced in embryonated
chicken eggs, the use of animal cells together with genetic engineering techniques opened
various alternatives that lead to the market-introduction of novel cell culture-derived
influenza vaccines (reviewed in [158–160]). Here, we give a brief overview on the different
types of vaccines, and outline the different production techniques as well as avenues to
process optimization.

Current and future influenza vaccines Traditionally, influenza vaccines are available
in inactivated or live-attenuated form. The first generation of influenza vaccines was
chemically inactivated and purified whole virus particles, with the first vaccine candidate
developed in the 1930s and licensed in the 1940s in the USA (reviewed by [3, 161], [162]).
Furthermore, influenza vaccines are available in the form of virosomes or virus-like
particles as well as split virus particles, and, nowadays most commonly, viral sub-units
that serve as antigens [159, 160, 163]. Upon chemical inactivation, so-called split
vaccines are generated by further disintegrating the virus particles using detergents, e.g.
Fluarix® by GSK [164]. For sub-unit vaccines only HA and NA are purified from the
remaining viral components, e.g. Optaflu® by Novartis [165]. Compared to whole virus
particle-based vaccines, split and sub-unit vaccines suffer from both decreased efficacy and
duration of protection. To increase immunogenicity of inactivated vaccines, they can be
complemented with adjuvants [166]. For instance, during the influenza pandemic of 2009,
Germany allowed the use of MF59 to overcome limitations in vaccine dose supply, i.e., to
enable the use of less antigen per dose [3]. While inactivated vaccines are administered
by intramuscular injection, live attenuated vaccines are delivered intranasally, e.g.
through sprays (FluMist® by AstraZeneca, previously MedImmune, 2003 [167]). For this,
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cold-adapted virus strains are used that can infect the nasal epithelium and replicate
in the upper respiratory tract, however, cannot affect the lower respiratory tract. By
mimicking the natural infection, a long-lasting, cross-protective immune response can be
induced in the upper respiratory tract, the natural initial replication site [3, 160].
A drawback of the seasonal influenza vaccines is that they have to be updated

annually and there is the potential risk of a vaccine mismatch, rendering the vaccine
ineffective [3, 160, 168–170]. Hence, to increase robustness of the induced immunity,
there are efforts toward developing a universal influenza vaccine. This is based on viral
peptides corresponding to the less variable components of the virus, i.e., the stalk region
of the HA or extracellular domains of the M2 protein. Alternatively, also M1 or NP or
even combinations of multiple conserved proteins as vaccine is being evaluated, which
may induce a more cross-protective immune response [159, 160, 171].
To facilitate seasonal influenza vaccine production and avoid vaccine mismatches, novel

vaccines are developed using recombinant proteins, viral vectors, peptides as well as RNA
and DNA vaccines (reviewed by [3, 159, 160, 172, 173]). For instance, in 2013, a
recombinant influenza vaccine was introduced, which was produced by the baculovirus
expression system in insect cells [163]. For this, infected cells express recombinant
HA without the need to generate or adapt influenza seed virus strains. Furthermore,
peptide antigens can be synthesized chemically in a cell-free system, which improves
their safety and feasibility for large-scale production. However, while the production
of such novel vaccines might be faster and cheaper, there are limitations regarding
their stability, delivery and efficacy [174]. In particular, many of them are poorly
immunogenic when administered without immunostimulators. Thus, the new generation
of vaccines also requires the development of safe and potent adjuvants that improve their
immunogenicity [160].

Egg-based vaccine production Traditionally, influenza vaccines are produced in
embryonated chicken eggs, which led to the licensing of the first inactivated influenza
vaccine in 1945 in the USA [3, 161]. Until today, egg-based influenza vaccine production
has been constantly optimized and also automated, which allows the cost-effective
delivery of safe influenza vaccines [160, 175]. Furthermore, the long track of experience,
standardization and record of vaccinations gained over more than half a century is
beneficial with respect to regulatory approvals. While the majority of influenza vaccines
are produced in egg-based processes, certain risks of the method remain. In particular,
the logistics of providing a sufficient amount of vaccine-grade eggs are complex and might
be impaired by egg pathogens as well as an avian influenza outbreak among the chicken
layer flocks [161, 175, 176]. While it is already challenging to provide sufficient amounts
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of vaccine-grade eggs during the annual influenza seasons, egg-based production alone
is too slow to meet the global demand in vaccine doses in case of a rapidly evolving
influenza pandemic. Furthermore, some influenza strains only replicate poorly in eggs
and require adaptation, e.g. H3N2 [159, 160]. While, since the 1960s, the application
of A/PR/8/34-based high-growth reassortants has been facilitating the adaptation of
circulating strains to grow in eggs, some viruses might require multiple egg passages to
attain sufficient growth performance. However, during passaging, the virus can acquire
mutations, e.g. in the HA, which can result in a mismatch of the vaccine strain with the
circulating strain and can render the vaccine ineffective [160, 161, 177]. Thus, a main
goal of current influenza vaccine research and development is to decrease the dependency
on egg-based processes in order to guarantee a sufficient and timely supply in case of a
pandemic outbreak.

Cell-culture based vaccine production To overcome drawbacks of egg-based
production systems, the application of cell culture technologies represents a promising
alternative. After the first vaccine produced in cell culture revolutionized the vaccine
manufacturing field (Vero-grown polio vaccine, 1955 [178]), cell culture was also explored
for the production of influenza vaccines in the second half of the 20th century [179].
Several continuous cell lines have shown applicability for influenza virus propagation,
such as Madin-Darby Canine Kidney (MDCK), Vero, HEK-293, PBS-1 cells and designer
cell lines, such as PER.C6®, AGE1.CR®, EB14®/EB66®, and CAP® [180–183]. Today,
the MDCK cell line is the “working horse” of influenza virus vaccine research and
manufacturing [175, 180, 184]. A big concern in applying immortalized animal cell lines
is their potential tumorigenicity and oncogenicity, and contamination with pathogens,
which has also been evaluated for several MDCK cell lines to show their suitability for
vaccine production [185–187]. Thus, in 2001, a major accomplishment was the approval of
Influvac®, the first human influenza vaccine in the EU that was produced in an adherent
MDCK cell line [188]. To facilitate large-scale production, adherent cell lines can be
adapted to growth in suspension. One successful example for this approach is the first
MDCK suspension cell line developed in 1997 [189], that was used later by Novartis
to produce seasonal influenza vaccines (Optaflu®, commercialized in 2007 [165]). The
same cell line is still used today for vaccine production (Flucelvax®) by Sequirus in the
USA [190]. Since proprietary cell lines are excluded for the use in academia, research
groups started to develop their own MDCK suspension cell lines [191–194]. In particular,
the MDCK.SUS2 cell line has been extensively applied by our group [193–197] and, hence,
modeling of an MDCK.SUS2-based process will be also covered by parts of this thesis.
The production process is separated in a cell growth phase and an infection/production
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phase. First, cells are grown to high cell concentrations in large-scale cultivation systems,
such as stirred tank bioreactors, and are subsequently infected by high-growth vaccine
strains at a low MOI. While for adherent producer cell lines an increasing surface
must be provided during the cell growth phase, e.g. by using microcarriers, suspension
cells can be scaled-up more easily by simply increasing the process volume [180].
Furthermore, the application of suspension cell lines also facilitates process optimization
and intensification (see below).
In summary, cell culture-based production processes are independent of the availability

of vaccine-grade eggs and allow production in a closed, sterile and controlled system.
Furthermore, mutations in the HA protein, as observed in egg-passaged viruses, are absent
in cell-derived vaccines [160, 198]. Importantly, cell-culture based production systems can
be scaled-up more easily and can, theoretically, allow to respond quickly to an increased
demand in vaccine doses in case of a pandemic outbreak [177]. However, to guarantee
safety and reproducibility, cell lines are grown in chemically defined culture media [180],
which can result in lower virus yields compared to egg-based processes. While high costs
arise for manufacturers during establishment, validation and approval of a novel process,
the combination of high cost and low productivity can render a transition to cell-based
production financially unattractive [159, 175, 176]. Thus, the further optimization of cell
culture based production processes is of utmost importance.

Routes to process optimization While cell-culture-based production holds the promise
of guaranteeing a sufficient and timely supply of a large number of vaccine doses [176, 199],
there is still room for process optimization. On one hand, the process setup itself can be
optimized. In particular, suspension cell lines [182, 183, 193, 200] have been explored in
recent years that can be applied in high-cell density processes that allow the production
of more vaccine doses in smaller volumes [196, 201–203]. On the other hand, either the
vaccine strain or the cell substrate itself can be further optimized. While, for instance,
in MDCK cells, most human influenza viruses grow efficiently, it might be still required
to generate high-growth reassortant strains and adapt the virus to the producer cell
line to achieve sufficient growth performance [161]. While the A/PR/8/34 virus is the
traditional backbone for high-growth reassortants, genetic engineering techniques allow
even further optimization of so-called master seed viruses, e.g. by manipulating the viral
polymerase, genome packaging and virus release (reviewed in [160]). Such backbones
are subsequently combined with the HA and NA genome segments from the circulating
viruses by reverse genetics, similar to what has been established to generate high-growth
reassortants for egg-based processes [161]. The optimization of the cell substrate itself
is subject of ongoing research. Here, the two main options are the picking of high-yield
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clones from cell populations [186] or genetic engineering of cells. For the latter, the
downregulation of antiviral factors, such as interferon regulatory factor 7 (IRF7) [204],
can lead to increased IAV yields in MDCK cells. Likewise, in the case of poliovirus
production, knockdown of antiviral host cell factors in Vero cells was also reported to
result in significantly increased virus yields [205]. Another option is to overexpress host cell
factors that support virus growth, e.g. sialic acids that serve as receptors used by the virus
to enter cells [206, 207]. To optimize virus yields, the overexpression of relevant host cell
factors was also explored by our group. Thus, the evaluation of cell lines over-expressing
relevant host cell factors for IAV replication is also covered by parts of this thesis.
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2.3. Mathematical models of virus infection

Mathematical modeling of biological systems aims to elucidate mechanisms underlying
the principles of biology. Also in virology, mathematical models have become a crucial
instrument for data analysis and interpretation by transferring biological knowledge into
logical structures that reproduce experimentally observed phenomena. Furthermore, the
quantitative understanding of infectious disease dynamics has supported fundamental
advancements in infection research, for instance, in predicting outcomes of antiviral
therapy. Moreover, model construction, data integration, in silico experiments and
model-driven experiments, form an iterative cycle that allows to generate, test and
(in)validate new hypotheses on biological mechanisms involved in disease biology [208–
210].
In the first part of this section, we give an overview on models used to describe the

dynamics of virus growth at different scales with a focus on IAV models. The second part
will deal briefly with theoretical aspects of model analysis techniques.

2.3.1. Model classes and scales of infection

Mathematical models exist in a variety of forms. While the simplest ones consist
only of a few equations, more complex models are comprised of tens of equations and
use various mathematical techniques. Depending on the research question, simple and
complex models can be equally helpful. However, a growing set of equations is also
related to increasing computational costs and the risk of over-fitting a system. Thus, the
complexity in constructing of mathematical models in infections research, as well as in
any other discipline, is guided by their purpose, available information, i.e., biological
knowledge and experimental data, and the computational cost. Still, while models
studying molecular mechanisms at the single-cell level and those that serve for disease
control on the epidemiological scale are built for different purposes (Figure 2.5), they
jointly follow common modeling principles and simplifying assumptions. In the following,
we outline different types of models used in infection research with a primary focus on
models used to describe influenza virus infection dynamics.

Classification and common modeling assumptions The major groups of
mathematical models are deterministic and stochastic models which describe the
timely and/or spatial progression of an infection process. Depending on the purpose
of the model, the different modeling approaches can also be combined to form hybrid
frameworks. Typically, virus growth dynamics are described by deterministic continuous
models built of a set of ordinary differential equations (ODEs), which are of particular
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Figure 2.5.: Scales of infection. Modeling of viral infection processes and spread occurs at
multiple scales. At the intracellular level, models capture molecular details on replication and
virus-host cell interactions. Within-host models help to elucidate crucial infection parameters
and support improved antiviral treatment at the patient level. At the host population level, virus
dynamics models can describe infectious disease spreading in defined cohorts or communities,
as well as on the global population scale by incorporating aspects of mobility, such as air travel.
The latter are of particular interest to study and predict public health interventions, which is
of utmost importance to understand how diseases can be stopped and pandemics prevented.
Figure adapted from [17, 210]. Mobility network map of Germany taken from [211].

interest for this present work. Besides, numerous infection studies have also incorporated
the stochasticity of virus-host cell systems and accounted for the randomness inherent in
biochemical reactions. Furthermore, infection models make use of various mathematical
techniques. One study presented a boolean model, i.e., network-based model, where each
model species represents a “switch” that is either active or inactive [212]. Alternatively,
cellular automaton models [213–217], population balance models [218, 219], and
agent-based models (reviewed in [220, 221]) can successfully describe viral spread in cell
cultures and tissues, and capture virus infection in heterogeneous systems comprised of
various cell types, e.g. required to incorporate the immune response or multi-pathogen
infections (reviewed in [222]). Furthermore, we can subdivide the different available
models according to which facet of the infection process they are focusing on. While
some focus on describing mechanisms on the molecular scale and intracellular virus
replication, others cover a broader spatial and temporal scale and analyze virus dynamics
on the within-host or between-host level (reviewed by [17, 223], see below).

Without further mentioning, deterministic models of viral infection, which are the
most wide-spread type of virus dynamics models, make use of some common, simplifying
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assumptions (reviewed by [209]). For instance, models uncouple viral kinetics from other
host cell processes. This also includes the assumption that host cell resources are not
limited during the course of infection, which allows to focus on essential steps of virus
replication. In addition, most models assume that infected systems are well-mixed, i.e.,
that they are spatially homogeneous and transport processes are fast, such that they
do not influence the reaction kinetics. Furthermore, the majority of reaction kinetics is
described by the law of mass action, which treats all reacting species as equilibrated, such
that most processes are expressed by a single reaction rate that is directly proportional
to the product of the concentrations of the reacting species (see below). We will also
frequently apply this principle in our models.

Within-host models Within-host models primarily focus on the main players and
events of infection. Accordingly, the standard deterministic within-host model of virus
growth (Figure 2.6 A, [224]) describes three species which are uninfected cells T , infected
cells I and free virus particles V , whose concentrations change over time according to the
following equations.

dT
dt = λ− dT − kInfTV , (2.3.1)

dI
dt = kInfTV − δI, (2.3.2)

dV
dt = kProdI − cV , (2.3.3)

where the number of uninfected cells constantly increases with rate λ, and decreases
due to cell death at rate dT and the cells’ interaction with infectious virions V . For
the latter, infection occurs at rate kInfTV , which follows mass action kinetics and is
proportional to the product of the abundances of uninfected cells T and free virus
particles V , respectively. Infected cells produce virus particles with a rate proportional
to their abundance kProdI and die at rate δI. Free virus particles are removed from
the system at rate cV . Equations 2.3.1–2.3.3 represent the basis of several models used
to examine measurement data from clinical trials and infected cell cultures (reviewed
in [225, 226]), and which can be extended to account for various hypotheses on virus
replication, virus evolution, virus persistence, and predict the outcome of antiviral
treatment, the host immune response and vaccination campaigns [210, 223, 224, 227].
An important feature of those simple within-host models is the target cell-limitation,
i.e., the phasing out of virus production when the population of susceptible target cells
is depleted [223, 228]. While the first within-host models described virus dynamics of
human immunodeficiency virus (HIV) (reviewed in [229–231]), their principles also apply
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Figure 2.6.: Schemes of virus dynamics models. (A) Standard model of within-host
virus dynamics. Susceptible target cells are constantly supplied, can die, or become infected by
free virus particles. Infected cells produce viral progeny and undergo virus-induced cell death.
Progeny virions infect new target cells or are removed/cleared from the system. (B) Simplified
model scheme of the intracellular IAV life cycle. Viral genomes enter the nucleus and synthesize
new genome copies and viral transcripts (mRNA). The latter are translated to viral proteins
needed to package the viral genomes and form progeny particles. (C) Simplified schematic of a
multi-scale frame work using age-segregation of infected cells based on the interlinked single-cell
model shown in (B). Furthermore, within-host processes of infection shown in (A) also apply to
infected cells in (C).

for other virus-host cell systems (reviewed in [222]). Today, various within-host models
describing the virus dynamics of a number of different human viruses are available, e.g.,
hepatitis B virus (HBV) and hepatitis C virus (HCV) and influenza virus, which were,
more recently, followed up by models for Ebola, Dengue and Zika viruses [223, 232, 233].

An iconic contribution to the field of within-host models of virus dynamics was
made by Perelson and colleagues whose model-based analysis of measurement data from
HIV-positive patients under antiviral treatment uncovered that HIV would rapidly acquire
drug resistance through mutations [234, 235]. This lead to the development of combination
treatments and, thus, contributed significantly to the fight against HIV. Accordingly,
the simulation of antiviral therapy is an important application of successor within-host
models, such as for HBV and HCV (reviewed in [223, 226, 236, 237]). While chronic
HIV and hepatitis infections and their treatment can last for months and even years,
influenza infections are acute and span a much shorter time scale of only a few days.
Hence, within-host models of influenza virus dynamics (reviewed in [16, 228]) might
have to include the eclipse phase, i.e., the delay between the time point of infection
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and the onset of virus release, during which viral components accumulate inside the
host [238, 239]. This can be accounted for by delay differential equations (DDEs) or
by considering two classes of infected cells: one that is in the eclipse phase and not yet
virus-production, and the second, that is releasing progeny viruses. While the latter
represents virus production in a more realistic way, models without eclipse phase are
able to describe measurement data equally well [239, 240]. In accordance to previous
studies, the investigation and prediction of antiviral treatment is also an important
application of within-host models of influenza infection [223, 240–243]. For this, modeling
studies also suggest a combination therapy to avoid the emergence of drug-resistant virus
mutants [244, 245]. To fully describe the progression of influenza in vivo, some models also
account for the immune response of the host which plays an important role in clearing the
virus from the respiratory tract in animals and humans [208, 240, 246, 247]. Thus, several
aspects of the immune system, such as the interferon response [223, 240, 248, 249], have
already been incorporated into modeling frame works and researchers still strive to obtain
a comprehensive mathematical description of the immune system dynamics in response
to influenza infections [208, 222, 250, 251].

In addition, within-host models lend themselves well to describe the progression of
infection in cell culture experiments and cell culture-based vaccine production. In
contrast to in vivo infections, experiments in cell culture systems are conducted in a
controlled environment and can be frequently sampled. In addition, virus replication
can be evaluated in response to system perturbations, which helps to improve our
mechanistic understanding of the infection process. Furthermore, they can be applied
to estimate antiviral drug efficacy [241] and to perform quantitative comparison of virus
replication properties of different virus strains [216, 252]. In particular, the target
cell-limitation (explained above) is highly relevant in cell culture systems. In accordance,
early models of influenza vaccine production in MDCK cells developed by Möhler et al.
showed that the virus yield in cell culture is limited by the available number of susceptible
target cells [253]. In addition, also the rates of virus production and virus-induced
death of infected cells were identified as crucial parameters to optimize virus yields.
Moreover, Möhler compared simulations of the model with and without time-delay of
virus production by accounting for the eclipse phase with a DDE, and found that virus
dynamics were described equally well by both models. This DDE model was extended
by Schulze-Horsel et al. who implemented an additional DDE to also account for the
dynamics of infected cells that undergo virus-induced cell death with a time delay [254].
The model parameters were estimated from flow cytometry data with a high time
resolution, which allowed to determine the percentage of uninfected and infected cells,
and cells that had undergone virus-induced cell death (apoptosis). Furthermore, the
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fluorescence intensity can be used to track the progression of infection, since it increases
over time with an increasing number of intracellular viral proteins. Based on this,
Sidorenko et al. proposed a stochastic population balance model in which the cells’ degree
of infection is dependent on accumulation and release of viral proteins [255, 256]. For this,
they converted the fluorescence intensity measurements into viral protein concentration
which was compared to the model simulations to reproduce the corresponding distribution
of infected cells. Similarly, also Müller et al. used the degree of fluorescence as an internal
coordinate to account for the progression of infection in a deterministic population balance
model with eclipse phase [219]. Their model nicely reproduces the waves of infection
with increasing fluorescence intensity during eclipse phase until onset of virus release
and decreased intensity of cells at the end of their productive phase. In particular,
the model was calibrated against experimental data from low MOI infections, which
are highly relevant in vaccine production (Section 2.2). Clearly, the implementation of
such internal coordinates is a step toward describing infection progression by linking
cell-to-cell transmission at the host cell population level with events of virus replication
at the intracellular level. Models focusing on the latter will be introduced below.

Single-cell models In contrast to unstructured within-host models, intracellular models
of virus replication describe the one-step growth of an individual infected cell, i.e., a single
cycle of replication from virus attachment to release of viral progeny (Figure 2.6 B).
For this, different state variables are used to describe steps of virus replication in
different compartments of the cell. To build comprehensive mathematical frameworks
of intracellular virus replication, researchers have been developing mechanistic and
quantitative descriptions of particular aspects of the viral life cycle for more than
50 years. This includes models that study virus particle adsorption to cells, virus
entry, transcription, RNA splicing, protein translation, genome replication, assembly of
virus particles, packaging of virus particles, and release or budding of progeny virus
particles from cells (reviewed by [209]). The earliest intracellular models describe
the replication of bacteriophages [209, 257] and served as a basis for several other
models of human and animal viruses that are available today and contribute to our
understanding of the timing and productivity of virus replication steps at the cellular
level. They also allow to study how viruses hijack their host cells’ biosynthetic machinery
and test hypotheses on potential drug targets. The first comprehensive description of
the entire life cycle of a human virus was developed by Reddy and Yin for HIV-1
infection [258]. Furthermore, models describing (parts of) the intracellular replication
cycle of Semliki Forest virus [259], poliovirus [260], vesiscular stomatitis virus [261, 262],
baculovirus [263, 264], HBV [265], HCV [266–270], herpes simplex virus 1 [271] and IAV
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were developed [11, 18, 272, 273] (reviewed by [209]) and, recently, this list was extended
by a model for intracellular Dengue virus replication [274].
For IAV, the first mathematical descriptions of the life cycle focused on virus attachment

and entry processes [272, 275]. Later, Sidorenko et al. provided the first detailed model of
the IAV life cycle to describe virus growth in MDCK cells for vaccine production [11]. This
model covered steps of virus attachment and internalization, synthesis of viral genomes
and proteins, vRNP packaging and progeny release. Furthermore, this model was used
to predict the demand for cellular resources, i.e., nucleotides and amino acids, to produce
progeny virions. The model simulations reproduced the virus dynamics well and allowed
to test hypotheses that would allow to improve virus yields. However, model parameters,
such as RNA and protein synthesis rates, had to be based on text book values due
to the limited amount of intracellular virus replication data at that time. Sidorenko’s
model was further refined in the work of Heldt et al. who accounted for well-informed
mechanisms of RNA replication and added further details, such as splicing of particular
viral transcripts [18]. Furthermore, the model was informed by integrating data on
intracellular RNA replication dynamics, which allowed to test competing hypotheses on
the regulation of RNA replication. Besides the model by Bazhan and co-workers ([276] in
Russian, reviewed by [209]), the model by Heldt et al. is the most detailed mathematical
description of the IAV life cycle and provides, in large parts, the basis for work conducted
within the scope of this thesis and other studies by our group. Among those is a stochastic
model of the intracellular IAV life cycle that gives insights into the sources of heterogeneity
in virus release of infected cells [277]. In particular, the segmentation of the viral genome
provides a source of noise in the replication cycle resulting in numerous unproductive
infections, e.g., due to loss of a genome segment early in the life cycle. Furthermore, this
stochastic model was also employed to elucidate hypotheses on segment-specific regulation
of viral replication by small viral RNAs (svRNAs) [26, 277].
In addition, the deterministic intracellular model described by Heldt et al. [18] was

integrated into the population scale of virus infection that lead to the development of IAV
multi-scale models [37, 278]. Below we will shortly outline multi-scale models available
for virus dynamics research.

Multi-scale models Multi-scale infection models describe the infection process by
interlinking the within-host level with the single-cell level (Figure 2.6 C). This significantly
increases model complexity, however, it also provides a more realistic description of virus
growth. For instance, while simple within-host models have to take assumptions on
whether or not to account for the eclipse phase of virus release, a multi-scale model
readily incorporates the eclipse phase due to its underlying single-cell level which times the
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onset of virus release depending on the intracellular kinetics of viral genome and protein
synthesis. In contrast, simple within-host models usually have a hard-coded eclipse phase
expressed by specific model parameters, which might be difficult to estimate [238].
As explained earlier, the consideration of an internal coordinate, such as degree of

infection, by populations balance models [219, 255, 256] provided a first step into
this direction. Furthermore, Haseltine and Rawlings formulated a population balance
modeling framework to cover both, within-host and single-cell level, and also addressed
the challenge of computational cost related to the simulation of such multi-scale
model [218, 279]. Moreover, multi-scale models can significantly improve predictions
on antiviral drug treatment that targets steps of the intracellular life cycle. For instance
works by Guedj et al. showed that only a multi-scale approach, that tracks the infection
age of cells, can capture viral load data from HCV-positive patients, even though their
intracellular description focused on viral genome synthesis only [280, 281]. For HCV, such
models by Guedj and other authors [282–284] served well in comparing antiviral drug
treatment regimens and modes of action of direct-acting antivirals (reviewed by [223]).
Heldt et al. presented a age-seggregated multi-scale model for IAV growth, which

combines the intracellular life cycle [18] with cell-to-cell transmission in cell cultures [37].
This model was used to test the impact of putative direct-acting antivirals to predict the
outcome of antiviral treatment regimens. For this, most promising antiviral targets to
reduce viral load were viral RNA transcription, replication and protein synthesis as well as
nuclear export of genomes and virus release. Opposed to that, interfering with early steps
in virus replication, i.e., virus entry, only caused a delay in virus release. Furthermore, this
study showed that some treatment regimens can be disadvantageous causing an increase
in viral titers. This finding underlines the importance of a comprehensive understanding
of the virus replication dynamics at the intracellular level. In a follow-up study, this
multi-scale model of IAV growth was further refined by our group to capture data from
cell cultures infected at different initial conditions [278].
Furthermore, multi-scale models may extend to tissue/organ or whole-organism scale,

combining temporal and spatial aspects of the infection process aiming to describe the
entire life cycle of the viruses from infection to onset of disease. Moreover, multiple scales
of infection are required to build realistic epidemiological models, linking within-host
and between-host level, which can be used to study disease spreading and public health
interventions [17, 223, 285–287]. For the latter, the classical epidemiological models
describing populations of susceptible, infected and recovered individuals (SIR models)
are extended to describe spreading of a disease taking into account also the mobility and
contact network of individuals [211, 288].
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2.3.2. Model analysis techniques

As explained in the previous section, the majority of virus infection models relies
on mass action kinetics and can consist of large ODE systems. In addition to
implementing reasonable mechanisms of the infection process into mathematical models,
their parameterization plays an important role in making meaningful predictions.
Parameter values are typically estimated from experimental data, i.e., by fitting the
simulated model states to their corresponding measurement value. In some cases, this
procedure can be challenging and cause noticeable uncertainty in parameter values.
Consequently, the model can only provide unrealistic predictions on the underlying
biological systems. To cope with this challenge, parameter estimation procedures are
usually followed-up by a model analysis in order to quantify parameter uncertainty
and show routes to further improve model construction or experimental design. In
the following, we briefly outline the basis of the underlying theories of model analysis
techniques applied in this thesis. In addition, Chapter 3 (Models and Methods) provides
further details on how model analysis was performed on the various data-model-pairs
investigated within the scope of this thesis.

Parameter sensitivity A model parameter is considered sensitive when its perturbation
causes a change in the simulation result of at least one of the state variables of the
model [289]. For instance, the local sensitivity of a parameter can be assessed using the
following coefficient:

SMθ = δM (γ) /M (γ)
δθ/θ

, (2.3.4)

which quantifies the impact of a change in the parameter θ, denoted as δθ, on a particular
quantity M of the the model output γ, where δM (γ) and M (γ) are the model quantities
recorded with and without parameter perturbation, respectively [290]. To quantify the
change in the model response, different characteristics of the system output can be used,
such as the area under the curve, values of state variables in steady-state or at a particular
time point relevant for the observed system [290]. Moreover, the weighted sum of squared
residuals (SSR) can be used as such characteristic quantity.

δM (γ)
M (γ) ≡

1
NcNs

∑
s,c

 1
Nt

∑
t

(
ys,c (θ, t)− ys,c (θ?, t)

σs

)2
 , (2.3.5)

where the residuals are calculated based on ys,c (θ, t) and ys,c (θ?, t) as the model output
of species s in experiment c at time t in response to the original parameter value θ or the
perturbed parameter value θ?, respectively [291]. The residuals are further normalized by
the maximum value of species s (σs) or by its standard deviation at the corresponding
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experimental condition (σs,c), if available. Additionally, the SSR is normalized by the
number of measured time points (Nt), number of measured species (Ns), and number
of experimental conditions (Nc). Thus, the sensitivity coefficient is a measure of how
well a parameter is defined given a particular set of experimental data. For this, a low
sensitivity coefficient indicates an ill-defined, i.e., non-identifiable, parameter. Note, that
the identifiability of a parameter is not only defined by its local sensitivity, but can be
also influenced by other effects, such as parameter correlations and redundancies [289].
To avoid non-identifiability of parameters, the model complexity and the number of
parameters should be chosen with respect to the available measurement data. Ideally,
each model state can be calibrated against a particular measurement species assessed in
multiple independent experiments. According to Gutenkunst et al., mathematical models
of biological systems commonly suffer from poorly constrained parameters. Nonetheless,
those models can capture measurement data reasonably well and allow for meaningful
predictions [291]. Most importantly, the thorough analysis of the underlying model
structure together with sensitivity analysis and in silico experiments can help to reveal
biological mechanisms that are not immediately evident from the experimental data.
Moreover, parameter correlations can also help to identify insufficient experimental design
or measurement data. For instance, in infection models, a correlation between infection
and production rate, or production and clearance rate, shows that the data does not allow
to distinguish between those processes. Consequently, new experiments can be designed
that allow to assess the kinetics of those processes individually, which continuously drives
the systems biological cycle of model-experiment exchange [208].

Parameter confidence intervals While many models comprise “sloppy” parameters
they can still yield insightful simulations and predictions [208, 291]. Yet, in some cases, it
might be relevant to estimate a parameter precisely and the confidence of its value needs
to be determined. To assess the accuracy of parameter values, several mathematical
methods can be applied [289, 292]. In this thesis, we focus on bootstrap algorithms for
inferring parameter confidence intervals (reviewed by [292, 293]).
Bootstrapping relies on Monte Carlo sampling and allows to derive the parameter

distribution through random re-samples of the available experimental data. For this,
we draw a random sample of a species measured in n independent experiments y =
(x1, x2, . . . , xn) and fit the model to this bootstrap sample. Note, that we can also derive
Monte Carlo samples from a time series of measurements by drawing a sample value at
each time point ti from a normal distributionN (xi, σ2

i ) with xi as the actual measurement
and σi as its standard deviation. Subsequently, we also obtain a bootstrap sample
y? = (x?1, x?2, . . . , x?n) that can be subjected to model fitting. Consequently, we determine
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a parameter estimate θ? with respect to the corresponding bootstrap sample y?. This
procedure is performed repeatedly to derive an estimate of the underlying distribution of
parameter values for which we can determine the confidence interval. Given a significance
level α, we can apply the percentile method where the confidence intervals are equivalent
to the central interval between the 100 ·α/2 and the 100 · (1− α/2) percentiles of the
estimated parameter distribution [293].
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Chapter 3

Models and Methods

The models used in this thesis are mechanistic, deterministic models that describe the
dynamics of IAV infections in animal cell cultures using ODEs. Here, we list and describe
the ODEs of the single-cell models that were applied to account for either the impact of
host cell factors or the impact of DIPs on virus replication. Furthermore, two descriptions
of within-host dynamics of DIP growth in continuous cultivation are presented.

3.1. Intracellular virus replication and host cell factors

We based our analysis of the impact of host cell factors on IAV replication on a detailed
mathematical description of the intracellular viral life cycle previously developed by the
BPE group. That model was mainly calibrated against experimental data obtained from
adherent infected MDCK cells [18] and will be presented in the first part of this section.
To then predict virus replication and release for parental and genetically engineered A549
cells, we assumed that key steps of the viral life cycle do not change mechanistically, but
only show differences in their kinetic parameter values and their dynamics due to a change
in the host cell system. Further assumptions and variables added to the model to account
for the impact of the host cell on virus replication are outlined in the second part of this
section. The latter approach was published in the Journal PLoS Computational Biology
by Laske and Bachmann et al. [294] and parts of this publication are used here and
throughout this thesis.

3.1.1. Single-cell model of intracellular virus replication

In the following paragraphs, we list the equations of the ODE model used to simulate
IAV replication in a single cell. This model is identical to a model that was previously
published by Heldt et al. [18]. A scheme of the model is shown in Chapter 2 this thesis
in Figure 2.3.

Virus entry The binding of extracellular virus particles V Ex to binding
sites of high-affinity Bhi and low-affinity Blo is based on investigations by
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Nunes-Correia et al. [272] and described by the following equations.

dV Ex

dt = kDis
hi V

Att
hi + kDis

lo V Att
lo −

(
kAtt

hi Bhi + kAtt
lo Blo

)
V Ex, (3.1.1)

with Bn = Btot
n − V Att

n , n ∈ {hi, lo} . (3.1.2)

Here, the number of extracellular virions V Ex is equal to the MOI, i.e., the number
of infectious virus particles added at time of infection. Virions attach to free binding
sites Bn with rate kAtt

n . In accordance to Nunes-Correira et al. [272], fast recycling of
receptors is assumed, such that the total number of binding sites Btot

n follows from the
conservation Equation (3.1.2). Attached virions V Att

n either dissociate from binding sites
Bn with rate kDis

n or are taken up by the cell via receptor-mediated endocytosis with rate
kEn. Then, virions in endosomes V En can either fuse with the endosomal membrane and
the viral genome is released to the cytoplasm V cyt, or, virions in endosomes are degraded
with rate kDeg

En .

dV Att
n

dt = kAtt
n BnV

Ex −
(
kDis

n + kEn
)
V Att

n , (3.1.3)

dV En

dt = kEn
(
V Att

hi + V Att
lo

)
−
(
kFus + kDeg

En

)
V En, (3.1.4)

with kDis
n = kAtt

n

kEq
n

and kDeg
En = 1− FFus

FFus
kFus, 0 < FFus ≤ 1, (3.1.5)

where fusion of virions in endosomes occurs with rate kFus which combines the processes
of trafficking and acidification of the early endosomes, fusion of the viral and endosomal
membrane and uncoating of the virus particle. Furthermore, we accounted for the
experimental finding that only a fraction of virions are able to fuse [50, 295], which is
expressed as the fraction of fusion-competent virions FFus.

Viral RNA replication Upon fusion, vRNPs are released to the cytoplasm Vpcyt and
imported to the nucleus with rate kImp [44, 52]. Here, nuclear vRNPs Vpnuc are template
for viral mRNA RM and cRNA RC [59], where cRNAs serve as replication intermediate
and are template for vRNA synthesis. Note, that cRNAs and vRNAs are rapidly
degraded unless they are stabilized in ribonucleoprotein complexes, cRNPs and vRNPs,
respectively [58]. For this, encapsidation of cRNAs and vRNAs occurs by, first, binding
of the viral polymerase with rate kBind

RdRp and, secondly, binding of multiple copies of NP
with rate kBind

NP . Experimental findings convey that the majority of vRNAs (and cRNAs)
of different genome segments show similar levels throughout infection [296, 297]. Based
on those findings, here, replication of individual segments was neglected. Toward the end
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of virus replication, nuclear vRNPs Vpnuc are bound by M1 and NEP, which mediates
nuclear export of vRNPs [45]. According to literature [71–73], binding of M1 inhibits
the transcriptase activity of vRNPs. Once bound by M1, the M1-vRNP complexes do
not serve as template for RNA synthesis any longer. Together, virus replication can be
described by the following equations:

dVpcyt

dt = 8kFusV En − kImpVpcyt, (3.1.6)

dVpnuc

dt = kImpVpcyt + kBind
NP PNPR

V
RdRp −

(
kBind

M1 PM1 + kDeg
Rnp

)
Vpnuc, (3.1.7)

dRV

dt = kSyn
V Cp − kBind

RdRpPRdRpR
V − kDeg

R RV, (3.1.8)

dRV
RdRp

dt = kBind
RdRpPRdRpR

V − kBind
NP PNPR

V
RdRp − k

Deg
RRdRpR

V
RdRp, (3.1.9)

dVpnuc
M1

dt = kBind
M1 PM1Vp

nuc −
(
kExpPNEP + kDeg

Rnp

)
Vpnuc

M1 , (3.1.10)

dVpcyt
M1

dt = kExpPNEPVp
nuc
M1 − 8rRel − kDeg

RnpVp
cyt
M1, (3.1.11)

dRC

dt = kSyn
C Vpnuc − kBind

RdRpPRdRpR
C − kDeg

R RC, (3.1.12)

dRC
RdRp

dt = kBind
RdRpPRdRpR

C − kBind
NP PNPR

C
RdRp − k

Deg
RRdRpR

C
RdRp, (3.1.13)

dCp
dt = kBind

NP PNPR
C
RdRp − k

Deg
RnpCp, (3.1.14)

where kSyn
V and kSyn

C are the rates of vRNA and cRNA synthesis, in Equation (3.1.8) and
Equation (3.1.12), respectively. Nascent RNAs are degraded by nucleases with rate kDeg

R

or bind to viral polymerases PRdRp as a first step of encapsidation. Those intermediate
complexes (RC

RdRp, RV
RdRp) can degrade with rate kDeg

RRdRp before they are finally stabilized
by binding of NP (PNP). RNPs are still sensitive to digestion by RNases [298], however,
decay at a low rate kDeg

Rnp. This assumption was, however, dropped for incoming cytoplasmic
vRNPs (Equation (3.1.6)) to account for experimental findings that vRNA levels are
constant in cells treated with the translation inhibitor cycloheximide (CHX) [58]. Nuclear
export of M1-vRNP complexes Vpnuc

M1 is mediated by binding of NEP PNEP and lumped
into the nuclear export rate kExp in Equation (3.1.10). The cytoplasmic NEP-M1-vRNP
complexes Vpcyt

M1 then traffic to the plasma membrane, where virus progeny are assembled
and released (see Equation (3.1.26)).
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Viral mRNA and protein synthesis Based on experimental findings, viral mRNA levels
of different genome segments differ significantly during infections [296, 297]. Thus, and
opposed to vRNA and cRNA synthesis (Equations (3.1.6)–(3.1.14)), viral mRNA synthesis
from nuclear vRNPs Vpnuc is modeled individually for each genome segment k.

dRM
k

dt = kSyn
M
Lk

Vpnuc

8 − kDeg
M RM

k , k = 1, . . . , 8, (3.1.15)

where the the total number of Vpnuc is divided by eight to calculate the number of available
vRNPs of each individual genome segment. Since nuclear export of viral mRNAs is
fast [299], this process is neglected and assumed that mRNAs are instantly available for
translation. According to experiments, protein synthesis is directly proportional to the
corresponding mRNA levels [300]. Here, we considered only the production of structural
proteins and assumed a homogeneous distribution of molecules in the cell. The polymerase
subunits PB2, PB1 and PA are translated from mRNAs RM

k of segments 1–3, respectively.
They form the hetero-trimeric viral polymerase complex PRdRp , that is attaching to
nascent strands of vRNAs RV and cRNAs RC.

dPPB1

dt = kSyn
P
DRib

RM
2 − kRdRpPPB1PPB2PPA, (3.1.16)

dPPB2

dt = kSyn
P
DRib

RM
1 − kRdRpPPB1PPB2PPA, (3.1.17)

dPPA

dt = kSyn
P
DRib

RM
3 − kRdRpPPB1PPB2PPA, (3.1.18)

dPRdRp

dt = kRdRpPPB1PPB2PPA − kBind
RdRpPRdRp

(
RV +RC

)
− (NPRdRp − 8)rRel. (3.1.19)

Furthermore, NP proteins, encoded by segment 5, are required to form
replication-competent RNPs, which participate in viral replication and transcription. In
particular, vRNPs are also exported from the nucleus upon binding of M1 and NEP,
encoded by spliced mRNAs of segment 7 (1− FSpl7) and segment 8 (FSpl8), respectively.

dPNP

dt = kSyn
P
DRib

RM
5 −

LV

NNuc
NP

kBind
NP PNP

(
RV

RdRp +RC
RdRp

)
− (NPNP − 8 LV

NNuc
NP

)rRel, (3.1.20)

dPM1

dt = kSyn
P
DRib
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1− FSpl7

)
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NNuc
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kBind
M1 PM1Vp
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)rRel, (3.1.21)

dPNEP

dt = kSyn
P
DRib

FSpl8R
M
8 −
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NNuc
NEP

kExpPNEPVp
nuc
M1 − (NPNEP − 8 LV

NNuc
NEP

)rRel. (3.1.22)
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The viral surface proteins HA, NA and M2, which are encoded by segment 4, segment 6
and segment 7, respectively, are required for the formation of progeny virus particles and
leave the cell during virus release. For M2, the splicing of segment 7 is accounted for by
including the fraction of spliced M2-mRNA FSpl7. The M1 and other viral proteins are
also incorporated into budding virions and leave the cell with release rate rRel.

dPHA

dt = kSyn
P
DRib

RM
4 −NPHAr

Rel, (3.1.23)

dPNA

dt = kSyn
P
DRib

RM
6 −NPNAr

Rel, (3.1.24)

dPM2

dt = kSyn
P
DRib

FSpl7R
M
7 −NPM2r

Rel. (3.1.25)

To account for experimental findings [296], we implemented a negative correlation between
the length of an mRNA and its abundance. For this, we implemented a length-dependent
mRNA synthesis rate kSyn

M which is scaled with the length Li of its corresponding, unspliced
mRNA of segment i in Equation (3.1.15). Besides, we assume that all mRNAs degrade
with the same rate kDeg

M . During protein synthesis kSyn
P , multiple ribosomes can bind

to an individual mRNA. This was accounted for by implementing the distance between
two adjacent ribosomes DRib [301]. The number of proteins NPj of species j that leave
the cell due to virus budding is based on literature values and the stoichiometry of
virus replication. For instance, measurements showed that the number of polymerases
in a virion is greater than eight, i.e., the eight polymerases attached to the daughter
vRNPs [30]. Hence, the difference was accounted for by (NPRdRp−8) in Equation (3.1.19).
Similarly, the amount of viral proteins in NEP-M1-vRNP complexes was determined by
referring the number of nucleotides bound by the respective proteins, NNuc

NP , NNuc
M1 , and

NNuc
NEP, to the average length of the vRNAs LV (Equations (3.1.20)–(3.1.22)).

Virus assembly and release After nuclear export, progeny vRNPs Vpcyt
M1 and structural

viral proteins Pj assemble at the plasma membrane to form progeny particles. For this,
a simple description is used, where the number of released virions V Rel directly depends
on the virus release rate kRel, the number of availabe Vpcyt

M1 and Pj that influence virus
release in a Michaelis-Menten-like fashion.

dV Rel

dt = rRel = kRelVpcyt
M1
∏

j

Pj

Pj +KVRelNPj

, (3.1.26)

with j ∈ {RdRp,HA,NP,NA,M1,M2,NEP} ,
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for which sufficient amounts of proteins of type j to form one virion NPj have to be present.
Here, half the maximum release rate is reached when enough proteins are available to form
the number of KVRel virions. To account for the observation that the expression of NA
at the cell membrane cleaves sialic acids and prevents superinfection [302], we neglected
re-infection of a cell by progeny virions.

3.1.2. Modeling virus-host cell interactions in A549 cells

Based on the mathematical description of IAV replication in Section 3.1.1 [18], we analyzed
the impact of specific host cell factors on virus replication in A549 cells. In general, we
assume that cellular resources, such as amino acids, nucleotides, ribosomes as well as
other host cell factors are abundant and do not limit virus replication, which was assumed
previously in several other research studies [11, 209, 257, 262, 266]. However, due to the
change in the host cell system, we re-parameterized the model to measurements obtained
from infected A549 cells for nuclear vRNP import, viral replication, viral transcription
and virus release based on experimental data obtained for infected A549 cells (Figure 4.1,
Section 4.1.1). Subsequently, we used the A549-based model to analyze and predict
changes in virus replication in cell lines overexpressing a single host cell factor or multiple
host cell factors simultaneously, namely CEACAM6, FANCG, NXF1, PLD2, XAB2. For
this, we took several assumptions and performed simple model extensions, which will be
outlined in the following paragraphs.

Nuclear import of viral genomes As an extension of the original version of this
model (Section 3.1.1, [18]), we computed the percentage of nuclear vRNPs fracnuc

Rnp to fit
measurements of nuclear vRNP import obtained by imaging flow cytometry (Figure 4.4,
Section 4.1.2).

Rnpcyt = 8V En + Vpcyt + Vpcyt
M1, (3.1.27)

Rnpnuc = Vpnuc + Vpnuc
M1 , (3.1.28)

fracnuc
Rnp =

(
Rnpnuc

Rnpnuc +Rnpcyt

)
· 100, (3.1.29)

where Rnpcyt and Rnpnuc denote all vRNPs within the cytoplasm and nucleus of the cell,
respectively.

Model variables for segment-specific RNA levels In order to estimate RNA synthesis
rates, we compared measurements of intracellular RNA levels to simulated values. For
this, we determined the total number of vRNAs (RV

tot) and cRNAs (RC
tot) by summation



3.1. Intracellular virus replication and host cell factors 43

over all viral components that contain the respective RNA species.

RV
tot = 8

(
V Att

hi + V Att
lo + V En

)
+ Vpcyt + Vpnuc +RV +RV

RdRp + Vpnuc
M1 + Vpcyt

M1, (3.1.30)

RC
tot = RC +RC

RdRp + Cp. (3.1.31)

Since the original model does not distinguish replication of individual genome segments,
the simulated RNA level of a specific segment is obtained by dividing RV

tot and RC
tot

by eight, which can be compared to quantitative reverse transcription polymerase chain
reaction (RT-qPCR) measurements, e.g. of segment 5 in Figure 4.1 (Section 4.1.1).

Estimation of parameters and parameter uncertainties Model parameters were
estimated in two subsequent steps. First, the nuclear import rate kImp was estimated
by fitting the simulated fraction of nuclear vRNPs fracnuc

Rnp to the mean of the
relative fluorescence intensity (FI) of the nucleus fracnuc

Int determined by imaging flow
cytometry (Figure 4.4, Section 4.1.2). For this, we assumed that the relative increase in
FI of the nucleus is directly correlated to the increase in the fraction of nuclear vRNPs
caused by nuclear import of the viral genomes which can be stained by a specific antibody.
In our experiments, we observed an offset for fracnuc

Int of approximately 50% at the time
point of infection, which is related to the background signal of the nucleus and normally
comprises between 40–60% of the cell‘s area evaluated during image analysis. To account
for this background signal, we applied an offset to the simulation values of fracnuc

Rnp. Since
offset values differed slightly between cell lines and showed occasionally high standard
errors (Figure 4.4, Section 4.1.2), we also estimated this offset value and optimized it
with respect to the arithmetic mean and standard error of the first measurement point
at zero h post infection (p.i.) for each cell line. To fit with parameter set θ, we minimized
the least-squares prediction error for all available data points at time point t weighted
with the maximum measurement value:

min
θ

tend∑
t=t0

(
fracnuc

Rnp (t)− fracnuc
Int (t)

max(fracnuc
Int )

)2

. (3.1.32)

After optimization of the nuclear import rate kImp, we fitted our model to intracellular
measurements of vRNA, cRNA and mRNA levels obtained from experiments at MOI 50
as well as to progeny particle numbers per cell for experiments at MOI 1 (Figure 4.5 and
Figure 4.6, Section 4.1.2). The corresponding set of kinetic parameters θ was estimated
simultaneously by minimizing the least-squares prediction error based on the decadic
logarithm of all state variables n, whereby the error of each variable s was weighted with
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its maximum measurement value:

min
θ

n∑
s

tend∑
t=t1

 log10 (ys (t))− log10

(
yDs (t)

)
max(log10 (yDs ))

2

, (3.1.33)

where ys and yDs denote the simulated and measured values of variable s, respectively.
To synchronize infection and facilitate parameter inference, infections experiments were
conducted at a high MOI. Thus, due to the high virus concentration at time of
infection, RT-qPCR already detected vRNA copies as soon as 1 h p.i. (Figure 4.5 bottom
panel, Section 4.1.2). This value cannot be caused by an immediate uptake of all virions
but rather relates to vRNAs inside virus particles and/or free vRNAs attached to the
cells. Therefore, we applied the intracellular vRNA measurement value at 1 h p.i. as an
offset to the simulated amount of vRNAs, as done before similarly in another modeling
study of our group [37]. In contrast to this previous study, we did not apply offsets
to viral mRNA and cRNA levels, as these RNA species are not part of virus particles
and are usually not present in the seed virus supernatant. In particular, cRNA levels
at 1 h p.i. were below or close to one copy per cell and have no significant impact on
simulation results. Finally, approximately 10 copies of mRNA per cell were detected at
1 h p.i. Since mRNA synthesis starts as early as vRNPs reach the nucleus, these mRNAs
are a product of primary transcription and cannot be considered as a plain mRNA offset.
The parameter distributions were determined by parametric bootstrapping performing
multiple model fits to 3000 random re-samples of the experimental data according to
their mean and standard deviation, as detailed elsewhere [293]. We set the medians of
the resulting parameter distributions as parameter optima to perform simulations. For
the SGO candidate FANCG, only duplicate measurements of the intracellular viral RNA
were available. Therefore, we considered a relative standard error of 50 %, which was the
average relative standard error of all other RNA measurements performed in this study.

In silico analysis of cell lines overexpressing a single host cell gene The modeling
approaches in this work used to simulate virus replication in genetically engineered cell
lines are based on the simplifying assumption that each step of the virus life cycle is
directly dependent on the presence of relevant host cell factors and that their influence is
changed by manipulating the expression of the corresponding genes. For instance, if a host
cell factor crucial for vRNA synthesis is knocked down, the efficiency of vRNA synthesis
is reduced as well, resulting in a lower vRNA synthesis rate. When the same host cell
factor is overexpressed, vRNA replication is enhanced, which results in a higher vRNA
synthesis rate. Using this assumption, we determined the optimal value for individual
kinetic parameters of the model by maximizing the number of released progeny virions at



3.1. Intracellular virus replication and host cell factors 45

24 h p.i. To predict biologically reasonable values, we constrained the parameter search
by a lower bound of factor 0.2 and an upper bound of factor 5 of the original parameter
values, respectively.

In silico analysis of cell lines overexpressing multiple host cell genes Cell lines
analyzed in this study were genetically modified by lentiviruses to modify the expression
of host cell factors relevant for IAV replication. Gene editing constructs delivered by
lentiviruses are integrated at different chromosomal locations, showing patterns of favored
target sites depending on transcriptional activity [303, 304]. However, we can anticipate
that individual cells within a transduced cell population will show heterogeneity with
respect to levels of relative overexpression. Consequently, the transduction of more than
one overexpression construct leads to an even larger heterogeneity in gene expression
levels. To simulate IAV production of cell lines overexpressing multiple host cell genes
(MGO), we account for the integration of multiple gene constructs by randomly compiling
new parameterizations of the single-cell model. More precisely, we assume that IAV can
propagate in an individual cell of an MGO population with random combinations of
kinetic parameters as determined before in detailed characterizations of populations of
cell lines overexpressing a single host cell gene (SGO). In addition, to account for the
adverse impacts by off-target effects during lentiviral transduction, we also included the
parameter set of the unmodified parental A549 cell line for randomization. To facilitate
the interpretation of simulation results for MGOs, we simulated IAV replication with
randomly assembled parameter sets for a single-cell infection at MOI 1 for 48 h p.i. In a
next step, we evaluated each simulation with respect to maximum virus yield and the time
point of first virus release, i.e., the time p.i. when the first simulated virus particle was
released (V Rel ≥ 1). To assure that a sufficient number of simulations was performed that
would allow reasonable conclusions on MGO single cell infections, we repeated simulations
with randomized parameter sets n times until the relative difference between the mean of
n− 1 and mean of n simulated maximum virus yields reached 1 x 10–8.

Simulation and computation Model Equations (3.1.1)–(3.1.26) were solved numerically
using the CVODE routine from SUNDIALS [305] on a Linux-based system. Values of
the model parameters of the original single-cell model (Section 3.1.1, [18]) and those
for the different A549 cell lines are given in the appendix Table A.1 and Table A.3,
respectively. Model files and experimental data were handled within the Systems Biology
Toolbox 2 [306] for MATLAB (version 8.0.0.783 R2012b). Parameter values were
estimated by the least-squares method as explained before (see paragraph “Parameter
estimation”), using the global stochastic optimization algorithm fSSm [307].
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Statistics To determine the significance level of differences in parameter distributions
between parental A549 and SGOs we performed a one-sided Z test (Gauss test) with mean
p̄ and variance σ2 determined from the empiric parameter distributions to compute the
following test statistic Z:

Z = p̄A549 − p̄SGO√
σ2

A549
n

+ σ2
SGO

m

. (3.1.34)

For this, the variance is usually normalized by the sample sizes n and m. However, we
set the sample sizes to one instead of 3000 for the number of bootstrapped re-samples,
since the artificially high sample size is otherwise biasing the test result. This was also
done previously by others to compare parameters of mutant to wild type viruses [252].
Following their approach, we generally assume that parameters are normally distributed.
Only if parameter distributions followed a log-normal form, namely the vRNA synthesis
rate kSyn

V and the virus release rate kRel, the test statistics were calculated based on the
decadic logarithm of these parameters. To determine statistical significance in differences
of measurements from SGOs and the parental A549 cell line, the Kruskal-Wallis test was
performed as available in MATLAB (version 8.0.0.783 R2012b).
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3.2. Intracellular replication of viral deletion mutants

The mathematical single-cell models used to describe the replication of influenza defective
interfering (DI) RNAs are extensions of the model of intracellular IAV replication
introduced in the previous section (Equations (3.1.1)–(3.1.26), [18]). To account for
different modes of DI RNA interference, we implemented three different mechanisms
to describe an advantage of the DI RNA at the corresponding steps of the viral life
cycle. First, we will present the extended version of the basic single-cell model that,
unlike [18], explicitly accounts for the replication of individual genome segments. Second,
we will present additional equations that were used to account for the different modes
of interference. Here, the approach to model an enhanced DI RNA synthesis was
developed in a joint work with colleagues of the BPE group [26, 308] and published
in the Virus Research article by Laske and Heldt et al. (2016) [309].

3.2.1. Basic model of intracellular DI RNA replication

The following equations describe the replication of a DI RNA of segment 1 (S1), encoding
PB2. We first chose to model a DI S1 as a representative of the DI RNAs originating
from the polymerase-encoding genome segments which are the most abundant DI RNAs
found in virus preparations [120, 122]. A complete list of model equations accounting for
growth of RNA deletion mutants of S1 as well as of segments 4–8 can be found in the
appendix (Section B.5 and Section B.6).

Virus entry Since STV and DIPs are antigenically identical, we assumed that uptake
of both STVs and DIPs follows the same mechanisms. Here, entry of STVs is described
according to Equations (3.1.1)–(3.1.4) and we added similar equations for the entry of
DIPs.

dDEx

dt = kDis
hi D

Att
hi + kDis

lo DAtt
lo −

(
kAtt

hi Bhi + kAtt
lo Blo

)
DEx, (3.2.1)

for Bn = Btot
n − V Att

n −DAtt
n , n ∈ {hi, lo} , (3.2.2)

dDAtt
n

dt = kAtt
n BnD

Ex −
(
kDis

n + kEn
)
DAtt

n , (3.2.3)

dDEn

dt = kEn
(
DAtt

hi +DAtt
lo

)
−
(
kFus + kDeg

En

)
DEn, (3.2.4)

where V and D denote STVs and DIPs, respectively. During receptor-mediated
endocytosis of the virions, we assume fast recycling of receptors, such that the number
of free binding sites Bn follows from the conservation Equation (3.2.2), where V Att

n and
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DAtt
n denote the number of attached STVs and DIPs, respectively. Upon uptake, virions

in endosomes, V En and DEn, either degrade or fuse with the endosomal membrane.
Upon fusion, virions release a complex of eight genome segments into the cytoplasm,
V cyt and Dcyt, respectively. To describe this process, we changed Equation (3.1.6) to
Equation (3.2.5) to account for experimental findings showing that viral genomes from
incoming particles stay associated until nuclear import occurs [42]. Accordingly, we added
a similar equation for DIPs.

dV cyt

dt = kFusV En − kImpV cyt, (3.2.5)

dDcyt

dt = kFusDEn − kImpDcyt, (3.2.6)

where V cyt comprises a set of eight FL segments and Dcyt harbors FL segments 2–8 and
one copy of a DI S1.

Viral RNA replication Once the cytoplasmic vRNP complexes are imported into the
nucleus, the genome segments are transcribed and replicated individually. For this, we
extended the corresponding model Equations (3.1.7)–(3.1.14) [18] to explicitly account
for the dynamics of vRNPs and cRNPs of each FL segment and the DI segment.

dVpnuc
k

dt = kImpV cyt + kImpDcyt + kBind
NP PNPR

V
RdRp,k −

(
kBind

M1 PM1 + kDeg
Rnp

)
Vpnuc

k , (3.2.7)

for k = 2, . . . , 8 and

dVpnuc
1

dt = kImpV cyt + kBind
NP PNPR

V
RdRp,1 −

(
kBind

M1 PM1 + kDeg
Rnp

)
Vpnuc

1 , (3.2.8)

dVpnuc
9

dt = kImpDcyt + kBind
NP PNPR

V
RdRp,9 −

(
kBind

M1 PM1 + kDeg
Rnp

)
Vpnuc

9 , (3.2.9)

where Vpnuc
k are nuclear vRNPs of segment k, where k = 1, . . . , 8 denote the FL segments

and k = 9 the DI S1, respectively. Accordingly, dynamics of cRNA and vRNA synthesis
of the individual segments k (RC

k , RV
k ) and formation of cRNPs and vRNPs (Cpk, Vpnuc

k )
as well as M1-vRNP complexes (Vpnuc

M1,k) were modeled as in Equations (3.1.8)–(3.1.14).

dRC
k

dt = kSyn
C Vpnuc

k − kBind
RdRpPRdRpR

C
k − k

Deg
R RC

k , (3.2.10)

dCpk

dt = kBind
NP PNPR

C
RdRp,k − k

Deg
RnpCpk, (3.2.11)

dRV
k

dt = kSyn
V Cpk − kBind

RdRpPRdRpR
V
k − k

Deg
R RV

k , (3.2.12)
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dVpnuc
M1,k

dt = kBind
M1 PM1Vp

nuc
k −

(
kExpPNEP + kDeg

Rnp

)
Vpnuc

M1,k, (3.2.13)

for k = 1, . . . , 9.

Viral mRNA and protein synthesis To describe transcription of nuclear vRNPs into
viral mRNA, we used Equation (3.1.15) [18].

dRM
k

dt = kSyn
M
Lk

Vpnuc
k − kDeg

M RM
k , k = 1, . . . , 8, (3.2.14)

where mRNAs RM
k are synthesized from the FL vRNPs Vpnuc

k of segment k. Note, that we
did neither account for the synthesis of DI mRNAs nor the translation thereof. On one
hand, transcription and translation of DI genomes into truncated polypeptides has been
described in literature (reviewed in [115]), and it was revealed that a polypeptide encoded
by a DI S1 can, indeed, influence the IFN response of the host cell [36]. On the other hand,
the functionality of DI polypeptides might be unique to a specific DI RNA candidate and
may not directly impact virus replication. Therefore, and to provide a model that covers
more general cases of DIP co-infection, we neglected the description of DI polypeptides.
Preliminary simulations revealed that DI RNA synthesis can rapidly deplete the pool

of viral NP and polymerases [308], which blocks release of progeny when the virus release
kinetics from the original model were applied, Equation (3.1.26) [18]. Thus, we revised
our description for virus release and assumed that unbound NP, polymerases as well
as NEP are dispensable for viral progeny formation. Instead, only NP, polymerases
and NEP bound to vRNPs, as well as HA, NA, M1 and M2 are accounted for in the
revised formulation of virus budding in Equation (3.2.20) and Equation (3.2.21). In
addition, equations describing the viral protein dynamics (Equations (3.1.16)–(3.1.25))
were adjusted accordingly.

Virus release Prior to progeny release, we modeled the formation of cytoplasmic vRNP
complexes containing eight genome segments with respect to experimental findings [86]. In
particular, all of those complexes contain FL segments 2–8 (Vpcyt

M1,2−8) and, furthermore,
either an FL S1 (Vpcyt

M1,1) or a DI S1 (Vpcyt
M1,9), which we refer to as V cyt

Cplx and Dcyt
Cplx,

respectively.

dVpcyt
M1,k

dt = kExpPNEPVp
nuc
M1,k − kCplxVpcyt

M1,1
∏
k

Vpcyt
M1,k

− kCplxVpcyt
M1,9

∏
k

Vpcyt
M1,k − k

Deg
RnpVp

cyt
M1,k, (3.2.15)
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dVpcyt
M1,1

dt = kExpPNEPVp
nuc
M1,1 − kCplxVpcyt

M1,1
∏
k

Vpcyt
M1,k − k

Deg
RnpVp

cyt
M1,1, (3.2.16)

dVpcyt
M1,9

dt = kExpPNEPVp
nuc
M1,9 − kCplxVpcyt

M1,9
∏
k

Vpcyt
M1,k − k

Deg
RnpVp

cyt
M1,9, (3.2.17)

dV cyt
Cplx

dt = kCplxVpcyt
M1,1

∏
k

Vpcyt
M1,k − rRel − kDeg

RnpV
cyt
Cplx, (3.2.18)

dDcyt
Cplx

dt = kCplxVpcyt
M1,9

∏
k

Vpcyt
M1,k − rRel

D − kDeg
RnpD

cyt
Cplx, (3.2.19)

for k = 2, . . . , 8.

For this, we assume that vRNP complexes, V cyt
Cplx and Dcyt

Cplx, form rapidly with complex
formation rate kCplx and can degrade with rate kDeg

Rnp. For the sake of simplicity, we
assume that DI vRNPs are packaging-competent, i.e., that they retain sequence elements
required for incorporation into budding particles. Finally, vRNP complexes and viral
proteins assemble at the cell membrane to form viral progeny. Here, the number of
released STVs and DIPs (V Rel, DRel) is directly dependent on the number of available
vRNP complexes (V cyt

Cplx, D
cyt
Cplx) and proteins Pj that influence the virus release kinetics

in a Michaelis-Menten-like fashion.

dV Rel

dt = rRel = 8kRelV cyt
Cplx

∏
j

Pj

Pj +KVRelNPj

, (3.2.20)

dDRel

dt = rRel
D = 8kRelDcyt

Cplx
∏

j

Pj

Pj +KVRelNPj

, (3.2.21)

with j ∈ {HA,NA,M1,M2} .

In contrast to the previous description in Equation (3.1.26), we multiplied kRel by eight.
This is necessary, since previously rRel was dependent on the total amount of cytoplasmic
vRNPs (Vpcyt

M1), whereas, here, it depends on the concentration of a vRNP complex that
already contains a set of eight genome segments.

Important model variables To evaluate the total number of FL vRNAs and DI vRNAs
in simulations, we have to determine the sum of all corresponding vRNA-containing model
species associated with an infected cell.

RV
tot,k = V Att

hi + V Att
lo +DAtt

hi +DAtt
lo + V En + V cyt +DEn +Dcyt

+RV
k +RV

RdRp,k + Vpnuc
k + Vpnuc

M1,k + Vpcyt
M1,k + V cyt

Cplx +Dcyt
Cplx, (3.2.22)
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for k = 2, . . . , 8 and

RV
tot,1 = V Att

hi + V Att
lo + V En + V cyt +RV

1 +RV
RdRp,1 + Vpnuc

1

+ Vpnuc
M1,1 + Vpcyt

M1,1 + V cyt
Cplx, (3.2.23)

RV
tot,9 = DAtt

hi +DAtt
lo +DEn +Dcyt +RV

9 +RV
RdRp,9 + Vpnuc

9

+ Vpnuc
M1,9 + Vpcyt

M1,9 +Dcyt
Cplx, (3.2.24)

where RV
tot,k (k = 2, . . . , 8) denotes all FL vRNAs except for FL S1, and RV

tot,1 and RV
tot,9

are the total number of FL S1 and DI S1, respectively.

3.2.2. Model extensions to account for different modes of interference

Since DI RNAs are significantly smaller compared to their FL counterparts, it is commonly
believed the competitive advantage of DI RNAs is based on their reduced length. While
it is most frequently proposed that DI RNAs posses an advantage in RNA synthesis,
DI RNAs may also manipulate other steps of the viral life cycle, which allows them to
out-compete their FL counterparts (reviewed in [115]). Here, we propose three possible
model extensions that account for different modes of DI RNA interference.

Advantage factor As a first approximation, we chose to base the advantage of DI RNAs
over their FL counterparts on the respective FL-to-DI RNA length ratio.

FAdv =
(
LV

1
LV

9
− 1

)
, (3.2.25)

where LV
1 and LV

9 are the length of the FL S1 and DI S1 vRNA, respectively. By
implementing FAdv at particular steps of the viral life cycle, we can account for advantages
of the DI RNA during replication, regulation of replication or vRNP packaging, which is
explained in the following.

Enhanced DI RNA synthesis Based on findings by Odagiri and colleagues [125], we
assumed that DI cRNAs possess a replication advantage over their FL counterparts. To
implement this into our model, we adjusted Equation (3.2.10) for the DI segment to:

dRC
9

dt = (FAdv + 1) kSyn
C Vpnuc

9 − kBind
RdRpPRdRpR

C
9 − k

Deg
R RC

9 . (3.2.26)

Due to their reduced length, DI cRNAs replicate faster than FL cRNAs which are
synthesized with rate kSyn

C . Here, FAdv (Equation (3.2.25)) denotes the replication
advantage with which the DI cRNA synthesis exceeds FL cRNA synthesis. For instance,
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a DI segment which comprises half the length of its cognate FL segment replicates twice
as fast.

Differential regulation of DI RNA synthesis Nayak and colleagues [115] speculated that
DI RNAs might have lost yet unknown regulatory elements which got deleted from the
FL RNA sequence. Hence, DI RNAs are able to reach intracellular copy numbers much
higher compared to their FL counterparts. In our model, the most important regulatory
step of RNA synthesis is the inactivation of vRNPs by binding of the M1, which shuts
down viral RNA transcription and replication. Hence, we can account for an advantage
of DI RNAs during regulation of DI RNA synthesis by reducing the binding rate of M1
to nuclear DI vRNPs. According to literature, M1 binds to vRNPs by interaction with
NP [76] and, perhaps, with the vRNA [310]. For vRNP formation, we model that one
NP molecule binds a fixed number of nucleotides in the vRNA [57]. Since DI RNAs are
significantly shorter than their FL counterparts, fewer NP is bound in DI vRNPs, such
that, also M1 binding might be less efficient. Thus, it seems reasonable to also assume
a length-dependent M1 binding rate for DI vRNPs. To account for this, we adjusted
Equation (3.2.9) and Equation (3.2.13) to:

dVpnuc
9

dt = kImpDcyt + kBind
NP PNPR

V
RdRp,9

−
( 1
FAdv + 1

)
kBind

M1 PM1Vp
nuc
9 − kDeg

RnpVp
nuc
9 , (3.2.27)

dVpnuc
M1,9

dt =
( 1
FAdv + 1

)
kBind

M1 PM1Vp
nuc
9 −

(
kExpPNEP + kDeg

Rnp

)
Vpnuc

M1,9, (3.2.28)

where we used the reciprocal of FAdv (Equation (3.2.25)) such that kBind
M1 for the

DI vRNP (Vpnuc
9 ) will be reduced by 50% if the DI RNA comprises half the length of

its corresponding FL segment.

Preferential packaging of DI vRNPs To model an advantage of DI vRNPs during
packaging, we implemented a competitive inhibition of S1 vRNPs during assembly
of viral progeny, which was previously proposed for FL segments [92]. For this, we
re-modeled the virus release rate following the model for competitive inhibition based
on the corresponding Michaelis-Menten equation for enzyme kinetics (e.g. [311, 312]).

v = vmax
S

S +Km(1 + I
Ki

)
, (3.2.29)

with the maximal reaction rate vmax and the Michaelis-Menten constant Km. The
concentration of the substrate and inhibitor are denoted by S and I, respectively. The
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dissociation constant of the inhibitor Ki is small for inhibitors with a high affinity to the
enzyme, i.e., with a strong ability to inhibit substrate binding.

Furthermore, we used a different basic description of the virus release rate for both
STV and DIPs, following a similar version for a DIP-free infection in [37].

dV Rel

dt = rRel = kRel
max

(
V cyt

Cplx + Vpcyt
M1,1

) ( Vpcyt
M1,1

1+Vpcyt
M1,1

)

Vpcyt
M1,1 + 8KVRel

1 +
 Vpcyt

M1,9(
1

FAdv+1

)
Ki


·
∏

j

Pj

Pj +KVRelNPj

, (3.2.30)

dDRel

dt = rRel
D = kRel

max

(
V cyt

Cplx + Vpcyt
M1,9

)( Vpcyt
M1,9

1+Vpcyt
M1,9

)

Vpcyt
M1,9 + 8KVRel

1 +
 Vpcyt

M1,1(
2−
(

1
FAdv+1

))
Ki


·
∏

j

Pj

Pj +KVRelNPj

, (3.2.31)

with j ∈ {HA,NA,M1,M2} and

V cyt
Cplx =

∑
k

Vpcyt
M1,k, for k = 2, . . . , 8,

where virus release depends on the number of vRNPs of segments 2–8 in the
cytoplasm (V cyt

Cplx) and either the number of vRNPs of FL S1 (Vpcyt
M1,1) or vRNPs of

DI S1 (Vpcyt
M1,9), for STVs and DIPs, respectively. Here, KVRel denotes the number of virus

particles for which components must be present in order to reach half of the maximum
release rate. The term of the form KVRel (1 + I/Ki), accounts for the competitive inhibition
between S1 vRNPs, where the concentration of the inhibitor I denotes either the number
of FL S1 (Vpcyt

M1,1) that inhibit DIP formation, or the number of DI S1 (Vpcyt
M1,9) that inhibit

STV formation, respectively. In addition, we also implemented a length-dependency of
the inhibitor dissociation constant Ki using FAdv (Equation (3.2.25)). As a consequence,
the term KVRel (1 + I/Ki) becomes large for short DI vRNPs, such that rRel is decreasing.
Furthermore, we added the term

(
Vpcyt

M1,k/(1+Vpcyt
M1,k)

)
to prevent release of virus progeny

that carry an incomplete set of viral genomes in case an STV-free or DIP-free scenario is
simulated, i.e., either no Vpcyt

M1,1 or no Vpcyt
M1,9 enter the cell at infection.

The additional parameters needed for the model of preferential packaging kRel
max, KVRel

and Ki were set such that the number of viral progeny released at 12 h p.i. as well as in
steady state (300 h p.i.) was similar to that obtained with the other two co-infection
models in a control scenario. For this, we simulated the models with a DI-like S1
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comprising the same length as a FL S1 (2341 nt), and compared release of STVs and
DIPs in case of a DIP-free infection at MOI 2 and for a co-infection at MOI 1 and
MODIP 1. Parameter values were accepted when numbers of STVs and DIPs obtained
with the model of preferential packaging did not deviate more than 1% from the control
model (Section 3.2.1).

Simulation and computation Model files were handled in the Systems Biology
Toolbox 2 [306] for MATLAB (version 8.0.0.783 R2012b). We solved the model equations
numerically using the CVODE routine from SUNDIALS [305] on a Linux-based system.
The values of kinetic parameters are listed in Table B.1 in the appendix.
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3.3. Continuous production of influenza A virus

Using a two-stage bioreactor setup, Frensing and Heldt et al. [14] demonstrated that DIPs
cause oscillations in virus titers in continuous cultures of influenza virus. The simple
within-host infection model presented in that study describes the dynamics of DIPs and
STVs, three infected cell populations and the population of uninfected target cells. For
the sake of completeness, the model equations will be reproduced here in Section 3.3.1.
Those are complemented by additional formulas related to relevant process parameters
that can be manipulated to perform model-based process optimization (Section 4.3.1).
Recently, an RT-qPCR method was developed by Wasik et al. that allows to distinguish
a known form of DI RNA from its corresponding FL segment [313]. This opened the
possibility to augment the Frensing-and-Heldt model [14] to also account for additional
viral sub-populations, which is presented in Section 3.3.2. This extended model is used
to describe data of two-stage bioreactor cultivations performed at different residence
times. The latter was published by Tapia and Laske et al. [314] and parts of the original
publication will be presented throughout this thesis as well (Section 4.3.2).

3.3.1. Basic model for virus growth in two-stage bioreactors

Frensing-and-Heldt model The mathematical model describing the replication of IAV
in a continuous culture using a two-stage bioreactor system (Figure 3.1) is reproduced
here to give a comprehensive overview of the models used in this thesis. In brief, batch
cultures of avian AGE1.CR suspension cells were grown in the two stirred tank bioreactors
until a cell concentration of 4–5×106 cells/mL was reached. Then, the virus bioreactor
was infected with A/PR/8/34 (H1N1) at MOI 0.025 and the system was switched into
continuous mode. While cells in the virus bioreactor undergo apoptosis during the virus
production process, uninfected cells are continuously fed from the cell bioreactor to the
virus bioreactor, continuously providing cell substrate for virus infection. Still, virus has to
be added only once to the system since viable target cells will be infected by virus progeny
already present in the virus bioreactor. The model by Frensing and Heldt et al. [14]
focuses on describing concentrations of cells, infected cells and virus particles in the virus
bioreactor. Here, ideal mixing is assumed for all state variables. The number of uninfected
target cells T is the following.

dT
dt = µT − kInf (Vs + Vd)T +D (Tin − T ) , (3.3.1)

where the number of uninfected cells T grow with rate µ and are infected by DIPs Vd and
STVs Vs at rate kInf . The term D (Tin − T ) considers the continuous feed of cells to, and



56 Chapter 3. Models and Methods

Figure 3.1.: Two-stage bioreactor system for continuous production of influenza A
virus. Cell propagation and virus production are carried out separately in two bioreactors. For
this, the suspension cells grow continuously in the cell bioreactor (green highlighting) that is
supplied with fresh medium via FF and feeds cell broth to the virus bioreactor (red highlighting)
with rate FCB. To avoid substrates limitation, fresh medium is supplied to the virus bioreactor
with flow rate FFM. In the virus bioreactor cells are infected with influenza A/PR/8/34 (H1N1)
and produce virus progeny. Finally, the culture broth, consisting of cells, medium and viruses,
is harvested with rate FH. Using the flow rates depicted in this schematic, the virus bioreactor
has an average residence time of 25.3 h. Schematic of Frensing and Heldt et al. (2013) [14] was
adapted to the nomenclature of this thesis.

continuous harvest of cells from the virus bioreactor. The dilution rate D is determined
by the flow rate of the harvest FH and the working volume of the virus bioreactor VVB.

D = FH

VVB
, (3.3.2)

with FH = FCB + FFM, (3.3.3)

where FH is the sum of all feeding flow rates which include the feed from the cell
bioreactor FCB and from the fresh medium reservoir FFM. Since the concentration of
cells in the cell bioreactor TCB reaches a constant steady-state value, we assume that the
cell concentration in the feed Tin is independent of time and can be determined by the
following equation.

Tin = TCBFCB

FCB + FFM
, (3.3.4)

where TCB denotes the average cell concentration in the cell bioreactor. The population
of infected cells consists of three sub-populations, namely, cells infected only by STVs Is,
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cells infected only by DIPs Id and cells co-infected by both viruses Ic.

dIs

dt = kInfVsT −
(
kInfVd + kApo

)
Is −DIs, (3.3.5)

dId

dt = kInfVdT −
(
kInfVs − µ

)
Id −DId, (3.3.6)

dIc

dt = kInf (VsId + VdIs)− kApoIc −DIc. (3.3.7)

Target cells T are infected by either STVs Vs or DIPs Vd and form Is and Id,
respectively (Equation (3.3.5) and Equation (3.3.6)). STV-only and DIP-only infected
cells, Is and Id, can be superinfected by Vd and Vs, respectively, which results in
co-infected cells Ic (Equation (3.3.7)). Due to virus replication, STV-only infected
cells Is and co-infected cells Ic undergo virus-induced cell death, i.e., apoptosis, with
rate kApo. Since virus replication cannot take place in DIP-only infected cells Id,
Frensing and Heldt et al. [14] proposed that Id continue to grow, giving rise to DIP-infected
daughter cells. This assumption was also used by Kirkwood and Bangham in a
previous mathematical description of DIP co-infection [315]. Finally, all infected cell
sub-populations are continuously harvested from the virus bioreactor with rate D. The
concentration of the two viral sub-populations, STVs Vs and DIPs Vd, is given by the
following equations.

dVs

dt = kProdIs −
(
kInf

FInf
(T + Id + Is + Ic) + kDeg

V +D

)
Vs, (3.3.8)

dVd

dt = kProdIc + fkProdIs −
(
kInf

FInf
(T + Id + Is + Ic) + kDeg

V +D

)
Vd. (3.3.9)

Here, STV-only infected cells Is release STVs and a small fraction of DIPs
generated de novo at rate kProd and fkProd, respectively. Since DIPs interfere
with virus replication, co-infected cells Ic release only DIPs at rate kProd.
Frensing and Heldt et al. [14] assumed that virus particles in the supernatant can infect
all cell sub-populations. In particular, they assumed that one virion readily establishes
an infection in a cell, expressed by an infection efficiency of FInf = 1. In the end, free
virus particles either lyse with rate kDeg

V or are harvested with rate D.

Modeling different residence times In simulations, we tested the option to dampen, or
even prevent, oscillations in virus titers by manipulating the residence time (RT) of the
virus bioreactor.

RT = 1
D
, (3.3.10)
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where the average RT of the virus bioreactor is the reciprocal of its dilution rate D
(Equation (3.3.2)). For the sake of simplicity, we fixed the feed rate from the cell bioreactor
to the virus bioreactor FCB in Equation (3.3.3) and only adjusted the feed rate from the
fresh medium reservoir to the virus bioreactor FFM.

FFM = DVVB − FCB. (3.3.11)

If FFM = 0h−1, the dilution rate of the virus bioreactor is D = 0.0264 1/h, which is
equivalent to the maximum RT of 37.9 h. For every RT tested, the concentration of cells
in the feed Tin has to be adjusted accordingly (Equation (3.3.4)).

Productivity of continuous processes One criterion to evaluate the productivity of
the continuous process is the space-time yield (STY).

STY X(tn) =
∑tn
t0 (VXFHtn)∑tn
t0 (FHtn) tn

, (3.3.12)

where VX is the virus concentration of interest. The product of the harvest flow rate FH

and elapsed time tn is equivalent to the volume harvested from the virus bioreactor up to
time point tn of the process.

3.3.2. Extended model for virus growth in two-stage bioreactors

A/PR/8/34-delS1(1) model Based on the study by Frensing and Heldt et al. [14], our
group examined continuous production of IAV using a seed virus engineered by reverse
genetics that contained a particular form of deleted RNA from segment 1 (DI S1),
previously described by Dimmock et al. [145]. Since the sequences of DI S1 and its
corresponding full-length segment 1 (FL S1) are known, it was possible to design an
RT-qPCR method that could distinguish the two RNA species in virus samples [313, 314].
Furthermore, we determined the fraction of non-infectious particles (NIPs) from the
measurements (see paragraph “Data conversion”). The Frensing-and-Heldt model [14]
provided the basis to integrate those data. However, to account for all viral
sub-populations, we had to modify the original model, which is outlined in the following
section. In the extended model, the concentration of uninfected target cells T is described
by

dT
dt = µT −

(
kInf

S Vs + kInf
D Vd

)
T +D (Tin − T ) , (3.3.13)

where target cells T grow at rate µ which is equal to the dilution rate D of the virus
bioreactor. Furthermore, target cells are continuously fed from the cell bioreactor and
harvested with rate D. The concentration of cells in the feed stream Tin is assumed
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to be independent of time and can be determined by considering the average cell
concentration in the cell bioreactor and the diluting effect of the fresh medium supply
to the virus bioreactor (Equation (3.3.4)). A significant modification made to the
Frensing-and-Heldt model [14] is that the infection of uninfected target cells T by either
DIPs Vd or STVs Vs is modeled by considering the virus-dependent infection rates kInf

D

and kInf
S , respectively. The following equations describe the concentration of the three

infected cell sub-populations.

dIs

dt = kInf
S VsT − kInf

D VdIs −
(
kApo +D

)
Is, (3.3.14)

dId

dt = kInf
D VdT − kInf

S VsId −
(
kApo +D

)
Id, (3.3.15)

dIc

dt = kInf
S VsId + kInf

D VdIs −
(
kApo +D

)
Ic. (3.3.16)

The target cells are infected via two routes: cells are infected by either STV or DIP
first, and form Is or Id, respectively. Secondly, superinfection of Is and Id by DIPs
and STVs, respectively, yields co-infected cells Ic (Equation (3.3.16)). For the sake of
simplicity, we also assume that one virion is sufficient to cause a productive infection, and
in case of DIPs, to readily interfere with STV replication. All infected cells can undergo
virus-induced apoptosis with rate kApo and are harvested from the virus bioreactor with
rate D. In contrast to Frensing and Heldt et al. [14], we assume that DIP-only infected
cells Id do not continue to grow and instead die due to virus-induced apoptosis like the
other infected cell populations Is and Ic. The dynamics of infectious STVs Vs, DIPs Vd and
VNi, i.e., virions that contain an FL S1 but are non-infectious (NIPs), are the following.

dVs

dt = kProd
Vs Is − kInf

S VsT − kInf
S VsId −

(
kDeg

Vs +D
)
Vs, (3.3.17)

dVd

dt = kProd,Ic
Vd Ic + kProd,Is

Vd Is − kInf
D VdT − kInf

D VdIs −
(
kDeg

V +D
)
Vd, (3.3.18)

dVNi

dt = kProd,Is
VNi

Is + kProd,Ic
VNi

Ic + kDeg
Vs Vs −

(
kDeg

V +D
)
VNi, (3.3.19)

considering that STV-infected cells Is release virus particles that contain FL S1, both
infectious Vs and non-infectious VNi, with rates kProd

Vs and kProd,Is
VNi

, respectively. Due to
errors in virus replication, DIPs Vd are also generated de novo by STV-infected cells
Is, which are released with rate kProd,Is

Vd . Since DIPs Vd are not replication-competent,
DIP-only infected cells Id cannot release any progeny DIPs. Certainly, the majority of
DIPs Vd is produced by co-infected cells Ic with rate kProd,Ic

Vd . For the sake of simplicity,
we defined that DIPs generated either de novo or by amplification are only of type DI S1.
Furthermore, we did not limit Ic to only release DIPs, but also allowed the release of
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non-infectious virions VNi with rate kProd,Ic
VNi

. The number of VNi is furthermore increasing
when previously infectious STVs Vs are inactivated with rate kDeg

Vs , while both Vd and
VNi deteriorate with the lysis rate kDeg

V . In contrast to Frensing and Heldt et al. [14], we
neglected superinfection of Is and Ic by STVs as well as superinfection of Id and Ic by
DIPs, respectively.

Important model variables A characteristic value that can be determined from both
the simulated and the experimental data is the DIP-to-STV ratio (Equation (3.3.20)). In
our case, the calculation of this ratio is only based on the DI S1 measurements and does
not account for other DIPs present in the virus samples.

RDIP/STV = Vd

Vs
, (3.3.20)

where Vd denotes the number of DI S1 particles, as calculated by Equation (3.3.24), and
Vs is the number of fully infectious FL S1-containing particles, determined by the 50%
tissue culture infective dose (TCID50) assay, respectively. For the parameter estimation
procedure, we also determined the total number of cells in the virus bioreactor as follows:

cellstotal = T + Is + Id + Ic, (3.3.21)

which can be compared to the cell concentration measurements during model fitting.
Although it is possible to further distinguish STV-only, DIP-only and co-infected cells
including their live and apoptotic forms based on the model, we do not yet have access to
such data and, thus, focused on the measurements of the total cell count. To complement
the parameter estimation procedure, we also calculated the number of total virus particles
from the simulated virus concentrations by

Vtotal = Vs + Vd + VNi, (3.3.22)

which was used to directly compare the simulated total virus concentration
Vtotal with the experimental total virus concentration CV which is based on
the HA titer (Equation (3.3.23)). In contrast, the simulated Vtotal of the
Frensing-and-Heldt model [14] is calculated by summation of Vs and Vd.

Data conversion The numbers of DI S1- and FL S1-containing particles from continuous
cultivations are inferred with the help of the genome copy numbers (RT-qPCR
measurements) and the HA titer. The latter is used first to determine the total virus
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particle concentration CV in a sample according to

CV = CEry · 10(log10 HAU/100µL), (3.3.23)

where CEry is the concentration of the chicken erythrocyte solution added to the
HA assay (2 · 107 cells/mL). For the conversion of the genome copy numbers to particle
numbers, we assumed that every particle contains one copy of S1, which is either the
deleted or the FL form. Hence, the sum of DI S1- and FL S1-containing particles denotes
the maximum number of virions present in a sample, equivalent to the total virus particle
concentration CV. Using this assumption, we calculated the concentration of DI S1- and
FL S1-containing particles by Equation (3.3.24) and Equation (3.3.25), respectively.

Vd = DI S1
DI S1 + FL S1 ·CV, (3.3.24)

Vs + VNi = FL S1
DI S1 + FL S1 ·CV. (3.3.25)

Furthermore, a differentiation between infectious FL S1-containing virions Vs and
non-infectious FL S1-containing virions VNi is possible. Since we know the number of
Vs, i.e., the TCID50 titer, the number of non-infectious FL S1-containing virions can be
easily determined by solving Equation (3.3.25) for VNi. For the details of the assaying
procedures, see Tapia and Laske et al. [314] and references therein, e.g. [316–318].

Parameter estimation The ten kinetic parameters of the model were estimated by
simultaneously fitting the simulated concentrations Vs, Vd, VNi, Vtotal and cellstotal to
the corresponding measurements. For this, the weighted least-squares prediction error
was minimized using the global stochastic optimization algorithm fSSm [307]. For
the virus titers, the error was calculated based on the decadic logarithm of both the
simulated and measured data according to Equation (3.1.33), while the error of the
cell count was not logarithmized. Initial parameter guesses were selected according to
Frensing and Heldt et al. [14].

Simulation and computation Model equations were solved numerically using the
CVODE routine from SUNDIALS [305] on a Linux-based system. Experimental
data and model files were managed using the Systems Biology Toolbox 2 [306] for
MATLAB (version 8.0.0.783 R2012b). Model parameters and initial conditions are listed
in Table 4.3.
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Chapter 4

Results and Discussion

This thesis aims to improve our understanding on how relevant factors influence
influenza virus replication. Investigations performed to address this research challenge
focus on two major factors, namely, the impact of the host cell system and the virus
itself. To elucidate virus-host cell interactions in more detail, we concentrated on the
impact of host cell factors on the intracellular mechanisms of virus replication, which will
be presented in the first section. Secondly, we will continue to study intracellular virus
replication, however, in light of the impact of viral deletion mutants, i.e., DIPs, that are
inherently present in heterogeneous virus populations. The third section is also dealing
with the topic of virus growth in the presence of DIPs. In contrast to the other sections,
it, however, serves to elucidate their impact at the within-host level during continuous
culture of influenza viruses.

4.1. Modeling virus-host cell interactions on the

single-cell level

IAVs depend on host cellular functions to complete their replication cycle. Our aim
was to take advantage of this dependency and manipulate the expression of host cell
factors that are relevant for IAV replication to improve virus production for vaccine
manufacturing. Due to the complexity of virus-host cell interactions, mathematical
models are required to complement the interpretation of infection experiments. Here,
we used a re-calibrated model of IAV replication to predict and quantify changes in
virus replication in genetically engineered A549 cells. Work shown in this section was
conducted within the scope of the joint research project “Cell line development by systems
biology” (CellSys). This section contains the results thereof, which were previously
presented in PLoS Computational Biology by Laske and Bachmann et al. [294]. While
the publication and this thesis focus on the modeling aspects of the project conducted to
support a detailed analysis of the impact of five selected gene candidates, we addressed
significantly more gene candidates throughout CellSys. For a comprehensive overview on
the engineering, selection and screening of cell lines with genetic modifications in one or
more host cell genes, the interested reader is referred to [319].
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4.1.1. Identifying bottlenecks of virus replication in A549 cells

To allow a reasonable prediction of bottlenecks in the virus life cycle we first re-calibrated
key kinetic parameters of our single-cell model of IAV replication to data sets obtained
during infections of parental A549 cells. Then, a parameter study was performed to
identify those steps of virus replication that are most promising to be manipulated by
the expression of relevant host cell factors. While this in silico study seems by far
too pragmatic it provided an important benchmark to later interpret changes in virus
replication observed in genetically modified A549 cells.

Developing a model of virus growth in A549 cells The model of IAV replication used
in this study is identical to a previously published description of the intracellular life cycle
of IAV (Section 3.1, [18]). In general, we assume that basic mechanisms of IAV replication
are similar in different host cell lines, but that values for key parameters of virus growth
have to be adapted for each host cell system. While the previous model [18] was calibrated
against various experimental data, mostly acquired from infected MDCK cells [297, 320],
the re-calibration of the model used in this study was based on three sets of in-house
experimental data from infected A549 cells (Figure 4.1). The available measurements
allowed to estimate the kinetic parameters for nuclear import of vRNPs kImp, the synthesis
of viral mRNA, cRNA and vRNA (kSyn

M , kSyn
C , kSyn

V ) as well as binding of M1 kBind
M1 and

the release of viral progeny kRel. Statistical testing revealed that kSyn
C and kBind

M1 were not
significantly different (p > 0.1) in A549 compared to MDCK cells (Table 4.1). However,
kSyn

V was significantly increased and kSyn
M significantly reduced in A549 cells, respectively.

Table 4.1.: Comparison of key parameters of influenza A virus replication in adherent MDCK
and A549 cells.

Parameter Value MDCK cells [18] Value A549 cells

kImp (h−1) 6 n.a. 0.296
kSyn

V (h−1) 13.86 **** 100.93
kSyn

C (h−1) 1.38 1.53
kSyn

M (nucleotides/h) 2.50× 105 *** 3.06× 104

kBind
M1 (molecule· h)−1 1.39× 10−6 1.82× 10−6

kRel (virions/(molecule· h)) 3.70× 10−3 n.a. 1.10× 10−3

n.a. not assessed (no bootstrap simulations in [18] available).
Asterisks indicate significant differences of the parameter values with respect to the A549 cell line using
a one-sided Gauss test: **** p ≤ 0.001, *** p ≤ 0.01, ** p ≤ 0.05, * p ≤ 0.1, no asterisk p > 0.1.
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Figure 4.1.: Comparison of simulations of intracellular influenza A virus
replication in MDCK and parental A549 cells. Model fit (blue lines) to experimental
data (blue symbols ± standard deviation, n ≥ 4) for A549 and simulations for MDCK
cells (brown lines) are shown, respectively. (A,B) Intracellular dynamics of viral RNA for
a simulated infection at MOI 50 for vRNA and cRNA (circles, solid line) as well as for
mRNA (squares, dashed line) in A549 cells and MDCK cells. (C) Nuclear import of viral genomes
in cycloheximide-treated cells for a simulated infection at MOI 50. For A549 cells, the relative
increase in fluorescence intensity (FI) of the nucleus was determined by imaging flow cytometry
after co-staining of cells with DAPI and an vRNP-antibody (see Figure 4.4 for details). For
better comparison, the simulated fraction of nuclear vRNPs in MDCK cells was scaled with
respect to the nuclear vRNP offset determined for A549 cells. (D) Cell-specific virus release for
a simulated infection at MOI 1. Figure taken from Laske and Bachmann et al. (2019) [294].
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Computational approach to determine bottlenecks in virus growth Two simplifying
assumptions were made to simulate the influence of host cell factors on IAV replication.
First, we considered that each step in the virus life cycle was dependent on one host
cell factor and secondly, that a change in the expression level of this host cell factor
would directly translate into a change of the corresponding kinetic parameter value in
our mathematical model for IAV replication. For instance, if a host cell factor involved
in vRNA synthesis is overexpressed, vRNA replication is enhanced, resulting in a higher
vRNA synthesis rate. Likewise, the downregulation of the same factor would result in
a reduced vRNA synthesis rate. Based on these assumptions, we performed in silico
engineering of A549 cells by perturbing each parameter of our model individually with the
objective to maximize virus yield at 24 h p.i. The resulting pairs of optimized parameter
values and model output are summarized in Table A.2 in the appendix.

Virus yield By comparing the simulated virus release of parental A549 cells to results
obtained for in silico optimized cell lines (Figure 4.2), we observed three possible outcomes
upon parameter perturbation: (i) virus release dynamics were not affected significantly,
(ii) only onset of virus release was improved, starting at least 1 h earlier compared to the
parental A549 cell line and (iii) virus release dynamics were affected significantly leading
to an increase in final yield by at least two-fold. The latter was caused by perturbations
of parameters that define the most promising targets for cell line engineering, namely
steps of viral RNA synthesis, its regulation and virus release (Figure 4.2, green shaded
subfigures). Interestingly, the model predicted that the upregulation of viral mRNA
synthesis is beneficial for virus replication, whereas synthesis of viral cRNA and vRNA
should be downregulated.

Viral RNA and protein levels To investigate this in greater detail we, next, compared the
dynamics of the simulated intracellular viral RNAs and protein levels in both upregulation
and downregulation scenarios to levels in parental A549 cells (Figure 4.3). We observed
that changes of intracellular replication dynamics were most evident upon manipulation of
viral mRNA synthesis (Figure 4.3, middle panel). Most importantly, the sole increase of
the mRNA synthesis rate lead to a higher increase in vRNA levels than the upregulation
of the vRNA synthesis rate itself (Figure 4.3, upper and middle panel second column).
This strongly indicates that viral RNA replication in A549 cells is already saturated and
only if more viral mRNA, and consequently, more viral proteins were available, more
vRNA could be produced and virus release could be enhanced significantly. In addition,
the modulation of regulatory steps, which is accounted for in our model by binding of
M1 (negative regulator, see Section 3.1.1 for explanations), had only an impact on final
RNA and protein levels rather than on the dynamics per se (Figure 4.3, bottom panel).
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Figure 4.2.: Virus release dynamics in response to in silico manipulation of gene
expression of host cell factors in A549 cells. We assume that the efficiency of individual
steps in the influenza A virus (IAV) life cycle is directly dependent on host cell factors and their
influence is changed upon knockdown or overexpression of the corresponding gene. We simulated
manipulation of gene expression by perturbing the corresponding kinetic parameters of a model
for intracellular replication of IAV in A549 cells, which is based on a model previously established
by our group [18]. For a simulated infection at MOI 1, virus release of the parental A549 (blue
solid line) and the engineered cell line (brown solid line) are shown for the most important steps
of virus replication. Colors indicate whether perturbation of the corresponding step improved
virus yield at 24 h p.i. by at least two-fold (green), had only an impact on the starting time
point of virus release (yellow) or no impact (red). Scheme of IAV replication adapted from [37].
Pairs of optimized parameter values and model output are summarized in Table A.2 in the
appendix. Figure taken from Laske and Bachmann et al. (2019) [294]. RdRp - RNA-dependent
RNA polymerase, HA - hemagglutinin, NP - nucleoprotein, NA - neuraminidase, M - matrix
protein, NEP - nuclear export protein.

4.1.2. Impact of selected host cell factors on virus replication

To validate our model predictions, we used lentiviral gene transfer to generate A549 cell
populations that overexpress specific host cell genes relevant for IAV replication. The
host cell factors CEACAM6, FANCG, NXF1, PLD2 and XAB2 were selected from a set
of candidate genes determined previously by RNAi screening [321–324] and virus-host
cell interaction studies [325, 326]. An overview of genes and their function in the
IAV life cycle is given in the appendix (Table A.4). The resulting cell populations
were subjected to fluorescence-activated cell sorting (FACS) to enrich cells that express
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Figure 4.3.: Intracellular replication dynamics in response to in silico modifications
of host cell gene expression in a single infected cell. Changes in levels of viral
cRNA (column 1), vRNA (column 2), mRNA (column 3) and matrix protein 1 (M1, column
4) are shown for a simulated infection at MOI 1 for the parental A549 cell line (blue solid
line) or upon targeting selected steps of virus replication, as indicated on the left-hand side, by
either knockdown (brown solid line) or overexpression (green dashed line). Figure taken from
Laske and Bachmann et al. (2019) [294].

the transduced gene based on eGFP, which is the co-expressed reporter gene. SGOs
that showed stable gene overexpression were infected with A/PR/8/34 (H1N1) at a
MOI of 10-4, which is usually applied for vaccine production processes. We compared
virus titers of each SGO to that of the parental A549 cell line at selected time points
p.i. (Table A.5 in the appendix). Assuming that changes in virus release are associated
with changes in intracellular mechanisms of virus replication, we selected SGOs for further
characterization of intracellular virus replication based on their HA titer. To facilitate
selection, we ranked the HA measurements for each time point and each cell line according
to their relative increase compared to the parental A549 cell line. The measurement data
and the corresponding ranking values revealed that HA titers of all SGOs were increased at
early time points p.i., whereas none of the SGOs showed an increase greater than 20 % of
the final HA titer at the usual time of harvest 72 h p.i (Table A.5 in the appendix). Thus,
by modulating the expression level of those host cell genes, it was possible to influence
the IAV release dynamics, however, the total virus yield was similar comparing SGOs to
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their parental cell line. To get a quantitative understanding of changes in virus growth in
IAV-infected SGOs compared to infected parental A549 cells and an eGFP transduction
control, we fitted the single-cell model to measurements of nuclear vRNP import, RNA
synthesis and virus release (Figures 4.4–4.6).

Nuclear import of vRNPs We examined nuclear import of vRNPs in A549 cells with
the help of imaging flow cytometry, which combines both the statistically relevant
throughput of cell counts known from conventional flow cytometry and the information on
localization of the fluorescence signal inside a single cell usually acquired by fluorescence
microscopy. Cells were treated with CHX to inhibit translation, such that only incoming
vRNPs, resulting from virus uptake, would be detected in infected cells co-stained with
DAPI (nuclear staining) and an anti-vRNP antibody. Overall, the kinetics of nuclear
vRNP import were similar in all tested cell lines (Figure 4.4). In particular, the
transduction control (Figure 4.4 A) and the XAB2 SGO (Figure 4.4 F) showed exactly
the same time course of nuclear vRNP import as the parental A549 cell line. FANCG
and PLD2 SGOs showed slightly reduced levels (Figure 4.4 C and E), while CEACAM6
and NXF1 showed a slightly slower increase of relative nuclear fluorescence intensity over
time (Figure 4.4 B and D). Using the mathematical single-cell model, we estimated the
nuclear import rate of viral genomes kImp for each cell line. While the differences in the
majority of the parameter values were statistically not significant (p > 0.1) with respect
to the parental A549 cell line, we observed a trend showing a slight reduction (p ≤ 0.1)
of kImp for CEACAM6 and NXF1 SGOs (Figure 4.7).

Viral replication and transcription Next, we analyzed the intracellular replication and
transcription dynamics of IAV RNA by segment-specific RT-qPCR. Therefore, we infected
A549 cells at MOI 50 and measured viral mRNA, cRNA and vRNA of segment 5, which
encodes the viral NP. Overall, the dynamics of the three viral RNA species were similar in
all five SGOs compared to the parental A549 cell line (Figure 4.5). A few trends (p ≤ 0.1)
were found in intracellular RNA measurements. In particular, viral mRNA levels in
CEACAM6 (Figure 4.5, upper panel, B), NXF1 (Figure 4.5, upper panel, D), and PLD2
SGOs (Figure 4.5, upper panel, E) seemed to be reduced at time points ≤ 6 h p.i.
Interestingly, viral cRNA levels were reduced significantly (p ≤ 0.05) in the PLD2 SGO
from 4 to 7 h p.i. (Figure 4.5, middle panel, E), while no significant differences in cRNA
levels were evident for other SGOs. Although we observed a slight reduction in levels of
mRNA and/or cRNA in some of the infected SGOs, the time courses of vRNA synthesis
and the number of viral genome copies per cell were similar for the majority of the tested
cell lines (Figure 4.5, bottom panel). Only the FANCG SGO is an exception, since
vRNA levels in infected FANCG SGO cells were reduced as measured in two independent
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Figure 4.4.: Nuclear import of viral genomes in different A549 cell lines. Model
fit (lines) to experimental data (circles ± standard deviation, n = 4) for the import of viral
genomes (vRNPs) in cycloheximide-treated cell lines upon infection by A/PR/8/34 (H1N1)
at MOI 50. Relative increase in fluorescence intensity (FI) of the nucleus was determined by
imaging flow cytometry after co-staining of cells with DAPI and vRNP antibody. The nuclear
import rate was estimated by fitting the simulated fraction of nuclear vRNPs to the averaged
experimental data. To account for the background signal of the nucleus in images, an offset of
approximately 50 % at 0 h p.i. was applied with respect to the experimental data obtained for
parental A549 cells (A–F, blue), the transduction control (A, brown) and engineered cell lines
overexpressing one of the following host cell factors: CEACAM6 (B, brown), FANCG (C, brown),
NXF1 (D, brown), PLD2 (E, brown), XAB2 (F, brown). Statistical analysis of differences in
relative FI levels with respect to the parental A549 cell line was performed by the Kruskal-Wallis
test and is indicated by ** p ≤ 0.05, * p ≤ 0.1 and no asterisk for p > 0.1. Figure taken from
Laske and Bachmann et al. (2019) [294].

experiments. Furthermore, viral mRNA and cRNA levels were also reduced in FANCG
SGO cells. According to the Kruskal-Wallis test, the difference in the raw data compared
to those of parental A549 cells was statistically not significant (p > 0.1). However,
statistical testing could be performed on the empiric parameter distributions, generated
upon multiple re-sampling of the intracellular viral RNA measurement data and repeated
model fitting (Figure 4.7). For this, we fitted the time courses of the three RNA species
simultaneously to estimate the synthesis rates of mRNA kSyn

M , vRNA kSyn
V , cRNA kSyn

C

and the binding rate of the negative regulator M1 to vRNPs kBind
M1 . In agreement with the

experimental data, model-based analysis revealed that the mRNA synthesis rate kSyn
M and

cRNA synthesis rate kSyn
C were reduced in most of the SGOs (Figure 4.7). In particular,

both kSyn
M and kSyn

C , were also reduced in the FANCG SGO. Furthermore, the synthesis rate
of vRNA kSyn

V was estimated to be slightly higher in SGOs compared to the parental A549
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Figure 4.5.: Intracellular dynamics of viral RNA synthesis in different A549 cell
lines. Model fit (lines) to experimental data (circles ± standard deviation, n = 4 or single
circles for FANCG, n = 2) of viral mRNA (top panel), cRNA (middle panel), vRNA (bottom
panel) of segment 5 (encoding NP) in cell lines infected by A/PR/8/34 (H1N1) at MOI 50.
Viral RNA synthesis rates and M1 binding rate were estimated by fitting the simulated number
of the three viral RNA species to averaged segment-specific RT-qPCR data. To account
for the offset in vRNA measurements caused by free viral RNAs in the seed virus, we also
implemented such offsets in our simulations with respect to the measurements obtained for
parental A549 cells (A–F, blue), the transduction control (A, brown) and engineered cell lines
overexpressing one of the following host cell factors: CEACAM6 (B, brown), FANCG (C, brown),
NXF1 (D, brown), PLD2 (E, brown), XAB2 (F, brown). Statistical analysis of differences in
RNA levels with respect to the parental A549 cell line was performed by the Kruskal-Wallis
test and is indicated by ** p ≤ 0.05, * p ≤ 0.1 and no asterisk for p > 0.1. Figure taken from
Laske and Bachmann et al. (2019) [294].
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cell line. Since all three viral RNA species engage in an autocatalytic cycle, the synthesis
rate of vRNA kSyn

V has to be increased in order to maintain vRNA levels comparable to
the parental A549 cell line and therefore compensates for reduction of either kSyn

C or kSyn
M

in infected SGOs. However, the increase of kSyn
V was not significant (p > 0.1) for any of

the SGOs. Similarly, model-based analysis of the M1 binding rate kBind
M1 in infected SGOs

revealed no significant changes compared to the parental A549 cell line.

Virus release In addition to intracellular viral RNA levels, we also integrated
experimental data of total virus release based on HA titer into our model to estimate
the virus release rate kRel of SGOs (Figure 4.6). In contrast to our screening experiment
for which cells were infected at MOI 10-4, we had to apply a higher MOI for model
fitting. This was necessary since our single-cell model cannot describe the progression of
infections with multiple cycles in a cell population, which occur in low MOI scenarios.
Therefore, we infected cells at MOI 1 and estimated the cell-specific virus release rate kRel

with respect to the experimental data. Contrary to our expectations, the differences in

Figure 4.6.: Virus particle release of different A549 cell lines. Model fit (lines) to
cell-specific numbers of released virions estimated from HA titer and maximum viable cell
count (circles ± standard deviation, n ≥ 4) obtained from A/PR/8/34 (H1N1) infections at
MOI 1. Simulated number of released virions was fitted to averaged cell-specific yield obtained
for parental A549 cells (A–F, blue), the transduction control (A, brown) and engineered cell lines
overexpressing one of the following host cell factors: CEACAM6 (B, brown), FANCG (C, brown),
NXF1 (D, brown), PLD2 (E, brown), XAB2 (F, brown). Statistical analysis of differences in
the cell-specific virus yield with respect to the parental A549 cell line was performed by the
Kruskal-Wallis test and is indicated by ** p ≤ 0.05, * p ≤ 0.1 and no asterisk for p > 0.1.
Figure taken from Laske and Bachmann et al. (2019) [294].
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the number of released virions were even less pronounced in this experiment compared to
the initial cell line screening (Table A.5 in the appendix). Only the NXF1 SGO showed
significant differences in the number of released virions compared to the parental cell
line (Figure 4.6 D), which is also in line with a noticeable (p ≤ 0.1) increase of the
virus release rate kRel compared to the parental A549 cell line (Figure 4.7). Interestingly,
also other SGOs showed an increase of kRel of about two-fold. This can be explained
by the model‘s architecture that leads to a compensation of the adverse/disadvantageous
parameterization of viral replication and transcription through an increase in kRel, which
finally allows the model to capture the cell-specific virus yield determined in experiments.

Simulation approach for cell lines overexpressing multiple genes Although only
NXF1 SGOs showed a promising increase in virus yield, it seemed that overexpression
of host cell factors can influence IAV replication on the intracellular level. Thus, we
also explored the possibility whether additive or even synergistic effects on IAV yield
could be achieved by overexpressing multiple host cell factors simultaneously. At first,
we investigated this option by a computational approach and simulated the virus release
of single cells overexpressing different combinations of multiple host cell factors. We
anticipated that integration of genes into the host chromosome is random and that gene
constructs will be inserted at different chromosomal locations with different transcriptional

Figure 4.7.: Comparison of parameter values for viral kinetics obtained for
A/PR/8/34 (H1N1) infections in different A459 cell lines. After fitting 3000 re-samples
of the available experimental data, all parameter values were normalized to the median of each
kinetic parameter obtained for parental A549 cells. Bars represent the normalized medians
and error bars indicate the first and third normalized quartile of each parameter per cell line
(for detailed boxplots see Figure A.3 in the appendix). Statistical analysis of differences in
parameter values with respect to the parental A549 cell line was performed by a one-sided
Z test (Gauss test) and is indicated by * p ≤ 0.1 and no asterisk for p > 0.1. Figure taken from
Laske and Bachmann et al. (2019) [294].
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activities and, since transduction follows a Poisson distribution, not every cell will obtain
the same number of the gene constructs. Together, these factors influence the strength
of overexpression. In addition, the integration process can also have an impact on the
gene expression through off-target effects. To account for all these scenarios, which
involve some sort of randomness, we used randomized sets of parameters assembled based
on the median values of the model parameters kImp, kSyn

V , kSyn
C , kSyn

M , kBind
M1 , and kRel,

previously estimated from experimental data of infected SGOs and the parental A549
cell line (Table A.3 in the appendix). The parameter set of the latter was also included
to account for off-target effects. For instance, the parameter set of an MGO may be
composed of kImp of XAB2 SGOs, kSyn

V of PLD2 SGOs, kSyn
C of NXF1 SGOs, kSyn

M of
FANCG SGOs, kBind

M1 of CEACAM6 SGOs, and kRel of the parental A549 cell line. We
assume that all transduced genes can be expressed theoretically with the same probability,
i.e., that there is an equal chance that kinetic parameters of the SGOs will be selected
during randomization. Note, that even if all five candidate genes were transduced, not
every MGO single cell will be a phenotypic mixture of all SGOs, but its parameter set
could be kImp and kSyn

V of the parental A549 cell line, kSyn
C and kSyn

M of CEACAM6 SGOs
and kBind

M1 and kRel of the NXF1 SGOs.

Simulation of virus growth in MGOs To generate in silico MGOs, we chose to
randomize parameter sets of those SGOs that showed a beneficial change in parameters
according to initial model predictions (Figure 4.2). Thus, we combined parameter sets
of the top three candidates with the highest virus release rate kRel (CEACAM6 (C),
FANCG (F) and NXF1 (N), CFN in Figure 4.8), the top three with the lowest cRNA
synthesis rate kSyn

C (FANCG (F), PLD2 (P) and XAB2 (X), FPX in Figure 4.8),
and the top three with the lowest M1 binding rate kBind

M1 (NXF1 (N), PLD2 (P),
XAB2 (X), NPX in Figure 4.8). Finally, we also randomized parameter sets of all
SGOs (CFNPX in Figure 4.8). In a Monte Carlo approach, we generated multiple
randomized parameter sets according to the selected combinations of SGOs and simulated
virus infection at MOI 1 for 48 h (Figure A.8 in the appendix). Finally, we evaluated
every single-cell simulation for the time point at which the first simulated virus particle
was released t(V Rel ≥ 1) and for the fold change in the maximum number of released viral
progeny (Figure 4.8). Interestingly, these model predictions revealed that a single cell
overexpressing multiple genes can theoretically yield up to five-fold more virus progeny
than its parental cell line if the underlying parameter set was kImp and kSyn

M of the parental
A549 cell, kSyn

V of XAB2 SGOs, kSyn
C of PLD2 SGOs, and kBind

M1 and kRel of the NXF1
SGOs. In particular, the earlier virus release started, the higher was the fold increase
in the number of viral progeny. While the time point of first virus release followed a
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Figure 4.8.: Evaluation of the time point of first virus release and the fold change
in virus yield for model predictions of cell lines overexpressing multiple and single
host cell genes. Multiple gene overexpression cell lines (MGOs) were generated in silico by
random assembly of kinetic parameter sets based on experimental single gene overexpression
cell lines (SGOs), where letters in the upper right corner indicate which gene combinations were
simulated (gene names are abbreviated as their first letter). For the resulting MGOs (pink
dots) approximately every 10th of up to 2 × 104 model predictions is shown and compared to
simulations with parameter sets experimentally determined for SGOs and parental A549 cells
(dots, colors according to legend) at 48 h p.i. for a simulated infection at MOI 1, cell-specific
virus yields were normalized to the one obtained for parental A549 cells. Open circles represent
single-cell predictions using the indicated optimal parameter according to the analysis shown
in Figure 4.2. Dashed lines in histograms indicate the arithmetic mean of the corresponding
simulation readout. Figure taken from Laske and Bachmann et al. (2019) [294].
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normal distribution, the fold change of virus release showed a log-normal distribution
with highly productive cells as rare events. Overall, the combinations CFN, NPX and
CFNPX showed similar distributions of the simulation read outs, whereas the combination
of FPX resulted in a narrower distribution of virus yield with a slightly lower maximum
fold increase of four-fold. Finally, this analysis revealed that highly productive cells are
rare events in a heterogenous MGO population and their contribution to the population
average is negligible, which leads to an increase of less than two-fold in the final virus
yield (Figure 4.8, dashed line in vertical histograms).

Experimental MGOs The computational analysis of MGOs indicated that
overexpressing multiple host cell factors could result in an earlier onset of virus
release and, to some extent, also in an improvement of virus yield. To validate these
model predictions, we generated populations of A549 cells in which individual cells
express random combinations of selected host cell factors at various levels (Table A.8 in
the appendix). In particular, we generated three independent cell populations (MGO 1–3)
which provide random combinations of all five host cell factors CFNPX, which also covers
the phenotypes of combinations CFN and NPX according to simulations (Figure 4.8).
Furthermore, we generated MGO 4 in which the three factors FPX were randomly
combined and which should show a slightly different phenotype compared to CFNPX.
All MGOs were infected by IAV at MOI 10-4. We chose this MOI according to the
SGO screening experiment (Table A.5 in the appendix) since under these experimental
conditions differences between cell lines were more pronounced than for infections at
MOI 1 (Figure 4.6). Ranking of HA titers revealed that virus release of MGOs was
increased at early time points, while final virus yield was not increased significantly
in these cell populations compared to the parental A549 cell line (Table A.7 in the
appendix). Of note, the impact of overexpressing single host cell genes on virus yield
could be enhanced by overexpressing multiple of these host cell genes simultaneously,
which partially confirms our model predictions on MGOs. In addition, MGO 4 was the
only cell line showing less than 40 % increase in virus yield at 42 h p.i. compared to the
parental A549 cell line. This supports the model prediction that the combination FPX
results in a slightly less productive phenotype than other gene combinations.

Summary By assuming that relevant host cell factors have a direct impact on the
kinetics of virus replication, we predicted that steps of viral RNA synthesis, their
regulation and particle assembly and virus budding are promising targets for cell line
engineering. The importance of these steps was confirmed in four of five SGOs that
showed small, but reproducible changes in early dynamics of RNA synthesis and virus
release. Model-based analysis suggests, however, that overexpression of the selected host
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cell factors negatively influences specific RNA synthesis rates. Still, virus yields were
rescued by an increase in the virus release rate. Based on parameter estimations obtained
for SGOs, we predicted that there is a potential benefit associated with overexpressing
multiple host cell genes in one cell line, which was validated experimentally.
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4.1.3. Discussion of virus-host cell interactions in A549 cells

In Section 4.1 we re-calibrated a single-cell model for IAV replication to reproduce various
data sets obtained from infected A549 cells. While the lung carcinoma cell line A549 is
widely used as a model cell line for basic infection research of respiratory diseases, their
cell-specific virus yields are smaller compared to MDCK cells which are highly suitable for
vaccine production. While our initial model for the IAV life cycle was tailored to represent
mostly data obtained from infected MDCK cells, we will first evaluate changes in key
kinetic parameters comparing A549 and MDCK cells to better understand the difference in
their production phenotype. Furthermore, we will make an attempt to decipher virus-host
cell interactions in A549 cell lines overexpressing selected host cell factors. For this, we
used our new A549-based model as a tool to quantify changes in key kinetic parameters
of the engineered cells. Here, we discuss how those insights can help to rationally improve
the model-based engineering and design of novel producer cell lines and how the process
of identifying suitable gene candidates is inherently limiting this research avenue.

Bottlenecks of virus replication in A549 cells To account for the influence of host
cell factors on steps of the virus life cycle, we made the simplifying assumption that
changes in host cell gene expression have a direct impact on kinetic parameters of our
model. Although we did not explicitly model physical interactions between host cell
factors or cellular pathways with viral components, we were able to identify targets for
cell line engineering by evaluating changes in the cell-specific virus release upon parameter
perturbations. According to our in silico analysis, both a significant increase in virus yield
as well as an earlier onset of virus release could be expected if either viral transcription
or translation were significantly enhanced. In contrast, the model predicted that various
steps of virus replication need to be downregulated to achieve a higher cell-specific virus
yield. For instance, the binding of M1 to nuclear vRNPs, which mediates the nuclear
export of vRNPs, should be delayed. The lower the binding rate of M1 kBind

M1 , the longer
vRNPs serve as template for viral genome replication and transcription inside the nucleus.
Accordingly, not only more viral genome copies but also mRNAs will be synthesized
and, thus, higher viral protein levels will be achieved (Figure 4.3, bottom panel), which
together will benefit virus yield. Furthermore, the model predicts that a decrease in
the vRNA synthesis rate, in the cRNA synthesis rate, and a delayed binding of NP to
naked viral RNA, needed to form replication-competent vRNPs and cRNPs, will cause an
increase in virus yield (Figure 4.2). These three predictions seem counterintuitive since
they cause a slowdown of viral replication. On the other hand, however, this strongly
suggests that there is an imbalance between viral RNA replication and viral protein
synthesis. While the synthesis of viral genomes is saturated, i.e., the RNA synthesis



4.1. Modeling virus-host cell interactions on the single-cell level 79

rates are too high, the supply of viral proteins either needed to form RNPs (NP and
polymerases) or needed for virus budding (HA and NA) represents a limiting step in A549
cells. Interestingly, Ueda and colleagues [327] made similar observations when comparing
IAV growth in MDCK and A549 cells. While steps of viral replication were similar in both
cell lines, A549 cells released fewer virions because both the maturation of glycoproteins
and their transport to the plasma membrane were slower compared to MDCK cells. In
line with that, parameter perturbation studies with the single cell model for MDCK cells
did not point to bottlenecks in viral transcription and translation (Figure A.2 in the
appendix). Indeed, the MDCK-based model is more sensitive to a change in the vRNA
synthesis rate compared to a change in the protein synthesis rate, while the A549-based
model is highly sensitive to changes in the protein synthesis rate (Figure A.1 in the
appendix).

Virus release of cell lines overexpressing a single host cell gene We generated cell
lines overexpressing host cell genes beneficial for virus replication previously identified
by RNAi screening [321–324] and studies on virus-host cell interactions performed by
other research groups [325, 326, 328, 329]. Overall, the maximum virus yield was similar
in all A549 cell populations. However, the engineered cell populations released more
virus particles at earlier time points compared to the parental cell line during infection
studies performed at low MOI. To assure that target genes were stably overexpressed, we
confirmed the expression of the functionally linked reporter gene coding for eGFP by flow
cytometric measurements during cell culture maintenance (Figure A.4 in the appendix).
Furthermore, we determined relative expression levels of the transgenes in SGOs by
RT-qPCR (Table A.6 in the appendix). Although the overall number of virus progeny
produced by engineered cells was not significantly higher compared to the parental cell
line, we could not exclude that intracellular mechanisms of virus replication had changed
due to the modulation of host cell gene expression. To elucidate this in greater detail, we
investigated virus replication dynamics on the intracellular level both experimentally and
computationally. With the help of the single-cell model, we quantified the changes in key
kinetic parameters by fitting to the available experimental data. A detailed discussion of
parameter changes in genetically engineered cell lines and their possible relation to the
biological function of the corresponding host cell factors will be discussed in the following.

NXF1 In contrast to our initial model predictions (Figure 4.2), both nuclear import
rate and viral mRNA synthesis rate were reduced in some SGOs compared to their
parental A549 cell line. For instance, the viral mRNA synthesis rate in infected cells
overexpressing the nuclear export factor NXF1 was only about 60% of the one in parental
A549 cells, which alone would lead to a reduction in virus yield by 50%. Still, the
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NXF1 SGO was the only cell line with a higher cell-specific virus yield when infected at
MOI 1 (Figure 4.6 D). The model can only capture these experimental data by an increase
in the virus release rate. Hence, the improved virus release rescues virus yields such that
despite the adverse changes in viral RNA synthesis, the SGOs release equal or slightly
higher amounts compared to the parental A549 cell line. It was reported that inhibition of
NXF1 in A549 cells impairs nuclear export of viral mRNAs encoding for NP as well as the
surface proteins HA and NA [328]. Upon overexpression of NXF1, viral mRNA export
might be improved, which may lead to an earlier onset of translation, such that viral
surface proteins are available earlier compared to the parental A549 cell line, which is less
efficient in protein maturation and trafficking [327]. In the single-cell model, those steps
are not explicitly modeled but lumped into a joint release mechanism that depends on the
availability of viral proteins and genome copies in the cytoplasm (see Equation (3.1.26) in
Section 3.1.1). In addition, the importance of the virus release mechanism was also shown
by initial model predictions (Figure 4.2) that identified virus assembly and budding as
kinetic bottleneck of virus production.

CEACAM6 The overall tendency that an increase in the virus release rate can
compensate adverse changes in RNA synthesis steps was also observed for infected
CEACAM6 SGO cells. In contrast to NXF1, CEACAM6 is not directly involved in steps
of RNA synthesis but seems to interact with newly synthesized viral NA proteins during
infection, which activates the Src/Akt survival pathway in A549 cells as shown by Gaur
and colleagues [326]. In the same study, CEACAM6-silenced A549 cells showed reduced
levels of viral genome copies and proteins. However, in our study, the overexpression of
CEACAM6 was not beneficial for IAV replication. Accordingly, temporal upregulation
of CEACAM6 instead of high abundance seems to be crucial for cellular survival
signaling during infection. Furthermore, members of the CEACAM family are already
upregulated upon infection by different influenza virus strains, as recently also shown
for CEACAM1 and CEACAM5 [330]. In particular, CEACAM1 induction triggers the
innate antiviral host cell response by suppression of the translational machinery and
limits viral spread [331]. Taken together, the ambivalent role of the CEACAM family
and, in particular, the functional role of CEACAM6 in cellular survival pathways, may
support the finding that the overexpression of CEACAM6 can be disadvantageous for
IAV replication. Still, it is remarkable that CEACAM6 SGO cells release equal amounts
of progeny virions compared to parental A549 cells, indicating that despite a certain
inhibition of replication, the virus maintains a basal level of reproduction.

PLD2 Except for cells lines overexpressing either NXF1 or CEACAM6, for which the
nuclear import rate was slightly reduced (p ≤ 0.1, calculated by one-sided Gauss test),
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the nuclear import rate of vRNPs was similar in the other SGOs compared to parental
A549 cells. For the PLD2 SGO, this was unexpected, since it is known that inhibition of
PLD2 results in delayed virus entry and reduced viral titers [329]. Still, overexpressing
PLD2 did neither improve virus entry nor virus release in our study. The only change in
kinetic parameters, that was in agreement with initial model predictions (Figure 4.2) and
should benefit virus yield, was the reduction of the cRNA synthesis rate by about 50%
compared to parental A549 cells. However, this alone would result in an increase of virus
yield by only about 1.3-fold in simulations, a small improvement that is eliminated by a
simultaneous decrease in the mRNA synthesis rate in PLD2 SGOs as determined from
the experimental data (Figure 4.7).

FANCG According to a mini-replicon study, the candidate FANCG interacts with the
three viral polymerase subunits (PB2, PB1 and PA) and has a direct influence on
polymerase activity [325]. In this particular assay, it was demonstrated that a FANCG
knockdown resulted in a decrease of polymerase activity by 50% while overexpression
of FANCG showed a three-fold increase in polymerase activity. According to our
initial model predictions, FANCG would have been the most promising candidate to
improve virus yield, in particular, if the mRNA synthesis rate was increased (Figure 4.2).
Surprisingly, all viral RNA species showed reduced levels in infected FANCG SGO cells.
Although we have only performed two independent experiments to measure intracellular
viral RNA levels in infected FANCG SGO cells, RNA copy numbers were lower compared
to those in infected A549 cells in the same experiments as well as compared to the
averaged RNA levels in A549 cells from all four independent experiments. Taken
together, it seems that an overall increase of the viral polymerase activity results in
imbalanced virus replication. Therefore, additional simulations were performed to test
the effect of increasing all three or different combinations of the RNA synthesis rates
simultaneously. However, by only increasing the vRNA synthesis rate, a reduction in
virus yield is predicted (Figure A.5 in the appendix), while any other scenario leads
to an either modest or significant increase in final yield in simulations (Figure A.6 and
Figure A.7 in the appendix, respectively). Hence, our experimental observations together
with the model-based analysis of this candidate are not in agreement with the study of
Tafforeau and colleagues [325]. On the one hand, this may indicate that observations in an
(artificial) mini-replicon assay can only give hints towards changes in mechanisms and that
the observation in the context of an infection, i.e., including additional regulatory steps of
replication and availability of cellular and viral precursor molecules, can be contradictory.
On the other hand, FANCG also has a beneficial function for the host cell, since it
is involved in DNA repair mechanisms. We could, therefore, speculate that damage
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of cellular DNA induced by IAV infection [332] is reduced by overexpressing FANCG.
However, we cannot exclude that FANCG plays a pro-viral role by interacting with the
viral polymerase.

XAB2 Similar to FANCG, also XAB2 is involved in DNA repair mechanisms, in
particular, in transcription-coupled DNA repair [333]. Furthermore, XAB2 was identified
as a host restriction factor for IAV as well as for other viruses, e.g. West Nile virus,
Vaccinia virus and HIV-1 [334]. In our study, however, the overexpression of this factor
neither improved nor impaired viral reproduction.

Virus release of cell lines overexpressing multiple host cell genes In a few infected
SGOs the change in various kinetic parameters should be beneficial for virus replication
according to model predictions (Figure 4.2 and Figure 4.7), e.g. a decrease in cRNA
synthesis rate upon overexpression of FANCG, PLD2 or XAB2, or an increase in the
virus release rate upon overexpression of CEACAM6, FANCG or NXF1. Using a Monte
Carlo approach, we performed single-cell simulations using randomized SGO parameter
sets to predict virus release of MGOs. Those predictions revealed that the productivity
of single cells follows a log-normal distribution with highly productive cells as rare
events (Figure 4.8). This finding is supported by previous single-cell analyses performed
by our group, which investigated the cell-specific productivity of MDCK cells infected by
IAV. In particular, they demonstrated that there is a large variability in the productivity
of individual cells and that only very few cells are highly productive and yield up to 10-fold
higher titers compared to the cell population average [123, 277]. Furthermore, the most
recent study showed that single-cell virus yields are log-normally distributed [123]. While
MGO simulations suggest that particular combinations of genes have the potential to yield
IAV titers similar to an in silico optimized cell line with an optimal virus release rate or
M1 binding rate (open circles, Figure 4.8), we could not generate MGOs with an elevated
overall HA titer. However, it has to be taken into account that all experimental data were
acquired from cell populations of genetically modified cells with different combinations
and expression levels of host cell genes. Thus, beneficial combinations of host cell factors
in individual cell clones might be masked. More extensive screening would be required to
identify and isolate individual cell clones, which reflect the features predicted in silico.
To improve model predictions for MGO populations and guide rational design of

MGOs in the future, we investigated further computational approaches together with
collaboration partners. For this, we used our initial assumption that MGOs should
show a production phenotype that is a mixture of the underlying SGOs. In addition,
we considered population balance modeling to describe the heterogeneity in the level of
gene overexpression in genetically modified cell lines [335]. While with the single-cell
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model, we only used the median values of the SGO parameter distributions, population
balance modeling opens to possibility to reproduce the cell-to-cell variability by linking
the distributions of kinetic parameters to those of the production phenotype. Using
those assumptions, we evaluated different strategies to generate distributed parameter
sets for MGOs based on the bootstrapped distributions of the kinetic parameters for
SGOs [336, 337]. In particular, the most promising strategy combined SGO parameter
distributions and additionally accounted for the relative level of overexpression of the
corresponding genes to construct parameter distributions of MGOs. With this, population
balance model simulations predicted that the process yield can be improved by up to one
order of magnitude. In addition, the more genes were transduced in silico to generate
MGOs, the more virus was produced, which supports the findings of our single-cell MGO
simulations (Figure 4.8).

Applicability and limitations of the single-cell model The present version of the
mathematical model of IAV replication is most suited to describe the impact of host
cell factors that act directly on individual steps of the virus life cycle, e.g. factors that
modulate the activity of the polymerases. The assumption that the influence of such
factors also directly impacts kinetic parameters of the model enabled the identification of
bottlenecks in virus replication that could be modulated by cell line engineering. Similar
model-based approaches were performed previously by others to compare the replicative
properties of different influenza virus strains [252, 338], of different respiratory viruses [339]
and virus replication with and without antiviral treatment [37, 284]. While Binder
and colleagues [269] compared low and high permissive host cells for HCV replication
that showed different intracellular basal concentrations of the same host cell factor,
we applied the single cell model of IAV replication to quantify changes in key kinetic
parameters of virus replication in cell lines overexpressing different host cell factors,
which has not been reported before. Still, all these approaches have in common that
they are solely computational, focusing on virus dynamics described by a fixed set
of equations. As a result, in our study, similar ‘patterns’ of parameter changes were
found for cell lines overexpressing host cell factors with very diverse functions, e.g.
kImp ↑, kSyn

V →, kSyn
C →, kSyn

M ↓, kBind
M1 → and kRel ↑ for both NXF1 and CEACAM6.

Therefore, this model-based analysis can only provide indications regarding the general
impact of an overexpressed host cell factor. Clearly, further in-depth characterization
of the impact of host cell factors on individual steps of virus replication is required
on the molecular level to fully comprehend the biological implications of parameter
changes determined in the present work. To neglect details of cellular processes and
pathways, e.g. cellular transcription and translation or immune response, may limit model
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predictions. On the contrary, the implementation of proposed functions of candidate
host cell factors into the model may lead to biased interpretation of experimental
data (self-fulfilling prophecies). In the future, more elaborate dynamic models on
virus-host cell interactions should not only account for the viral life cycle but also include
a mathematical description of the cellular pathways in which the considered host cell
factors are involved. While Madrahimov and colleagues made an attempt to realize this in
a boolean framework [212], they are neglecting quantitative and dynamic aspects of virus
replication, which limits the applicability of their approach. In addition, the biological
knowledge about how most host cell factors impact the viral life cycle is too sparse and
even controversial to be readily implemented into a mathematical framework. To elucidate
this in more detail can only be accomplished through experiments which analyze changes
in the viral life cycle together with the dynamics of host cell factors and the activity of
the corresponding cellular pathways. Regarding the further improvement of quantitative
models for intracellular virus replication, this will probably be one of the most challenging
tasks to be performed over the next decades. Moreover, we model virus dynamics in
an average infected cell and do not account for stochastic effects that play a role at low
molecule numbers, i.e., for low MOI infections. We can therefore only estimate parameters
from experimental infections performed at high MOI (MOI ≥ 1), which ensures that the
majority of cells is infected simultaneously. Thus, the infection propagates synchronously
in the cell population and virus release reaches steady state within 24 h. In these high
MOI scenarios, replication can also be affected adversely by introducing a high number of
non-infectious virions, e.g. DIPs. There are already single-cell models available that also
describes the impact of DIPs on virus replication (see Section 4.2, [309]). However, since
the intracellular mechanisms of DIP interference remain elusive, we think that, now, the
modeling of DIP propagation in engineered cell lines seems unreasonable but should be
taken into account in future studies.

Limitations of targets identified by RNAi screens and target validation studies

Usually, the significance of cellular targets identified from loss-of-function studies is
limited, e.g. due to inefficient knockdown or off-target effects that lead to identification
of false positives and false negatives (discussed in [340–342]). In our study, we therefore
chose host cell factors relevant for IAV replication that were not only identified in RNAi
screens, but have also been described previously in additional studies, except for XAB2.
Still, the importance of these factors is mostly inferred from loss-of-function studies and
we simply assumed that if the knockdown of a host cell factor results in reduced virus
growth, the overexpression of the same factor should improve virus replication. Overall,
however, we found that most differences in both intracellular replication and progeny
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virus release were noticeable, but not statistically significant compared to parental A549
cells. Only when infected at MOI 10-4, engineered cell lines showed higher HA titers at
early time points (see Table A.5 and Table A.7 in the appendix), while the HA titers of
all cell lines were similar at time of harvest (72 h p.i.). Hence, we confirmed findings of
screens for which changes in virus growth were evaluated at early time points (12–48 h p.i.)
after infection at MOIs below one [321–324], where a single readout is useful to identify
host cell factors that have a strong impact on early virus dynamics. Such factors are
very interesting in the context of antiviral treatment, for which the interference with
virus replication early during infection might promote viral clearance in vivo. Although
they are required to complete the replication cycle successfully, such factors might not
even limit viral replication at their basal expression level. Hence, their overexpression
would not result in any measurable changes of intracellular mechanisms. To improve
vaccine production, however, the expression of host cell factors should be increased which
improve the maximum cell-specific productivity. For this purpose, screening designs
should be re-considered to capture not only dynamics of virus growth but also virus
yield at time of harvest. Since large scale high-throughput screens are costly, a first
step might be the re-evaluation of already existing screens that considered multiple
time points post infection, e.g. [343–345]. Recently, re-evaluation of primary data from
various RNAi screens and different virus-host cell interaction studies, i.e., protein-protein
interactions, transcriptomic and proteomic data, revealed and validated the impact of
host cell factors on virus replication, that were previously unknown [345–347]. This
highlights the importance of study design and subsequent bioinformatical analysis, which
both strongly contribute to the identification of key host cell factors for intracellular
virus replication and release. Beyond that challenge, we have no indication regarding
the optimal level of gene (over)-expression required to achieve a positive impact on virus
growth, while avoiding off-target effects. In our study, we used lentiviral transduction
without control of the integration site and assumed that cells, for which insertion of
the overexpression constructs was beneficial, will propagate well in culture. Indeed,
we saw that transduction of different host cell factors resulted in different levels of
overexpression (Table A.6 and Table A.6 in the appendix). Surprisingly, the cell line
with a very low overexpression level of the host cell factor NXF1 was most promising
with respect to early virus dynamics. In contrast, a high level of overexpression might
stress the biosynthetic capacity of the cell, and result in a competition between expression
of candidate genes and viral proteins. It is particularly known that the translation of viral
proteins is the energetically most costly step of virus replication [348]. If the synthesis
capacity of the cell is exploited by both overexpression of candidate genes and expression of
viral proteins, cellular resources needed for virus growth might become limiting. Together,
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this might explain the observation that SGOs, in particular those showing high expression
levels of the candidate gene, produce the same or only slightly higher virus yields compared
to the parental A549 cell line. However, experimental proof would be needed to support
those speculations. To better control overexpression levels, it might be worthwhile to
explore other gene editing methods, e.g. recombinase-mediated cassette exchange [349]
or CRISPR/Cas9 [350], for target validation studies. As discussed before, some host cell
factors are already enriched upon infection and it might be also insightful to follow their
expression levels over time, e.g. done by [331, 347]. Based on such observations, the
design of an inducible expression system [351, 352] that allows to control supply of host
cell factors in a temporal manner could be promising if this is needed for their function.
Clearly, to control level and timing of overexpression of pro-viral host cell factors during
virus replication is a challenging task. In contrast, it might seem more promising to
knockdown anti-viral factors based on readouts directly obtained from RNAi screening
data. However, knockdown cell lines generated by our consortium performed even worse
compared to the overexpression cell lines [319]. In addition, there was an initiative by
other researchers to improve poliovirus production in Vero cells by cell line engineering.
At first, the knockdown of host cell factors that inhibit virus replication was reported to
result in a ten-fold increase in virus titers [205]. This promising result, however, could not
be reproduced in a follow-up study using CRISPR/Cas9 for gene knockout [353]. Hence,
to fully grasp the potential of host cell manipulation by knockdown and overexpression
seems to require a more holistic understanding of the host cell system. For this, it is not
only necessary to take a detailed look at molecular interactions between host and viral
factors, but also analyze cellular interventions resulting from genetic manipulation, such
as activating alternative cellular pathways that can help the cell to compensate measures
of cell line engineering. While only a few proteins are responsible for maintaining cellular
pathway homeostasis [354], genetic engineering will have little impact if expression of such
host cell factors is manipulated, that are only in the periphery of the cellular pathway
network.

Summary With regard to the optimization of influenza vaccine production, we and
others have struggled to engineer cell lines with the aim of increasing cell-specific virus
yields. Instead, we only observed an earlier onset of virus release for some of our candidate
cell lines, whereas the maximum number of viral progeny was similar compared to the
parental cell line. The fact that our findings for specific gene candidates contradict
reports by other research groups underlines the challenge in obtaining and applying
robust knowledge about virus-host cell interactions. As shown in a first attempt in
this work, mechanistic models of the virus replication cycle are indispensable for the
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evaluation and interpretation of infection data from engineered cell lines. Thus, we
envision that screening approaches focusing on virus yield at harvest time points relevant
in vaccine production supported by simulation studies using mathematical models for
virus replication will enable the design of novel producer cell lines with the final goal to
improve cell culture-based vaccine manufacturing. In addition, the combination of both,
experimental and computational, approaches using data from well-defined experimental
conditions will significantly deepen our understanding of intracellular mechanisms of
virus-host cell interactions and, thus, support the development of measures in the fight
against infectious diseases.
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4.2. Modeling DIP growth on the single-cell level

In the previous section we have analyzed how molecular mechanisms of the viral life
cycle can be influenced by host cell factors. Now, we will take a look at influencing
factors that are inherent to the composition of the virus population itself. Virus
populations comprise various virus particles with different biological features. Mostly,
virus research is concerned with infectious virus particles, i.e., replication-competent
particles, that propagate in host cells and cause disease. However, the majority of virus
populations are replication-incompetent particles. They further split up into multiple
sub-populations with different abilities to influence the outcome of virus infections. Here,
we use mathematical models to analyze the impact of a specific viral sub-population called
DIPs. They carry at least one genome segment with a significant internal deletion. Due
to this defect they cannot complete a replication cycle by themselves and are dependent
on the co-infection by an infectious virus, i.e., STV. During co-infection, DIPs act as
molecular parasite of the STV and use joint resources to complete their replication cycle
and, thus, replicate at the expense of the STV. Due to their ability to interfere with
STV replication they could potentially serve as an antiviral. Thus, there is an increased
interest in DIP-related research in both virology and biotechnology. However, there is
a need to deepen the understanding of how DIPs interfere with STV replication on the
molecular level. In the following we will analyze the impact of DIPs on the viral life cycle
and elucidate molecular details related to their interfering potential.

4.2.1. Interference by viral deletion mutants

DI RNAs are sub-genomic RNAs of the IAV genome. They arise during conventional virus
replication due to errors of the viral polymerase that cause an internal deletion of the FL
genome. While it is commonly believed that interference by deleted RNAs is caused
through a length-dependent advantage in RNA synthesis, DI RNAs could potentially also
hijack other steps of the viral life cycle (reviewed by Nayak et al. (1985) [115]). To analyze
hypotheses proposed in literature, we constructed three models accounting for different
modes of DI RNA interference. For this, we used the mathematical single-cell model of
IAV replication introduced in the previous chapter [18] and extended it with different
mechanisms for DI RNA growth at particular steps of the viral life cycle. Results from
simulated co-infections will be compared to available experimental data to reveal which
mechanisms contribute to IAV DIPs’ successful competition over their STV. Furthermore,
we will challenge the most frequently proposed hypotheses on length-dependent DI RNA
synthesis based on measurements of intracellular IAV replication dynamics. The single-cell
model accounting for an advantage in DI RNA synthesis was developed in collaboration
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with previous members of the BPE group [26, 308] and published in the Virus Research
article by Laske and Heldt et al. (2016) [309]. Results from this publication will be
reproduced here and used as a benchmark to allow a comprehensive comparison of the
different hypotheses on the DI RNAs’ mode of interference.

Length-dependent replication of influenza A virus RNA In literature, it is commonly
proposed that DI RNAs outcompete FL RNAs since the viral polymerase can synthesize
more copies of the shorter DI RNAs. Indeed, the majority of DI RNAs that have been
reported so far are significantly shorter than their corresponding FL RNAs (reviewed
in [105, 115]). For instance, the promising antiviral candidate DI 244 [145] is a deletion
mutant of the IAV S1, encoding PB2, and 395 nt long, which represents only 17 %
of its parental FL segment in length. Thus, it seems reasonable to assume that
more copies of DI 244 could be synthesized compared to its FL segment in a given
time period. However, so far, it has not been demonstrated how exactly a reduction
in length would translate into an increase in RNA synthesis rates. In addition, if
length-dependent RNA synthesis is an inherent feature of IAV replication, differences
in the RNA synthesis rates of the eight FL segments should also become evident during
virus growth. Since the lengths of the FL segments span a range of 890–2341 nt [19],
we anticipated a significant length-dependent difference in RNA synthesis rates as well
as in segment-specific maximum RNA levels. Since cRNA synthesis was described as the
source of the DI RNA’s advantage, we analyzed cRNA measurements from IAV-infected
MDCK cells and determined the segment-specific cRNA synthesis rates through linear
regression of the data (Figure 4.9A andB). The differences in cRNA synthesis rates were
neither significant nor showing a clear trend related to segment length (Figure 4.9D).
Note, that the RT-qPCR method used here is not able to distinguish FL and DI genomes.
Thus, the cRNA synthesis rate of segment 3 (S3), encoding PA, might represent an outlier
due to the presence of DI RNAs that originate predominantly from the longest genome
segments [120, 122] and are also present in the A/PR/8/34 seed virus [14, 121]. If S3
is excluded, a slight, however, still insignificant trend towards faster cRNA synthesis of
shorter FL segments can be observed that qualitatively follows the model assumption
by Laske and Heldt et al. [309] (dotted gray line in Figure 4.9D, Equation (3.2.26),
Section 3.2.2). To complement the analysis of the data, we also analyzed whether the
maximum cRNA copy number of the individual segments reached in cells during infection
shows a dependency on segment length (Figure 4.9C). Although the individual segments
show noticeable differences in their maximum levels, we did not observe a clear trend
towards higher maximum levels of shorter FL segments. Here, a linear correlation of
length and maximum cRNA levels becomes evident only if FL S3 and FL segment 8 (S8),



90 Chapter 4. Results and Discussion

Figure 4.9.: Length-dependency of synthesis rates and maximum intracellular levels
of influenza A virus full-length segments’ cRNA. Adherent MDCK cells were infected
by the influenza virus strain A/PR/8/34 (H1N1) at MOI 6 and intracellular viral cRNA
levels were assessed by segment-specific RT-qPCR (n = 3). (A) Median cRNA values of
the viral genome segments 3–8 (open circle, error bars were omitted for sake of simplicity).
(B) Log-transformation (open circles) and linear regression (blue solid line) of median cRNA
values were performed to determine the cRNA synthesis rate (kSynC) of each segment during the
exponential growth phase (vertical gray dotted lines), exemplified using the cRNA measurements
of segment 3. (C) Correlation of maximum intracellular cRNA levels and segment length (open
circles, average ± standard deviation). (D) Correlation of kSynC and segment length (open
circles). Error bars represent the 95% confidence interval of the slope determined by linear
regression, described in (B). The gray dashed line represents the DI RNAs’ length-dependent
cRNA synthesis rate proposed by Laske and Heldt et al. [309] to account for enhanced DI RNA
replication (see Equation (3.2.26), Section 3.2.2). (E) Correlation of kSynC and the maximum
intracellular cRNA levels of each segment (open circles, horizontal and vertical error bars as
in (C) and (D), respectively). Linear regression was performed to examine consistency of
the data analysis (black dotted line). Colors according to legend. Experiments conducted
by Antje Pflugmacher, measurements of segment 5 published in [37]. Note, that segment 3 is
used as a representative of the polymerase-encoding segments and, thus, analysis of segment 1
and segment 2 was omitted. Similar analyses were conducted for the viral mRNA and vRNA
measurements of this study (Figure B.1 and Figure B.2 in the appendix).
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i.e., the longest and the shortest FL segments, were excluded from the analysis. Finally,
and to show consistency of our analysis, we also evaluated the correlation between the
cRNA synthesis rate and the maximum cRNA copy number of the individual FL segments
achieved during infection (Figure 4.9E). As expected, we observed a noticeable, although
insignificant, trend towards higher maximum cRNA levels for higher cRNA synthesis
rates.
In brief, we did not find convincing evidence for the length-dependency of the FL cRNA

synthesis rates. Nevertheless, the data convey that as soon as DI RNAs are present,
e.g. in case of S3, different replication phenotypes become evident (Figure 4.9C andD).
Hence, we may hypothesize that conventional molecular mechanisms related to RNA
replication do not apply equally to both FL and DI segments. While this seems to
support the primary hypothesis on a DI RNA replication advantage, we decided to test
whether features described for DIP co-infections could be reproduced in case the DI RNA
hijacked other steps of the viral life cycle. For this, we built three models that account
for different modes of interference exerted by the DI RNA. Details on model construction
and simulation results will be presented in the following paragraphs.

Modeling different hypotheses on DI RNA interference Based on literature, we
implemented three major hypotheses on the DI RNAs’ mode of interference (reviewed
by Nayak et al. [115]). Firstly, and most frequently proposed, is enhanced replication
of DI RNAs due to their reduced length, which allows them to outcompete FL RNA
growth during co-infection [119, 124, 125]. Secondly, it has been hypothesized that due to
their deletion, DI RNAs might have lost crucial, yet unknown, regulatory parts of their
sequence. Thus, DI RNAs can be possibly amplified to significantly higher levels compared
to FL RNAs [115]. Thirdly, it was reported that the DI-to-FL RNA ratio was increased
on the extracellular level compared to the intracellular level, suggesting that DI RNA
segments might be preferentially packaged into progeny particles [124, 128, 129]. Since
all of these steps are already described in great detail in our previously published model
of the intracellular life cycle of IAV [18], it served as a substantial basis for further model
extensions. Recently, we have proposed an augmented version of that model to account
for the co-infection by DIPs with an enhanced DI cRNA synthesis [309]. In light of that
study, we propose two further model variants for co-infection by DIPs, which account for
the different molecular mechanisms of DI RNA interference described above (Figure 4.10).
Overall, any of the proposed mechanisms could be related to the length of the DI RNA,
i.e., the shorter a genomic RNA is, (i) the faster it is being copied, (ii) the more easily
it is incorporated into progeny particles, (iii) the more sequence elements are lost that
would usually be involved in the control of the replication and/or the packaging process.
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Figure 4.10.: Schematics of three single-cell model variants that account for different
modes of DI RNA interference and the resulting DIP release dynamics. The figure in
the bottom left corner shows a simplified model scheme of a single cell co-infected by a standard
virus (STV) and a defective interfering particle (DIP). The three surrounding miniature schemes
depict particular steps of the viral life cycle which are presumably hijacked by DI RNAs. They
visualize how the DI RNAs exert different advantages either at the step of cRNA synthesis where
more DI cRNAs are synthesized per unit time (brown box), or at the level of regulation of RNA
synthesis, where they show reduced M1-mediated nuclear export (blue box), or at the stage
of genome packaging, where they interfere with the incorporation of their cognate FL vRNPs
into the “1+7” configuration of genome segments inside budding progeny particles through
competitive inhibition (green box). To provide a first impression on how the different DI RNA’s
modes of interference influence model output, the DIP release profile of a cell simultaneously
co-infected by 10 DIPs and 10 STVs is shown in the upper right corner (black box, color scheme
according to the boxes of the miniature model schemes). The model variant describing enhanced
DI cRNA synthesis follows the approach by Laske and Heldt et al. [309] (brown box).
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While our single-cell model [18] does not explicitly account for the function of sequence
elements we are still able to account for an increase in the DI RNA synthesis rate, a
differential regulation of DI RNA replication and a preferential packaging of DI RNAs by
including an advantage of the DI RNA at the respective steps in the viral life cycle. For
the sake of simplicity, we based the model parameter accounting for the advantage FAdv of
all models on the FL-to-DI RNA length ratio (Equation (3.2.25), Section 3.2.2), which we
did previously to model a length-dependent advantage in DI cRNA synthesis (Figure 4.10,
[309]). However, please note, that we constructed the models in a way that easily allows
to uncouple FAdv from the RNA length (Section 3.2.2). To account for a differential
regulation of DI RNA synthesis we modeled a length-dependent binding of the viral
M1 to DI vRNPs. Upon binding of M1, vRNPs are exported from the host cell’s
nucleus and cannot serve as a template for replication any longer. If DI vRNPs could
escape that mechanism and, thus, prolong their residence time inside the nucleus, they
could replicate to higher levels compared to the FL segments. The elevated DI RNA
levels achieved by an advantage in either replication or regulatory mechanisms already
allow the DI RNA to form more progeny particles compared to its corresponding
FL segment. As we have already shown with our model for DI RNAs with an advantage
in replication [309], this is related to the inherent mass-action kinetics used to describe
virus release (Equation (3.2.21), Section 3.2.1). To still characterize the impact of a sole
packaging advantage we explicitly modeled a packaging mechanism that accounts for a
competitive inhibition of the DI and the FL vRNPs during virus budding (Figure 4.10;
Equation (3.2.31), Section 3.2.2). Here, DI vRNPs exert a length-dependent advantage
in being incorporated into budding progeny particles and simultaneously inhibit the
formation of FL segment-containing vRNP complexes.
In the following paragraphs, we compare the impact of the different DI RNA’s mode

of interference on the outcome of DIP co-infection. For this, we focused on simulating
the growth of a known DI RNA candidate, referred to as DI 244 [145]. This DI RNA
originated from FL S1 and is 395 nt long, which corresponds to a FL-to-DI RNA length
ratio of 5.93. Thus, the DI S1 either replicates 5.93-fold faster, or, has a M1 binding
rate which is reduced by 83.1% compared to FL S1, or, has a dissociation constant
increased by 83.1% during DI vRNP incorporation into budding particles, while that of
its corresponding FL vRNP is reduced by 83.1%, respectively.

Impact of DIP co-infection on virus yield To investigate the three different hypotheses
on DI RNA interference in more detail, we performed simulated infections to compare
virus release of STV-only infected, DIP-only infected and co-infected cells (Figure 4.11).
For this, we also included a control simulation that describes the replication of a
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Figure 4.11.: DI RNA’s mode of interference impacts the virus yield of DIP
co-infections. Simulated number of progeny STVs (A) and DIPs (B) at 12 h p.i. for an infection
of a cell by two STVs, two DIPs, or co-infection by one STV and one DIP. The DIP carries a
defective segment 1 (DI S1, encoding PB2) with a length of 395 nt and has different advantages
over its STV at different stages of the viral life cycle. Simulations of DI S1 are compared
to those of a full-length DI-like S1 (2341 nt) that has no propagation advantage (control).
(C) Comparing ratios of infectious to total virus particles, i.e., the ratio of plaque forming
units (PFU) to hemagglutinating units (HAU) in experiments (open circles) and the ratio of
STVs to total virus particles (sum of STVs and DIPs) in simulations (solid lines), of virus
progeny at 24 h p.i. for a simultaneous co-infection of a cell by 4 DIPs and an increasing
number of STVs added at time of infection. Results were normalized to the ratio obtained
for an infection with 0.5 PFU/cell for measurements and 0.5 STV/cell for simulations. Colors
according to legend. Model assumptions used to simulate the replication advantage are according
to Laske and Heldt et al. [309]. Experimental data retrieved from Akkina et al. [355].

DIP carrying a DI-like S1 which is as long as its FL segment and which has no
advantage in the viral life cycle. Firstly, all models release only STVs in the STV-only
infected scenario (Figure 4.11A, first column), where the amount of released progeny
is equal to the control simulation. This is expected since our models only consider
amplification of DI RNAs that enter the cell, while they do not account for de novo
generation of DI RNAs during STV replication. Secondly, DIP-only infected cells do not
release any viral progeny (Figure 4.11A and B, second column). Hence, all models
successfully reproduce a known feature of DIPs, which is their inability to replicate
themselves in the absence of STVs that provide the genetic information to synthesize
the missing viral proteins. Thirdly, only when co-infection occurs, DIPs are released
by the co-infected cell (Figure 4.11A and B, third column). As expected, the control
simulation shows that both DIPs and STVs are released in equal amounts, each half
of the yield achieved during STV-only infection. In contrast, simulations of models
accounting for the different modes of interference result in different numbers of progeny
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STVs and DIPs. Here, an infection by a DIP with a replication advantage lead to an
exclusive release of DIP progeny and a significant decrease in total virus yield, which
validates the results of Laske and Heldt et al. [309], who simulated infections with a
DI S3. In contrast, cells co-infected by DIPs with an advantage in either regulation or
packaging do still release STVs together with high amounts of DIPs. To complement
the comparison of virus yields, we performed simulations to reproduce the experiment by
Akkina et al. [355]. The authors reported that DIP-mediated reduction in virus particle
production can be partially reverted by an increase in the number of infecting STVs. We
performed simulations to reproduce this experimental setup in silico and determined the
infectiousness of the progeny viruses, i.e., the ratio of infectious particles to total particles
produced, which can be compared to the measurements (Figure 4.11C). Overall, the
model simulations reproduce the trend of the data which show that the infectiousness of
progeny viruses is recovered when more STVs were added at time of infection. This
improved productivity is related to the higher initial amounts of FL segments and,
consequently, an improved FL RNA replication and synthesis of functional viral proteins
to overcome the shortcomings of a DIP co-infection. Note, however, that the influence
of DIP replication cannot be reverted efficiently and only less than 1% of infectiousness
was achieved compared to an STV-only infection. Thus, the DIPs used in the experiment
seem to be highly potent in interfering with STV replication. This experimental finding
is reproduced best by the model that assumes the DI RNA exerts an advantage in
replication (Figure 4.11C, reproduction of [309]). To obtain a deeper understanding of
the differences related to the other modes of interference in this in silico experiment, we
also investigated the virus release dynamics of cells infected by a fixed multiplicity of DIPs
(MODIP) in combination with an increasing multiplicity of STVs, i.e., MOI (Figure B.3
in the appendix). Here, it became immediately evident that an increase in MOI only has
a minor impact on the number of released STV progeny when cells were co-infected by a
DIP exerting an advantage in replication (Figure B.3 in the appendix, second column).
Instead, mostly DIPs benefit from the increased amounts of functional viral material,
which lead to both, an earlier onset of release and a higher maximum virus yield when
the MOI was increased. In contrast, cells infected by DIPs with an advantage in either
regulation or packaging showed a significant increase in STV yields with an increasing
MOI (Figure B.3 in the appendix, third and fourth columns). However, while STV
yields recover by up to two orders of magnitude, the numbers of DIP progeny remain
largely unaffected and reach values comparable to the control simulation. Furthermore,
we systematically analyzed various MOI-to-MODIP ratios and found that large initial
amounts of defective virus with an advantage in RNA synthesis have an adverse impact
on DIP production and cause an overall decrease in total virus yields (Figure B.4D in the
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appendix). In contrast, cells co-infected by DIPs with an advantage in either regulation
or packaging release decent amounts of DIP progeny even in high MODIP scenarios. In
particular, co-infections by DIPs with an advantage in regulation result in high amounts
of DIP progeny over the entire range of tested MOI-to-MODIP ratios (Figure B.4F in the
appendix). Likewise, also cells co-infected by DIPs with an advantage in packaging can
yield higher DIP amounts with an increase in MODIP. Once more, the virus release profile
of cells co-infected by DIPs with an advantage in packaging is qualitatively similar to the
control simulation, i.e., to co-infections by a DI-like S1 DIP, with the obvious difference
that significantly fewer STVs are released (Figure B.4G in the appendix).

Dynamics of intracellular viral RNA and protein levels To better understand how the
three different advantages of DI RNAs, which we proposed in the previous paragraph,
translate into the ability to interfere with STV replication, we compared vRNA and
protein levels in STV-only and co-infected cells (Figure 4.12). In case the DI S1
exerts an advantage in replication we observe a reduction in FL vRNA levels by two
orders of magnitude (Figure 4.12, upper panel). Interestingly, this does not occur in
a segment-specific manner, such that both the parental FL S1 as well as the FL S5,
for which no DI RNA is present, show reduced vRNA levels. This overall reduction
in FL segments is accompanied by an excessive amplification of the DI vRNA whose
levels are three orders of magnitude higher than those of its corresponding FL segment.
Strikingly, this increase in DI vRNA and a simultaneous decrease in FL vRNA levels is
an exclusive feature of the model accounting for enhanced DI cRNA synthesis (approach
according to [309]). The models accounting for either an advantage in regulation or
packaging do not predict a significant decrease in FL segment levels. In particular,
levels of FL S5 are identical to those of an STV-only infection within the tested time
window (Figure 4.12, middle and bottom panel). However, those two models predict
distinct DI S1 vRNA dynamics. Here, the model accounting for a regulation advantage
predicts an increase in DI vRNA levels by two orders of magnitude compared to its
FL segment. In particular, differential accumulation of the DI S1 becomes evident
upon approximately 3 h p.i. (Figure 4.12, middle panel). This is related to the impact
of regulatory mechanism through M1-mediated nuclear export of vRNPs. While now,
FL vRNPs are exported and cannot serve as template for RNA synthesis any longer,
DI vRNPs, that escape M1-binding, reside in the nucleus and keep accumulating. Opposed
to that, the model accounting for an advantage in DI vRNP packaging does not predict
elevated DI vRNA levels. This is expected since such DI vRNPs will only interfere with
their FL counterparts at the stage of virus budding.
Furthermore, we evaluated differences in viral protein levels during STV-only and
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Figure 4.12.: Different modes of interference influence the competition between DI
and FL segments for viral resources. Simulated infection of a cell by either two STVs (solid
lines) or by one STV and one DIP (dashed lines). Infection occurs simultaneously at 0 h p.i. The
DIP carries a defective segment 1 (S1, encoding PB2) which is 395 nt long and can exert different
advantages over its FL segment at particular steps of the viral life cycle, as indicated on the left
hand side (bold letters). First and second column show the intracellular dynamics of segment 5
vRNA (encoding NP) and S1, respectively. Columns three and four show levels of unbound NP
and unbound viral polymerases, respectively. Model assumptions used to simulate an advantage
in DI RNA replication (upper panel) are according to Laske and Heldt et al. [309].

co-infection. In general, we can state that the stronger the impact of the different DI RNAs
was on RNA synthesis, the stronger is their impact on protein levels. In particular, levels
of the viral NP and the viral polymerase, which are needed for RNA encapsidation, i.e., for
the formation of replication-competent vRNPs and cRNPs, were significantly reduced in
case the cell was co-infected by a DIP with an advantage in replication (Figure 4.12, upper
panel). During co-infections by DIPs with an advantage in regulation, we only observed a
significant reduction in NP levels later during infection, while polymerase levels were only
slightly reduced (Figure 4.12, middle panel). This difference is related to the fact that
several copies of NP are needed to encapsidate a single RNA, while only one polymerase
complex per RNA is required. Since DI RNAs with an advantage in regulation exceed
FL segment levels later during infection (explained above), the corresponding drop in NP
levels is delayed as well (Figure 4.12, middle panel). Moreover, simulated co-infections
by DIPs with a packaging advantage did not show a significant difference in viral protein
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levels. Only the amount of polymerases was slightly reduced since the DI RNA originates
from a polymerase-encoding segment such that only half of the initial amount of FL S1
was added at time of infection compared to an STV-only infection (Figure 4.12, bottom
panel).
In summary, DI RNAs with an advantage in replication interfere most efficiently with

STV replication. They replicate to high levels and rapidly deplete the pool of NP and
polymerases and, thus, hamper FL RNA encapsidation. This observation is in accordance
to the hypothesis that DIPs act as molecular parasites of their corresponding STV and
sequester joint viral or cellular resources [105]. While DI RNAs with an advantage in
RNA replication are interfering strongly and replicate at the expense of the STV as soon
as viral genomes enter the nucleus, DI RNAs with an advantage in either regulation or
packaging do not show a strong parasitic behavior. In contrast, they seem to co-replicate
with the FL segments instead of out-growing them, which also results in higher DIP
progeny numbers (Figure 4.11B).

Testing different strengths of interference So far, we simulated co-infections by a
defined DIP carrying a DI S1, similar to DI 244, a known antiviral candidate [145].
However, in a real scenario, multiple DI RNAs arise during replication, which provide
different lengths and/or ability to interfere with STV growth (reviewed in [13, 115]). To
test whether our models can reproduce those experimental observations, we simulated
co-infections by DIPs carrying DI S1 with different lengths and evaluated virus yield
and intracellular levels of viral genomes and proteins (Figure 4.13). For this, we
used our simplified model assumption that the DI RNA’s length translates directly
into its advantage over the FL segment, expressed by the parameter FAdv in the
model (Equation (3.2.25), Section 3.2.2), and systematically analyzed the impact of
changes in FAdv on model output. Independent of mode of interference, co-infected
cells release equal amounts of STVs and DIP in case the DI RNA does not exert any
growth advantage (upper panel, compare to control simulations with DI-like S1 RNA,
Figure 4.11). Then, with increasing FAdv two distinct regimen can be observed for
DI RNAs with an advantage in either replication or regulation. Firstly, the DIP-to-STV
ratio increases until DIP release is maximal, while the number of total virus particles
released remains unaffected (Figure 4.13, upper panel). In the second regimen, where
FAdv increases beyond its optimum, the number of DIPs as well as the total amount of
released viral progeny are significantly decreasing. Those two regimen are directly linked
to the abundance of free viral NP and polymerases (Figure 4.13, middle panel). In the
first regimen, NP and polymerases are highly abundant such that comparable amounts of
replication-competent DI and FL vRNPs are formed. Hence, while the FL segment keeps
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Figure 4.13.: Impact of the DI RNAs’ mode and strength of interference on virus
growth. Shown are changes in particle release and intracellular viral replication in a cell
co-infection by one STV and one DIP. The DIP carries a DI RNA of segment 1 (S1, encoding
PB2) which exerts an advantage over its full-length (FL) segment at one of the particular steps of
the viral life cycle indicated at the top of each column (bold letters). The DI RNAs vary in length
depending on their strength of interference, i.e., their advantage factor FAdv (Equation (3.2.25),
Section 3.2.2), indicated on the abscissa of each plot. Co-infection occurs simultaneously at
0 h p.i. and model output is recorded at 12 h p.i. The vertical gray dashed lines indicate
the optimal DI RNAs’ FAdv at which the maximum number of DIP progeny is achieved.
(Upper panel) Number of progeny DIPs and STVs. (Middle panel) Levels of unbound
nucleoprotein (NP), total NP synthesized and unbound viral polymerase complexes (RdRp)
normalized to their corresponding maximum values achieved within the tested range of FAdv.
(Lower panel) Normalized levels of viral ribonucleoprotein complexes (vRNPs) of S1 and
FL segment 5 (S5, encoding NP). Model assumptions used to simulate an advantage in DI RNA
replication (first column) according to Laske and Heldt et al. [309].
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replicating to a sufficient extent, the DI segment benefits from an increase in FAdv and
can take advantage of the excess functional viral proteins. Consequently, with an increase
in FAdv, increasing amounts of DI vRNPs are formed (Figure 4.13, bottom panel), which
leads to an increase in the number of progeny DIPs. In addition, not only FL S1 genomes
are sufficiently available but also other FL segments, for instance FL S5, needed to form
a complete set of eight vRNPs, that is packaged into progeny of both DIPs and STVs.
In the first regimen, a slight increase in FL S1 became evident, which is related to the
continuously decreasing demand of FL S1 for the formation of progeny STVs. Thus, with
an increase in FAdv, fewer FL S1 are packaged into budding particles and the excess FL S1
reside in the cytoplasm. Despite this small difference, FL S1 and FL S5 show a similar
behavior for the majority of the tested range of FAdv. The transition from the first to the
second regimen is marked by the depletion of the pool of unbound NP, which represents a
bottleneck if the strength of interference exceeds its optimum (Figure 4.13, middle panel).
As explained in the previous section, multiple molecules of NP per RNA are needed for
RNA encapsidation. Consequently, NP becomes limiting while polymerases (RdRp) are
still available even if the DI RNA is strongly interfering. However, due to the lack of NP,
the levels of both, FL and DI vRNPs decrease (Figure 4.13, bottom panel). Hence, the
second regimen is very disadvantageous for virus replication since the decrease in vRNPs
of FL S5, i.e., the NP segment, causes a reduction in the overall amount of NP produced
(Figure 4.13, middle panel, black dashed line). This further impairs the availability of NP
for RNA encapsidation. In summary, our modeling study suggests that DI RNAs with
an advantage in either replication or regulation have an optimal FAdv at which a balance
between FL and DI RNA synthesis is established. This optimum is characterized by a
minimal impact of DI RNA replication on viral protein synthesis, which allows maximum
release of progeny DIPs. DI RNAs that strongly interfere with STV growth, i.e., DI RNAs
with a very short length, are mediocre competitors since they impair their own replication.
Such self-interference is more pronounced for the DI RNAs with an advantage in RNA
replication and becomes evident as soon as FAdv ≥ 0.8. In contrast, DI RNAs with
an advantage in regulation continue to accumulate inside the host cell even beyond their
optimal FAdv. However, despite high abundance of DI vRNPs, the number of DIP progeny
is decreasing due the shortage in FL vRNPs needed to from progeny particles (Figure 4.13,
bottom panel). In contrast to the two types of DI RNA described above, a DI RNA with
an advantage in vRNP packaging does not interfere with STV growth at the level of RNA
and protein synthesis (Figure 4.13, right hand column). Thus, there is no significant
impact on the level of viral components, even if FAdv is very high (Figure 4.13, middle
and bottom panel). Counter-intuitively, we can observe a slight - however, continuous -
decrease in total number of virus progeny as soon as FAdv > 0. This is related to the
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competitive inhibition of S1 vRNPs during viral progeny assembly, where the DI S1 vRNP
is more efficient in suppressing the FL S1 vRNP’s incorporation into budding particles.
In turn, the accumulation of cytoplasmic FL S1 vRNPs provides a negative feedback
to DI S1 vRNP packaging. Thus, with an increasing packaging advantage, the overall
packaging process becomes less efficient. Still, we observe a moderate increase in DIP
progeny numbers and a corresponding decrease in STV progeny numbers towards higher
FAdv. Although those changes appear to be small, the DIP-to-STV ratio is increasing
accordingly (Figure B.7 in the appendix).

Impact of delayed DIP co-infection on virus yield In the previous simulations we
analyzed model outputs in the ideal case of simultaneous co-infection. However, in a
real-world scenario, STVs and DIPs might infect a cell successively, which may influence
the outcome of the co-infection. To also analyze such infection events, we simulated
infections accounting for a delay in either DIP or STV infection (Figure 4.14). In case STV
infection occurs first, FL genomes can replicate without interference such that FL genomes
and viral proteins accumulate inside the cell. As soon as a DIP co-infects the cell, it can
take advantage of those already available resources and promote its own replication. In
particular, delayed co-infections by DIPs with an advantage in RNA replication yield
significantly more progeny compared to a simultaneous co-infection (Figure 4.14 C).
However, successful DIP replication is challenged by the advancement of STV growth.
While the number of progeny DIPs is decreasing as soon as DIP co-infection occurs
later than 3 h p.i., STV numbers are recovering correspondingly, reaching virus yields
comparable to an STV-only infected cell. Here, DIPs with an advantage in replication
show a distinct optimum in co-infection timing around 3 h p.i., whereas progeny numbers
of DIPs with an advantage in either regulation or packaging are highest only in case
of a simultaneous co-infection (Figure 4.14 E,G). Then, with increasing delays in DIP
co-infection, numbers of DIP progeny are decreasing and STV progeny numbers recover
rapidly. Those differences in virus production in response to different co-infection timings
are related to how DIP propagation is affected by regulatory mechanisms of virus
replication. The longer DIP co-infection is delayed, the higher are the intracellular levels
of regulatory proteins, i.e., M1 and NEP (see also Figure 4.15G), which mediate the
nuclear export of vRNPs. As explained before, upon nuclear export, vRNPs cannot serve
as template for replication any longer. DI vRNPs with an advantage in regulation directly
escape M1-binding and, thus, prevent pre-mature shutdown of DI RNA replication.
Likewise, DIPs with an advantage in replication can partially escape this mechanisms
since they strongly interfere with FL protein expression (see before, Figure 4.13) and
also counteract M1 accumulation. Thus, the co-infection time window that allows DIP
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Figure 4.14.: Influence of the DI RNA’s mode of interference on virus yield in
different scenarios of co-infection timing. Simulated number of viral progeny released by
a cell co-infected by one DIP and one STV at 12 h post STV infection. The DIP carries a
defective segment 1 (S1, encoding PB2) which is 395 nt long (FAdv = 4.93) and exerts different
advantages over its cognate FL segment at particular steps of the viral life cycle, as indicated
in the figure titles. Simulations are compared to those of a FL DI-like S1 (2341 nt) that has
no propagation advantage (control). (A,C, E,G) STV infection occurs first and DIP infection
with the indicated delay. (B,D, F,H) DIP infection occurs first and STV infection with the
indicated delay. (C,D) The model used to simulate an advantage in DI RNA replication follows
the approach by Laske and Heldt et al. [309]. Note different ordinate scale in (D).
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release is similar for DIPs with an advantage in either replication or regulation. On the
contrary, DIPs with a packaging advantage do neither interfere with M1 expression nor
escape regulatory mechanisms. Hence, their co-infection time window is shorter and their
progeny DIP count decreases more rapidly with an increasing delay in DIP co-infection.
Counter-intuitively, we observed an abrupt drop of DIP progeny when DIP co-infection
occurs later than 2 h. Moreover, this drop is accompanied by a peak-like maximum of
the total virus progeny number (Figure 4.14 G, black dashed line). We hypothesize that
this unexpected model output is related to an advantageous cytoplasmic FL-to-DI vRNP
ratio. First, up to a delay in DIP infection of 2 h, FL vRNPs are retained in the
cytoplasm and, thus, they provide a negative feedback to DI vRNP packaging (explained
before). However, the longer DIP co-infection is delayed, the fewer DI vRNPs accumulate
in the cytoplasm, decreasing the impact of DI vRNP-mediated blockage of FL vRNP
release (details on nuclear and cytoplasmic retention of FL and DI vRNPs are visualized
in Figure B.8 in the appendix). In addition, DIPs with an advantage in packaging do
not interfere with viral protein expression. Therefore viral capsid components are highly
abundant. Together, sufficient levels of proteins needed to form progeny particles and a
decreased negative feedback by FL vRNPs on DI vRNP packaging allow DIP release even
at low levels of DI vRNPs in the cytoplasm. However, if DIP co-infection occurs later
than 2 h, DI vRNP levels become too low to form DIP progeny, such that total number
of virus particles decreases as well, reaching levels of a DIP-free infection. Overall, the
increased number of total virus particles provides an interesting feature of co-infections
by DIPs with a packaging advantage, whose biological relevance is, however, elusive.

Impact of delayed STV co-infection on virus yield In addition to the analysis of
delayed DIP co-infection, we also investigated the impact of delays in STV co-infection
on virus growth (Figure 4.14). In theory, this scenario is disadvantageous for DIP
propagation since DIPs cannot replicate in absence of the missing viral proteins.
Nonetheless, primary mRNA synthesis of FL segments, except of FL S1, takes place,
mediated by the resident polymerases of the incoming FL vRNPs [53]. As a consequence,
successful virus propagation is challenged by the pre-mature expression of regulatory
proteins, i.e., M1 and NEP, whose levels are increasing with an increasing delay in STV
co-infection (see also Figure 4.15H). Thus, as soon as STV infection occurs, virus growth
is influenced by both, an initial level of regulatory proteins and a DI RNA already
in place to hamper FL vRNP propagation. Still, the DI RNA can take advantage
of other pre-expressed viral proteins, e.g. NP and viral surface proteins, and, thus,
mainly DIPs are released. Even in case the DI RNA has no advantage in virus growth,
more DIP than STV progeny are released for the majority of the tested co-infection
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time window (Figure 4.14B). Similar to the control, cells infected by DIPs with an
advantage in either regulation or packaging show the same qualitative trend in progeny
release. However, the progeny DIP-to-STV ratio is higher compared to the control
simulation (Figure 4.14F,H). In contrast, the DIP with an advantage in replication
strongly interferes with FL vRNP growth and, thus, also with its own replication.
Due to this self-interference, the number of progeny DIPs is constantly decreasing with
an increasing delay of STV co-infection (Figure 4.14D). In contrast, DIPs with an
advantage in either regulation or packaging do not significantly impact FL RNA and
protein synthesis. Thus, cells previously infected by one of those DIPs are able to
release significantly more progeny compared to cells previously infected by a DIP with an
advantage in replication (Figure 4.14D, F,H).

Testing strength of interference in combination with co-infection timing In the
previous paragraphs we analyzed the impact of either strength of interference or
co-infection timing on model output depending on the mode of interference of a DI S1.
To complement those analyses, we additionally investigated DIP yields in response
to various combinations of the DI RNAs’ strength of interference and co-infection
timings (Figure 4.15). Firstly, when DIP infection is delayed, cells co-infected by DIPs
with an advantage in either replication or regulation show different qualitative features in
their release profiles compared to cells co-infected by DIPs with an advantage in packaging.
In particular, for DIPs with an advantage in either replication or regulation, an increase in
strength of interference results in a shift of the co-infection time window toward later time
points. As observed before, cells co-infected by DIPs with an advantage in replication show
a distinct optimum of co-infection timing where DIP release is maximal (Figure 4.15A).
With increasing FAdv this maximum is not only shifted in time, but also its peak becomes
smaller and narrower. This is related to a trade-off, where rapidly replicating DI RNAs
hamper M1 accumulation and prolong M1-mediated nuclear export but interfere too
strongly with FL protein expression resulting in self-interference (see before, Figure 4.13).
Likewise, cells co-infected by DIPs with an advantage in regulation show DIP release
for extended co-infection time windows in response to increasing FAdv (Figure 4.15C).
Although, those DIPs can escape M1-mediated nuclear export, the number of progeny
DIPs decreases when DIP co-infection is delayed by 3 h and levels of pre-expressed M1
are too high (Figure 4.15G). In contrast, cells co-infected by DIPs with an advantage in
packaging show an abrupt drop in DIP release when DIP co-infection is delayed about 2 h,
independent of FAdv (Figure 4.15E). This is expected, since those DIPs cannot counteract
M1-mediated shutdown of RNA replication. Thus, a further increase in FAdv will neither
result in an extended co-infection time window nor in a significant increase in the number
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Figure 4.15.: Impact of the DI RNAs’ mode of interference on virus growth
in response to various combinations of strength of interference and co-infection
timings. Simulated infections of a cell by one STV and one DIP. The DIP carries a
defective segment 1 (S1, encoding PB2) which exerts different advantages over its cognate
FL segment, indicated in the figure titles. (A–F) Number of progeny DIPs at 12 h post
STV infection considering the indicated advantage and that either DIP infection (A,C, E)
or STV infection (B,D, F) occurs with the indicated delay, respectively. (G,H) Number of
unbound M1 and NEP in either an STV-only (G) or a DIP-only (H) infected cell. For (H)
the DI S1 has an advantage of 0.5 and the corresponding length compared to its parental FL
RNA (Equation (3.2.25), Section 3.2.2). The model used to simulate an advantage in DI RNA
replication (A,B) follows the approach by Laske and Heldt et al. [309]. Corresponding STV
yields are given in Figure B.6 in the appendix.
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of progeny DIPs. In case that STV infection is delayed, DIP progeny release profiles are
governed by the impact of FAdv. Strikingly, cells co-infected by DIPs with an advantage
in either regulation or packaging can release high numbers of DIP progeny over a wide
range of both FAdv and STV co-infection timing. In contrast, DI S1 with an advantage
in replication cannot exert advantages that are too high compared to their FL segment
since this leads to a significant decrease in numbers of progeny DIPs if FAdv ≥ 0.8, mostly
governed by the phenomenon of self-interference (see before, Figure 4.13).
In summary, this combined evaluation of strength of interference and co-infection

timings underlines the main characteristics of the DI RNAs’ mode of interference. While
DIPs with an advantage in replication interfere too strongly with STV growth and thereby
hamper their own replication, the other two types of DI RNAs allow co-infected cells to
release overall more virus progeny even in disadvantageous infection scenarios with large
delays in STV co-infection.

Growth of DI RNAs with an advantage in replication that originate from different

genome segments Up to now, we have focused our in silico studies on co-infections
by a DI S1, a representative of the polymerase-encoding segments. While most
DI RNAs described in literature originate from one of the three polmyerase-encoding
segments, sub-genomic RNAs can also arise from one of the other influenza virus genome
segments [84, 120, 121, 356]. Thus, we were wondering whether defects in certain segments
may support DIP growth, while others propagate less efficiently and are, therefore, lost
from the virus population in subsequent replication rounds. To elucidate this hypothesis,
we compared simulated infections by DIPs carrying DI RNAs from either of the eight viral
genome segments. In particular, we analyzed changes in DIP yield in response to various
combinations of the DI RNAs’ strength of interference and delays in STV co-infection.
In case the DI RNAs exert an advantage in replication, two groups of release profiles
became evident in response to co-infection timing (Figure 4.16). First, cells co-infected
by DIPs with a deletion in either S1, segment 5 (S5) or segment 7 (S7) release DIP
progeny even for long delays in STV co-infection. Second, if the DI RNA originates
from either segment 4 (S4), segment 6 (S6) or S8 a significant drop in DIP release
becomes evident for delays in STV co-infection longer than 3 h. As described before,
those differences stem from differential accumulation of regulatory proteins, i.e., M1 and
NEP (Figure 4.16G,H), and the corresponding timing in shutdown of DI RNA replication
by nuclear export of DI vRNPs. In particular, in cells infected by DI S4, S6 or S8, all viral
proteins except for HA, NA and NEP will be expressed. Thus, M1 accumulates inside
the cell and causes pre-mature shutdown of FL segment replication and transcription if
STV co-infection is delayed by more than 3 h. In contrast, in DI S1-only infected cells
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Figure 4.16.: Growth of DI RNAs with an advantage in replication that originate
from different genome segments. Simulated infection of a cell by one DIP and one STV.
(A–F) Number of progeny DIPs at 12 h post STV infection considering the indicated replication
advantage and delay in STV co-infection. The DI RNA’s segment origin is indicated in the
figure titles. (E) Conditions for which no simulations were obtained are highlighted in gray.
(G,H) Dynamics of unbound M1 and NEP numbers in a cell infected by one DIP with FAdv = 0.5.
(G) The DI RNAs originate from either S1 or S5 (solid lines), or S7 (dashed line). (H) The
DI RNAs originate from either S4, S6 or S8 (solid lines). Models used to simulate an advantage
in DI RNA replication follow the approach by Laske and Heldt et al. [309].
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no functional polymerases can be formed such that only primary transcription mediated
by the vRNP-resident polymerases takes place. Likewise, RNA replication is hampered
as well in cells co-infected by DI S5 since NP, needed to form replication-competent
vRNPs, is only synthesized in insufficient amounts. Even though a cell co-infected by
DI S5 can release DIP progeny for extended delays in STV co-infection, the number of
progeny is significantly lower compared to similar infections by a DI S1. This is expected
considering that NP is already a limiting factor in the presence of rapidly replicating
DI RNAs (Figure 4.13) and that a defective NP-encoding segment is further shortening
its supply.
Opposed to that, co-infections by DI S7, encoding M1 and M2, were the most productive

among those that allow DIP release for extended delays in STV co-infection. This is
related to the absence of M1 in DIP-only infected cells and, thus, a lack of regulatory
mechanisms. On one hand, the model predicts that lack of M1 is advantageous,
since replication and transcription are not regulated by M1-mediated export of viral
genomes, allowing exceptionally high intracellular concentrations of both viral genomes
and proteins with up to 1020 molecules per cell (Figure 4.16G yellow dashed line, and
Figure B.9 in the appendix). On the other hand, export of viral genomes is a crucial
prerequisite for virus release. Hence, if STV co-infection is delayed too long, too few
M1 molecules are synthesized, and, despite high levels of vRNPs, the number of DIP
progeny decrease significantly if STV co-infection is delayed by more than 3 h. Besides,
3000 M1 molecules are required to form the envelope of the progeny particles [30]. Thus,
the more M1 molecules are used up for vRNP export, the fewer are available for particle
formation, providing a further disadvantage in DI S7 infections. The correlation between
M1, formation of M1-vRNPs and corresponding progeny numbers is visualized in the
appendix (Figure B.9).

Growth of DI RNAs with an advantage in either regulation or packaging that originate

from different genome segments In addition, we conducted the same analysis for the
cases that DI RNAs derived from different segments have an advantage in either regulation
or packaging, shown in the appendix (Figure B.10, Figure B.11). Here, it became evident
that the impact of segment origin on DIP progeny release results in similar qualitative
features independent of the mode of interference. In particular, defective S4, S6, or S8
show a limited co-infection time window while defective S1 and S5 allow DIP progeny
release even for long delays in STV co-infection with the fewest progeny released for
co-infections by DI S5. However, a major difference is that DIPs with an advantage
in either regulation or packaging allow a broader range in strength of interference, a
characteristic described before (Figure 4.13). Furthermore, we observed unexpected
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differences for DI S7 simulations, which are explained in the following.
DI S7 with an advantage in regulation escape M1-mediated shutdown of replication

via two mechanisms. First, we explicitly modeled a reduced M1-binding rate to mimic
an advantage in regulation. Second, there is a lack of M1-mediated regulation due to
the defective M1-encoding segment. Hence, intracellular numbers of vRNPs and proteins
accumulate to much higher levels compared to conventional infections, with more than
1010 molecules per cell (Figure B.9 in the appendix). While those high molecule numbers
did not allow to obtain simulation results for delays in STV infection longer than 2.3 h,
a noticeable recovery of STV yields became evident (Figure B.12B in the appendix).
We may hypothesize that FL segments can take advantage of the highly abundant
viral resources to form STV progeny, however, overall virus release is challenged by a
simultaneous drop in both NP and M1 molecule numbers (Figure B.9 in the appendix).
Since M1 is highly relevant for both mediation of nuclear export as well as viral particle
formation, a shortage of M1 related to high intracellular vRNP levels becomes indeed
disadvantageous. In particular, here, the reduced binding rate of M1 to DI S7 vRNPs
might even provide an additional disadvantage for the DI RNA, further delaying its nuclear
export.
Also for a DI S7 with a packaging advantage, M1 supply becomes limiting with

increasing delays in STV infection. However, the release of DI S7 progeny was restricted
to a similar co-infection time window as for DI S4, S6 and S8 with the only difference that
significantly more DI S7 could be released with up to 104 DIPs per cell (see Figure B.11E
and Figure B.9 in the appendix). The latter is due to the lack of regulatory mechanisms
mediated by M1 as explained before.

Summary Using a single-cell model of IAV replication, we investigated the impact of
DIPs on virus growth assuming three different modes of DI RNA interference and various
infection conditions. In literature, it is commonly proposed that the growth advantage of
DI RNAs is based on their length since they are usually significantly shorter compared to
FL segments. Based on the analysis of intracellular viral RNA dynamics of FL segments
we concluded that a length-dependent growth advantage might, however, only apply to
DI RNAs and not to short FL segments. In our model, we accounted for this by an
advantage factor FAdv based the FL-to-DI RNA length ratio. We found, that DIPs with
an advantage in regulation seem to be successful in releasing high numbers of DIP progeny
in the majority of the tested scenarios. This is, in particular, related to the reduced
M1-binding kinetics for such DI RNAs, which allows them to reside longer in the nucleus
and replicate to higher levels compared to the FL segments. However, those DI RNAs
do not strongly interfere with FL RNA replication and viral protein synthesis, such that



110 Chapter 4. Results and Discussion

they guarantee a continuous basal level of STV growth. Furthermore, DIPs with an
advantage in vRNP packaging show similar features, however, overall fewer DIP progeny
are released. In some scenarios, reduced progeny numbers were related to the negative
feedback during virus particle formation provided by FL vRNPs that accumulate in the
cytoplasm. In contrast, DIPs with an advantage in replication are highly interfering and
replicate almost at total expense of the STV. While the latter provides a disadvantage
in a real-world scenario, where the DIP quickly extincts its STV and limits spreading of
the virus, this characteristic is the key feature of an interfering antiviral RNA with the
ability to rapidly clear acute infections.



4.2. Modeling DIP growth on the single-cell level 111

4.2.2. Discussion of intracellular replication of RNA deletion mutants

To obtain a deeper understanding of how DI RNAs interfere with virus replication, we
implemented three single-cell models accounting for either faster DI RNA synthesis or
differential regulation of DI RNA replication or preferential packaging of DI vRNPs
into progeny particles. Results of the three models will be discussed and compared
to literature where applicable. Since the advantage of DI RNAs is mainly associated
with their reduced length, we are also discussing length-dependent aspects of viral RNA
accumulation using a data set on intracellular virus replication and, additionally, discuss
which further properties of DI RNAs might be relevant with respect to their growth
advantage and/or parasitic behavior.

Length-dependency of influenza A virus RNA replication According to literature,
DI RNAs have a growth advantage due to their reduced length. As a consequence,
more copies of sub-genomic than FL RNAs can be synthesized by the viral polymerase.
While the majority of experimental results points, indeed, to a preferential amplification
of sub-genomic RNAs (reviewed in [105, 115]), proof for the underlying assumption
is missing, which conveys that the viral RNA synthesis rate is length-dependent and
that the polymerase synthesizes a constant number of nucleotides per unit of time.
Since the FL genome segments of IAV differ significantly in length, we expected that
the shortest of them, S8, would replicate significantly faster than one of the longest
segments, i.e., one of the polymerase-encoding segments, S3. However, a simple analysis
of IAV cRNA synthesis, previously described as the major source of the DI RNAs’
growth advantage [125], only provided weak support for a length-dependent replication
mechanism. Nonetheless, the cRNA synthesis rate determined for S5 is in agreement to
previous estimations [18]. Furthermore, our findings on the FL RNA synthesis rates are
supported by other studies which investigated intracellular replication of all eight viral
genome segments. While those studies observed indeed higher levels of short FL mRNAs
and/or FL cRNAs [296, 299], they found only insignificant differences in the synthesis
of FL vRNAs. The latter observation is in favor of other findings by our group, which
conveyed that despite changes in mRNA and/or cRNA replication, vRNA levels were
unchanged in genetically engineered host cells (Section 4.1). In addition, a single-cell
study of IAV-infected MDCK cells showed that release of high progeny number is linked to
intracellular equimolarity of FL segments [277]. Together, those observations suggest that
there are overarching mechanisms that balance RNA synthesis to allow optimal usage of
resources and generation of high virus progeny numbers. Consequently, only if DI RNAs
acquire properties that allow them to escape those mechanisms, they can replicate to
levels higher than FL RNAs and, thus, disturb virus replication and progeny formation.
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However, it is still unclear whether those properties are primarily related to DI RNA
length. Likewise, they might be also linked to other properties of the DI RNA, such as
RNA sequence or secondary structure of the RNA. A finding in favor of this argumentation
comes from a study comparing the growth of three DI RNAs of VSV. Here, the longest
of the three DI RNAs accumulated to a higher level than the shorter ones, even when
cells were co-infected by all three DI RNAs [130]. In contrast, more recent work using
IAV-like reporter systems provide experimental evidence that support a length-dependent
replication mechanism [126, 357]. Here, Widjaja and colleagues assessed competition
between two influenza virus-like RNAs in a dual luciferase reporter assay and found
that the shorter of them showed a stronger inhibition of luciferase expression than the
longer one. Moreover, they also evaluated the competition between natural FL segments
and the reporter RNA in co-transfected cells and found a noticeable trend toward
stronger inhibition of luciferase expression by short FL segments [126]. Nonetheless, the
authors also stated that other RNA properties, such as the parts of the coding region
and polymerase-binding site that were retained in the DI RNA sequence, influenced
the outcome of the assay. Another mini-replicon study, conducted by S. Pöhlmann’s
group, analyzed competition between a luciferase-expressing IAV-like reporter segment
and ten different deletion mutants of S1, whose internal deletion were systematically
increased [357]. In those experiments, a decrease in length directly correlated with a
decrease in luciferase expression. In particular, luciferase expression in cells co-transfected
with the shortest RNA construct of 418 nt length, harboring the sequence of DI 244,
was decreased by three orders of magnitude. In contrast, luciferase expression in cells
co-transfected with the longest construct, comprising a length of 2254 nt, was decreased
by only one order of magnitude. However, no further decrease in expression was observed
when constructs shorter than the DI 244-harboring one were co-transfected.

In conclusion, we and others have shown that during conventional in vitro infection
experiments, the synthesis rates of viral RNAs are not dependent on their length. So far,
support in favor of length-dependent replication comes mainly from mini-replicon systems,
where the replication of single vRNPs is evaluated in absence of regulatory mechanisms
that usually control RNA replication. Together, this points to the fact that the polymerase
can synthesize a constant number of nucleotides per unit time but maximum RNA levels
are controlled by overarching regulatory mechanisms. Likely, DI RNAs can escape those
mechanisms, which allows them to outnumber their FL counterparts. However, reduced
length might not be the only determinant for this advantage. Several lines of evidence
convey that also other properties, such as RNA sequence or secondary structure of
DI RNAs play a role for their growth advantage, as noted for IAV [115, 126] and also
for some positive-strand viruses, such as dengue virus [358], plant viruses [359, 360] and
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mouse corona virus [361].
Please note, that our single-cell model cannot directly integrate information on

DI RNA sequence or secondary structure. Instead, we express such properties using
the parameter FAdv. While we chose the simplest assumption and related FAdv to the
FL-to-DI RNA length ratio, it can also be adjusted independently of the DI RNA length,
which allows to tune model output to experimental data that point to a different strength
of interference.

Yield reduction analyses depending on the mode of interference Conflicting
experimental results lead us to challenge the conventional hypothesis that the growth
advantage of DI RNAs is mainly based on length-dependent RNA replication. At a first
glance, the step of RNA replication seems very promising to be hijacked by DI RNAs,
which is in accordance to the sensitivity study of our single-cell model (Section 4.1).
Intriguingly, other highly sensitive steps of the viral life cycle, previously identified to be
an option to improve virus yields for vaccine production, are also those that are potentially
targeted by the DI RNAs, i.e., the regulation of RNA replication and assembly of viral
progeny (reviewed in [115]). To implement those modes of interference into our single-cell
model, we accounted for either a reduced binding rate of M1 to DI vRNAs or an advantage
of the DI segment during incorporation into budding particles.
As a first step, we compared virus yields from simulated co-infections of a representative

DI S1 with available experimental data. Since data on in vitro virus dynamics
in the context of DIP co-infection have been scarce until the mid 2010s, we were
unable to perform in-depth model (in)validation. Nonetheless, relevant experiments
performed before by various research groups served to perform at least qualitative model
comparisons. With respect to virus yield, we identified two distinct phenomena caused
by DIP co-infection: (i) exclusive DIP release, i.e., abolishment of STV release, and a
significant reduction of total virus yield, (ii) the majority of virus progeny are DIPs,
however, also noticeable amounts of STVs are released and total virus yield is only
insignificantly reduced. The first observation is a characteristic of DI RNAs with an
advantage in RNA replication and is well in agreement to reports in literature [95, 129,
355]. In particular, the model that accounts for enhanced DI RNA synthesis reproduced
the normalized data on reversal of DIP-mediated interference (Figure 4.11C) without
parameter fitting. In contrast, models accounting for an advantage in either regulation
or packaging can only capture the overall trend of those data. This is due to the
higher amount of STVs and total virus yield predicted by those models, described in (ii).
However, please note, that the extent of yield reduction in experiments may also depend
on differences in experimental conditions, differences in virus-host cell systems and varying
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compositions of seed virus material [95, 121, 355, 362]. Furthermore, we systematically
analyzed the impact of various combinations of initial number of infecting STVs (MOI)
and infecting DIPs (MODIP). Here, only the model with a replication advantage can
reproduce the data series of Nayak and colleagues [363], who found that with increasing
MODIP the overall virus yield is decreasing significantly. In addition, we observed
self-interference, which is a further reduction in DIP yield for increasing MODIP. The
models we built to account for either an advantage in regulation or packaging of the
DI segment cannot reproduce this phenomenon. Interestingly, Bellett and Cooper [364]
made use of this experimental observation and developed a yield reduction assay to
assess the amount of “interfering units” contained in a virus sample. When Liao and
colleagues [365] modeled the assay, one of the main principles to be followed was that
co-infected cells release less than one STV per 1000 DIPs. This finding is well in agreement
to DI RNAs with a replication advantage in our study and supports that this might be
the mode of interference employed by the most relevant DI RNAs described, i.e., such
that originate from the polymerase-encoding IAV genes. However, the same study also
revealed that the Bellett-and-Cooper assay can fail to correctly estimate the content of
DIPs in virus samples. The authors speculate that one of the reasons for this failure
might be the mode of DI RNA interference, which is so far neglected during evaluation
of the Bellett-and-Cooper assay [365]. Thus, DI RNAs exerting other mechanisms of
interference and do not directly hijack RNA replication might have been overlooked due to
their insignificant impact on virus yields. Following the terminology of ecology, DIPs that
cause a stark reduction of STV and total yield and show self-interference can be referred
to as parasitic causing quick extinction of their helper virus and, thus, itself. On the other
hand, DIPs that only weakly interfere with STV replication while promoting their own
progeny numbers, can be referred to as symbiotic. To further investigate the molecular
mechanisms behind these two principles, we took a deeper look into the differences of
intracellular protein and RNA levels related to the mode of interference.

Impact of the DI RNA’s mode of interference on viral protein levels During
co-infection, DIPs act as molecular parasites of their FL virus and sequester joint
viral or cellular resources [105]. In particular, simulations show that viral NP and
polymerases become limiting in case a cell is co-infected by a DI RNA with an advantage
in RNA replication. Hence, the key aspect of interference by those DI RNAs is the
competition for proteins needed to form replication-competent genomes and replication
intermediates, i.e., vRNPs and cRNPs. In agreement to our model findings, Widjaja
and colleagues described a shortage of viral polymerases in cells co-transfected by short
IAV-like reporter RNAs [126]. In contrast our model predicts that first viral NP and then
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polymerases are depleted, while they did not see a bottleneck in supply of viral NP. On
one hand, the mini-replicon assay used in that study might not reflect all mechanisms
present in an authentic infection scenario. On the other hand, the estimated number
of NP molecules required per RNA for encapsidation is based on the average number
of nucleotides bound by one NP molecule (reviewed in [57]) and the assumption that
NP molecules are homogeneously distributed along the entire length of the RNPs. In
contrast, more recent studies convey that the NP distribution is rather uneven and that
there are parts in every vRNP with a low density of NP, which significantly influences the
secondary structure of the genome segments (reviewed in [366]). Thus, if we adopted the
actual number of NP molecules needed for genome encapsidation, polymerases instead
of NP might become limiting during co-infection. This could be accounted for in
future models given that quantitative data on protein synthesis and consumption during
co-infection become available. Moreover, we observed a similar interfering phenotype for
DI RNAs with an advantage in regulation of RNA replication. However, for this mode
of interference, limitations in NP and viral polymerases only became relevant for very
high FAdv (Figure 4.13). While for DI RNAs with an advantage in either replication
or regulation competition for viral resources is a main characteristic of their interference
mechanisms, DI RNAs with an advantage in packaging do not impact intracellular viral
protein levels. Due to their minor impact on virus growth, we may hypothesize that such
DIPs cannot be easily identified in a real-world scenario.

Impact of the DI RNA’s mode of interference on viral RNA levels When we analyzed
the impact of the mode of interference on intracellular vRNA levels we observed three
phenomena during co-infection by a DI S1: (i) DI RNA levels were elevated and vRNA
levels of both, FL S1 and other FL segments were significantly reduced, (ii) DI vRNA levels
were elevated, however, FL vRNA levels were not significantly affected, and (iii) neither
DI nor FL RNA levels were affected.
In agreement to our modeling results, reduction of FL segment levels were also

observed in experiments. However, the majority of studies shows that, in particular,
levels of those FL segments are reduced for which a DI RNA is present, pointing to
a segment-specific mechanism of interference [14, 121, 124, 367]. Moreover, it was also
found that intracellular FL RNA and DI RNA levels do not differ significantly during DIP
co-infection and that there is an increase in the DI-to-FL RNA ratio from the intracellular
to the extracellular level [124, 128, 129, 367]. Such increase is reproduced well by the model
accounting for an advantage in DI vRNP packaging. However, the predicted extracellular
DI-to-FL RNA ratio is significantly lower compared to those predicted by the models
accounting for either an advantage in DI RNA synthesis or its regulation (Figure B.5
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in the appendix). Clearly, this is related to the number of STVs still released during
co-infection, which is highest in case the DI RNA exerts an advantage in packaging.
In contrast, experiments show an almost exclusive release of DI vRNPs [124, 128, 129]
and DIP-to-STV ratios up to 105 (see Figure 4.26, Section 4.3.2). Those findings are
reproduced best by the model accounting for an advantage in DI RNA replication. For
this, intracellular numbers of DI vRNA significantly outnumber their FL counterparts,
which directly translates to high extracellular DIP-to-STV ratios.
Nonetheless, we did not find a clear agreement between model predictions and the

available experimental data. Likely, DI RNAs have acquired advantages at multiple steps
of the replication cycle and only a combination of the mechanisms presented in this study
will allow model simulations to capture the data. Thus far, the model accounting for
an advantage in DI RNA synthesis seems best at reproducing the majority of features
associated with DIP-induced interference.

DI RNAs with different modes and strength of interference In virus preparations,
multiple DI RNAs can arise which provide different lengths and/or modes of interference.
In our models, we linked the strength of interference directly to the DI-to-FL RNA length
ratio, which is accounted for by the parameter FAdv. The systematic analysis of the
impact of FAdv on simulation results revealed that DI RNAs with either a replication or
regulation advantage have an optimal length, i.e., an optimal FAdv, for which DIP release
is maximal. This optimum is linked to a minimal impact of the DI RNA on FL RNA and
viral protein synthesis. However, beyond this optimum, DI RNAs interfere too strongly
with virus replication and virus progeny numbers decrease significantly. In accordance,
it was also proposed in literature that DI RNAs have an optimal length and that very
large deletions are most advantageous. However, the advantage of very short DI RNAs
is limited since too large deletions might disrupt the terminal packaging signals required
for successful virus propagation [105]. In that case, very short DI RNAs might replicate
to very high intracellular copy numbers but fail to be incorporated into progeny particles.
This particular phenomenon was reproduced by our models accounting for an advantage
in either RNA replication or regulation and was most pronounced for the DI RNA with
a regulation advantage when FAdv > 4 (Figure 4.13). Note, that our model cannot
account for particular functions of sequence elements but still succeeds in reproducing this
experimental observations mechanistically. Consequently, the model prediction is based on
the fact that a too high FAdv causes an imbalance of DI and FL RNA replication, reducing
the overall availability of viral proteins and, thus, hampers virus growth in general. While
such DI RNAs show a strong parasitic phenotype hampering their own progeny release,
an optimal DI RNA replicates efficiently without affecting FL RNA levels, which agrees
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to experimental findings described before [124, 128]. Moreover, the transcription and
translation of DI genomes may represent an additional burden for the host cell further
compromising virus release in co-infected cells. Considering that some viral proteins are
already in short supply, competition of DI mRNAs with their FL counterparts for active
translation sites could decrease viral protein levels even further. Such a self-limiting
replication due to the exhaustion of the host cell’s translational machinery has been
proposed before for HCV infections in highly permissive host cells [269].
In contrast to the models accounting for an advantage in either DI RNA replication

or regulation, the model describing the DI vRNP packaging advantage does not clearly
reproduce the phenomenon of self-interference for very short DI RNAs, i.e., DI RNAs with
a high FAdv. Instead, self-interference is only provided indirectly through the negative
feedback of FL vRNPs. Due to this less parasitic behavior of DI RNAs with a packaging
advantage, we may hypothesize that their minimal length is only limited by the loss of
the packaging signal in case too large parts of the sequence are deleted. Since DI RNAs
are preferential formed close to the terminal ends of the genome segments [117] and
the conservation of the packaging signal is highly relevant regardless of the mode of
interference, future models could consider additional constraints to explicitly describe the
behavior of packaging-incompetent DI RNAs.

Impact of co-infection timing on virus growth To capture at least a part of the various
co-infection scenarios possible in a cell population, we also analyzed the impact of delayed
DIP and STV co-infection using our single-cell models (Figure 4.14). If STV infection
occurs first, we observed a limited co-infection time window for DIP co-infection of about
3 h post STV infection independent of the mode of interference. If DIP infection occurs
later, the model predicts that DIP-mediated interference is blocked by the pre-mature
shutdown of DI RNA synthesis due to pre-expressed M1 and NEP. This finding agrees
well with an experimental observation by Nayak and colleagues, who observed a reversal
of DIP-related interference when DIP co-infection was delayed longer than 3 h post STV
infection [363]. In addition, further model-based studies by Liao and colleagues revealed
that the co-infection time window for which DIP release is possible represents half the
length of the eclipse phase of the corresponding STV [365]. The eclipse phase is defined as
the time span from the time point of infection until virus release becomes evident and can
be up to 7 h for IAV [37, 254], a value that agrees well with our co-infection timing study.
Thus, we may conclude, that DIPs can only impact virus growth as long as STV infection
has not progressed too far, which is mainly related to the intracellular accumulation of
M1 hampering DI RNA replication. This finding is supported by experiments of Bui and
colleagues, who found that vRNPs were unable to enter the nucleus and replicate in the
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presence of pre-expressed M1 [49]. In case STV infection is delayed, M1 is also expressed
through primary transcription, however, at significantly lower levels. Thus, DIP release
is still possible over an extended co-infection time window. Here, only cells co-infected
by the DIP with an advantage in replication showed a continuous drop in DIP progeny
release if STV infection occurred too late (Figure 4.14D). This may indicate that those
DIPs are more sensitive to disadvantageous co-infection scenarios, which is also in line
with their self-interfering and parasitic phenotype. In addition, the predicted length of
the co-infection time windows tolerated by DI RNAs of S1 was largely independent of
the mode of interference. To test whether this observation holds true for the remaining
segments, we also analyzed virus release in response to FAdv and co-infection timing if the
DI RNA originated from one of the other genome segments.

DI RNAs from different genome segments Sub-genomic RNAs that originate from
one of the polymerase-encoding segments are the most abundantly found in virus
preparations [120, 122]. However, there is also evidence that sub-genomic RNAs are
formed by other segments [84, 120, 121, 356]. To elucidate why only certain defects
manifest in virus populations, we compared simulated co-infections by DIPs carrying
DI RNAs in either one of the eight genome segments. In agreement to the results obtained
for DI S1, those simulations have shown that qualitative features of DIP production in
response to delays in STV infection were independent of the mode of interference. In
particular, we found that a defective polymerase-encoding segment is more beneficial for
progeny DIP release than a defective segment encoding a protein that is non-essential
for viral RNA synthesis, i.e., that is not needed to form replication-competent RNPs.
Accordingly, simulations suggest that also a defective S5, encoding NP, can lead to the
release of progeny DIPs even if STV infection is delayed longer than 3 h. In contrast,
DIP progeny release by HA-, NA- or NS-derived DIPs only occurs in a limited time
window for delays in STV infection, which is related to the differential accumulation
of M1 (discussed before). Nonetheless, the maximum progeny numbers achieved in
co-infections by HA-, NA- or NS-derived DIPs are higher compared to those by NP-derived
DIPs. Considering the relevance of NP as an encapsidation factor, a defect in the
NP-encoding segment is clearly detrimental for the virus and would cause its extinction.
This is also in agreement with the fact that for the NP segment only a few DI RNA
sequences were described [84]. In addition, we did not find DI RNAs of the NP segment in
a highly DIP-contaminated seed virus stock which, however, contained defective NA- and
polymerase-encoding segments [121]. Likewise, no sub-genomic NP RNAs were formed
within three weeks of continuous IAV cultures [14]. Together, we can conclude that defects
in polymerase-encoding segments (segments 1–3, encoding PB2, PB1, PA, respectively)
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are more likely to manifest in virus populations, whereas other defects may die out when
STV infection is delayed.

DI RNAs originating from segment 7 Simulated co-infections with a defective S7,
encoding M1 and M2, showed ambiguous results. In general, high DIP progeny numbers
were predicted for co-infections by DIPs carrying a defective M segment independent
of the mode of interference. However, only defective M segments with a replication
advantage tolerated delays in STV infection longer than 3 h (Figure 4.16E). On one hand,
the lack of regulatory mechanisms, normally exerted by the M1 protein, can provide
a growth advantage and allow unusually high progeny numbers with up to 1010 DIPs
per cell. On the other hand, the benefit of a shortage in M1 is limited due to its
important role in nuclear export of vRNPs and for the formation of progeny particles.
Consequently, progeny numbers are decreasing significantly with decreasing intracellular
levels of M1 (Figure B.9 in the appendix). While, thus far, no sub-genomic RNAs were
described for the M segment in experiments [84], it might exert interference through other
mechanisms. For instance, Tobita and colleagues [368] described a defective M segment
in influenza B virus infections, which showed features of a DIP during co-infection, e.g.
reduction of the infectious virus titer. However, they did not observe deleted M segments
and, thus, speculated that the M segment might have acquired other defects leading
to a DI-like phenotype. In line with this, our group discovered a novel DI-like S7 in
an A/PR/8/34 seed virus strain, called OP7 [123]. Opposed to conventional DIPs, OP7
contains a FL S7 that has acquired multiple point mutations in the coding and non-coding
parts of its genome sequence. Those allow interference with STV replication comparable
to what has been described for DIPs carrying deleted genome segments, for instance, cells
co-infected by OP7 show reduced virus yields and elevated levels of S7 RNA compared to
other FL segments. However, up to now, it is unclear whether proteins encoded by
the M segment of OP7 are functional and might even contribute to the interference
mechanisms. Thus, in the future, the modeling of DI S7 as a deletion mutant might
be dropped in favor of more complex assumptions. In particular, the modeling of the
aberrant M1 functionality may help to elucidate the mode of interference exerted by
DI-like M segments.
Please note, that our IAV single-cell model accounts for the so-called “daisy chain”

model of nuclear export. For this, first, M1 binds to the nuclear vRNPs, inactivates the
replication and transcription of the vRNP, and then NEP binds to the M1-vRNP complex
to mediate nuclear export via interaction with relevant host cell proteins. In contrast,
Brunotte and colleagues [78] proposed an alternative mechanisms, where NEP-vRNP
association is a prerequisite for the formation of the M1-NEP-vRNP complex and its
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export. In addition, they describe, that sole binding of M1 is not sufficient for the shut
down of vRNP replication and, instead, co-expression of NEP and M1 is required to
efficiently diminish polymerase activity. Thus, if we adopted the Brunotte-model, the
simulated co-infections by DI S7 and DI S8 might yield similar results due to their joint
importance for the regulation of RNA synthesis and nuclear trafficking.

Summary By analyzing different models of DI RNA replication, we can conclude that
the majority of features described for DIP co-infections was reproduced best by our model
accounting for an advantage in DI RNA synthesis. Although it is still not evident why
length-dependency of RNA replication is limited to DI RNAs and does not extend to
FL segments, this assumption served well to elucidate experimental observations of DIP
co-infections with respect to varying strength of interference, MOI-to-MODIP ratios,
co-infection timing and DI segment origin.
Still, these findings do not allow to finally rule out that DI RNAs might hijack other

steps of the viral life cycle. As our simulations suggest, DIPs that exert an advantage in
either regulation of RNA synthesis or vRNP packaging influence overall virus growth to
a lesser extent. Hence, those types of DIPs might have been overlooked in experiments
and were not investigated in detail in the past, e.g. because the differences caused in
virus titers were within the error range of the applied assays. This might have shaped an
incomplete picture of how DIPs are capable of influencing the viral life cycle.
Clearly, DIPs that do not interfere noticeably with STV replication and are simply

dragged along during multiple replication cycles will not serve as an antiviral candidate.
While antiviral DIPs act parasitic and quickly extinct virus growth, others co-replicate
with their STV and are potentially long-lived and impact the outcome of infections on a
larger scale. For instance, by influencing the heterogeneity of the viral population [369]
or by attenuating disease symptoms of the host, which supports viral spread as shown for
dengue virus [358] (see also recent review by Genoyer and López [118]). Our modeling
results provide guidance to discriminate DIPs with different modes of interference by
analyzing their impact on intracellular concentrations of viral components and on virus
yields under controlled infection conditions.
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4.3. Modeling continuous production of influenza A virus

A previous study on the continuous production of IAV by Frensing and Heldt et al. (2013)
showed that the presence of DIPs causes oscillations in virus titers [14]. For instance, those
oscillations lead to a drop in TCID50 titers by up to six orders of magnitude. Here, we show
that those oscillations can be successfully influenced by the operator of such continuous
virus production systems using both in silico and experimental studies. However, results
presented here raise questions on whether continuous production is suited for influenza
vaccine manufacturing. For the in silico study we employed the model by Frensing and
Heldt et al. (2013) [14]. Furthermore, we used the extended version of that model
to capture experimental data obtained from continuous cultures of IAV performed at
different process conditions. The latter was previously presented in the original Frontiers
in Biotechnology and Bioengineering publication by Tapia and Laske et al. (2019) [314].
A preliminary implementation of the modeling approaches presented in this section was
developed as part of the Master thesis by Markus Rammhold [370].

4.3.1. Model-based optimization of continuous virus production

To avoid periodic drops in virus titers during continuous IAV production, one would have
to eliminate the cause of oscillations in the system, namely DIPs. Using a mathematical
analysis, Frensing and Heldt et al. (2013) [14] have already shown that in the absence
of DIPs no oscillations in virus titers would occur. However, their study also provided
experimental evidence that DI RNAs accumulate quickly in such continuous cultures,
which is due to amplification of the DI RNAs present in the seed virus as well as de novo
generation of DI RNAs.

Influence of residence time on oscillations Ideally, operators of continuous virus
production systems would be able to directly downregulate the interfering potential of
DIPs or their de novo generation. However, the molecular mechanisms behind those
phenoma are still largely elusive and to date no measures are available that would allow
such downregulation. Nevertheless, it is also known that the propagation of DIPs is
favored especially in scenarios at high MOI [101]. Hence, one possible way to manipulate
the influence of DIPs in such continuous systems would be to run it constantly at a low
MOI regimen. This will decrease the co-infection probability for the target cells. In
consequence, less co-infected cells will be present in the production system and less DIPs
will be produced. The most immediate possibility to establish low MOI conditions in the
production vessel, referred to as virus bioreactor, is to increase its dilution rate. Like
this, the residence time of DIPs, i.e., the time that DIPs spend on average in the virus
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Figure 4.17.: Simulation of continuous influenza A virus production at three
different residence times (RTs). Dynamics of total and infectious virus titers, expressed
as HA titer (A) and TCID50 titer (B), respectively, as well as concentration of defective
interfering particles (DIPs) (C), and concentrations of sub-populations of infected cells, namely
co-infected (D), STV-only infected (E) and DIP-only infected (D) cells for a simulated infection
at MOI 0.025. Parameters were set according to Table 4.2. Dependent on the RT, the flow rate of
fresh medium from the medium reservoir to the virus bioreactor FFM and the cell concentration in
the feed Tin were adjusted according to Equation (3.3.11) and Equation (3.3.4), respectively (see
Section 3.3.1). Colors according to legend.

bioreactor until they are harvested, is also decreased.
To elucidate this approach in more detail, we first simulated the model of Frensing and

Heldt et al. (2013) [14] at three different RTs (Figure 4.17). The RT was adjusted by
changing the flow rate from the fresh medium reservoir to the virus bioreactor (explained
in Models and Methods, Section 3.3.1). As a benchmark, the RT of the original
study (RT = 25.3 h) was used.
We observed that a decrease in the RT caused a decrease in the amplitude and an

increase in the frequency of oscillations for the majority of the state variables of the
model (Figure 4.17 A–E). Vice versa, an increase in the RT caused an increase in
amplitude and decrease in frequency of oscillations. Independent of the RT, the initial
maxima of the state variables were reached within 1 to 2 days p.i. and were always
higher than the subsequent maxima of the oscillations. In particular, the longer the RT,
the higher was the first maximum of the state variables. As a proof of concept, these
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Table 4.2.: Parameters and non-zero initial conditions for the simulation of continuous
influenza A virus production as in Frensing and Heldt et al. (2013) [14].

Parameter Description Value

µ (h−1) specific cell growth rate 0.027
Da (h−1) dilution rate of VB 0.0396
FCB (ml/h) flow rate from CB to VB 13.2
FFM

a (ml/h) flow rate from medium reservoir to VB 6.6
VVB (ml) working volume of VB 500
f (–) de novo DIP production 10−3

FInf (cells/virion) infection efficiency 1
kApo (h−1) apoptosis rate of infected cells 7.13× 10−3

kDeg
V (h−1) virus degradation rate 0.035
kInf (ml/(virion· h)) virus infection rate 2.12× 10−9

kProd (virions/(cell· h)) virus production rate 168
TCB (cells/ml) average target cell concentration in CB 4.50× 106

Tin
a (cells/ml) cell concentration in feed 3.00× 106

T0 (cells/ml) initial target cell concentration in VB 5.00× 106

Vs0
b (virions/ml) initial STV concentration 1.25× 105

a Depending on the RT ought to be tested during simulations, the dilution rate D, flow rate FFM and
cell concentration Tin are adjusted according to Equation (3.3.2), Equation (3.3.11) and Equation (3.3.4),
respectively (see Section 3.3.1).
b Concentration of infectious virions equivalent to MOI 0.025 based on TCID50 titer.
VB - virus bioreactor, CB - cell bioreactor

simulations showed that the TCID50 titer is highest for short RTs, i.e., for high dilution
rates, at which DIPs are out-diluted faster and the probability of a co-infection is lowest.
Accordingly, this also results in a low concentration of co-infected cells (Figure 4.17 D).
However, due to the increased dilution of the virus broth, the total number of virions
present in the virus bioreactor is also decreased as can be seen by the lower maxima of
the HA titer at the shorter RTs (Figure 4.17 A). On the contrary, the maxima of the
HA titer are highest for the long RT but show an overall decreasing trend over process
time, a trend that is also evident for the TCID50 titer (Figure 4.17 A, B). Intuitively,
one would assume that this decreasing trend is related to virus degradation that has
a higher impact on virus titers at longer RTs. However, when we set kDeg

V to zero,
we still observed this decreasing trend (Figure C.1 in the appendix). Interestingly, we
observed that the concentration of DIP-only infected cells showed only minor oscillations,
reaching a steady state for the two shorter RTs. Even more surprisingly, the number of
DIP-only infected cells increased at the longest RT (Figure 4.17 F). The latter is caused
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by the model assumption that DIP-only infected cells grow and give rise to DIP-infected
daughter cells. However, in case we exclude growth of DIP-only infected cells, they reach
a steady state at the longest RT, with a value similar to that observed for the other RTs
tested (Figure C.2 in the appendix). Moreover, the previously mentioned downward trend
of viral titers is also reverted in that scenario and, instead, HA titer and TCID50 titer
show dampened oscillations. Hence, it seems that growth of DIP-only infected cells can
provide an additional feature of interference at long RTs. Although interference can only
take place in co-infected cells, the high number of DIP-only infected cells will take up
a significant amount of the few available STVs, hampering the formation of STV-only
infected cells. As a consequence, the number of STV-only infected cells is decreasing on
average over process time (Figure 4.17 E) while co-infected cells do not change in their
average concentration (Figure 4.17 D).

Oscillations are diminished at short residence times Secondly, we investigated the
influence of the RT on virus titers and cell concentrations in a systematic way and
simulated continuous IAV production at multiple RTs (Figure 4.18). We found that
at a residence time of 3.5 h (D = 0.2856 1/h) the TCID50 titer was maximal at steady
state showing no oscillations (Figure 4.18 B). Likewise, all state variables showed a steady
state, proving that oscillations can be diminished completely by manipulating the RT of
the virus bioreactor. However, while at this short RT, the steady state of the TCID50

titer is maximal, the HA titer is minimal with only 0.62 log10 HA units. This is in line
with our initial observations, where the elimination of oscillations was accompanied by a
decrease in the total number of virions present in the virus bioreactor (Figure 4.17).

Influence of residence time on space-time yield To understand how the reduced
virus concentration during the run is affecting the productivity of the process we, next,
evaluated the STY of the process comparing an oscillating to a non-oscillating process
regimen (Figure 4.19). In brief, the STY is a measure for the productivity of the
process, representing the total amount of virions harvested per production time and
cultivation volume. Here, we consider that the production time is the time elapsed since
the time point of infection and the cultivation volume is equivalent to the volume of cell
culture medium spent by running the virus bioreactor continuously (see Equation (3.3.12),
Section 3.3.1). We found that the cumulative amount of total virus particles in the
harvest after 21 days is 1.54 × 1013 virions at RT 25.3 h and 5.84 × 1012 virions at
RT 3.5 h (Figure 4.19 A, B). Despite the comparable output of total virus particles,
the STY of the non-oscillating process is up to two orders of magnitude lower than that
of the oscillating process (Figure 4.19 C, D). This significant drop in productivity can be
explained by the increased use in cell culture medium for the non-oscillating process. Here,
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Figure 4.18.: Influence of dilution rate on oscillations in virus titers and cell
concentrations during continuous influenza A virus production. Multiple simulated
infections were evaluated for HA titer (A), TCID50 titer (B) as well as the concentration of
co-infected cells (C) and STV-only infected cells (D) over process time. Simulations were
performed using the parameters in Table 4.2, where the flow rate of fresh medium from the
medium reservoir to the virus bioreactor FFM and the cell concentration in the feed Tin were
adjusted according to Equation (3.3.11) and Equation (3.3.4), respectively (see Section 3.3.1)
to agree with the dilution rates indicated on the y-axes. The horizontal white line marks the
dilution rate D = 0.2856 1/h at which the highest TCID50 titer of 7.94 × 107 virions/mL was
achieved in a non-oscillating steady state.

an almost ten times higher volume of medium has to be spent compared to the oscillating
process to establish the steady state of the virus concentration. This is accompanied by
an increased wash-out of virions and cells from the virus bioreactor. In particular, cell
bleeding will be critical since doubling times of animal cells are usually much longer than
3.5 h, e.g. 23 h in case of AGE.CR cells [200]. In addition, one has to bear in mind that in
the model of Frensing and Heldt et al. (2013) [14] cells start to release virus immediately
after infection. In a real scenario, however, the influenza virus has an eclipse phase of up
to 7 h [37, 254]. Hence, we can expect that in the experimental implementation of the
continuous production system with a residence time of 3.5 h, the majority of infected cells
will be harvested before virus release starts. This would result in an even lower STY than
predicted. Nevertheless, we clearly showed that in the non-oscillating process regimen
DIPs accumulate slowly and comprise only a small fraction (≤ 3.2 %) of the overall amount
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Figure 4.19.: Influence of oscillating and non-oscillating process regimen on virus
harvest and space-time yield (STY). Concentration of virus particles and cumulative
amount of virus particles harvested over process time (A, B) as well as STY and total volume
of the harvest (C, D) for simulated infections at MOI 0.025. Shown are values related to either
total virus particles (solid lines) or DIPs (open circles). Here, the number of total virus particles
is equivalent to the HA titer according to Equation (3.3.23). For the oscillating regimen at RT
25.3 h (A, C) parameters were set as in Table 4.2, while for the non-oscillating regimen (B, D)
the flow rate of fresh medium from the medium reservoir to the virus bioreactor FFM and the cell
concentration in the feed Tin were adjusted according to Equation (3.3.11) and Equation (3.3.4),
respectively (see Section 3.3.1), to simulate RT 3.5 h. The short RT corresponds to the optimal
dilution rate necessary to establish a non-oscillating steady state in accordance to the analysis
in Figure 4.18.

of virus harvested. In contrast, in the oscillating process regimen, DIPs accumulate quickly
and comprise the majority (≤ 93.2 %) of the harvested virus particles (Figure 4.19 A, B).
In summary, we provided proof of concept that oscillations in continuous production

systems related to DIPs can be diminished by a reduction in the RT, i.e., an increase in the
dilution rate of the virus bioreactor. On one hand, the continuous process benefits from a
short RT since DIPs are out-diluted faster from the system and less cells are co-infected,
resulting in a steady state of all process variables and a high TCID50 titer. On the other
hand, the high amount of medium spent decreases the process yield, rendering it infeasible
for the application to vaccine manufacturing. However, due to the high number of DIPs
achieved in the oscillating regimen, this continuous process might rather be applied for
the purpose of DIP production instead.
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4.3.2. Continuous production of DIPs at defined residence times

Since DIPs interfere with virus replication of infectious standard virus, they can
potentially serve as a novel antiviral. While the two-stage bioreactor system might
not be applicable for conventional vaccine manufacturing, it might well serve for the
production of high DIP amounts, sufficient for tests in animal trials. In the following,
we present results of a mathematical model describing the production of a promising
antiviral candidate carrying a deletion in S1. In experiments, two RTs were tested
for the production of this antiviral candidate. While we did not observe a significant
impact of the RT on the amount of DIPs produced, model-based evaluation of the data
revealed novel insights into mechanisms of DIP growth. The majority of this subsection
was published in the original Frontiers in Bioengineering and Biotechnology article of
Tapia and Laske et al. (2019) [314].

Parallel continuous infection system To allow a head-to-head comparison of virus
dynamics at different RTs, our group established a continuous system with two bioreactors
operated in parallel for IAV production [314]. This system is based on the previously
published two-stage bioreactor setup of Frensing and Heldt et al. [14] with the modification
that two bioreactors used for virus production are simultaneously fed from one bioreactor
where producer cells are grown (Figure 4.20). The different RTs of 22 h and 36 h
were achieved by operating the two virus bioreactors at different working volumes with
the same feeding and harvesting flow rates (Equation (3.3.2), Section 3.3.1). During
virus production of A/PR/8/34-delS1(1), we followed virus titers (Figure 4.21) and
cell concentration (Figure 4.23 A, B). Like in previous continuous cultures of IAV, we
distinguished between infectious virions, measured by TCID50 assay, and total count
of virus particles, measured by HA assay (Figure 4.21 A, B). In addition, a recently
developed qPCR method allowed to assess copy numbers of the known DI RNA contained
in the A/PR/8/34-delS1(1) seed virus with a deletion in S1 (DI S1) as well as its
corresponding FL segment (FL S1) (Figure 4.21 C, D). As expected, viral titers showed
oscillations for both RTs, which spanned four orders of magnitude in TCID50 titers, two
orders of magnitude in FL S1 particle concentrations and one order of magnitude in
HA titers and DI S1 particle concentrations. In agreement to the simulation studies on
different RTs (see Section 4.3.1), we also observed a slightly higher frequency of oscillations
for the shorter RT. In contrast, the differences in amplitude of the oscillations were not
as pronounced as in the simulation study. In particular, maxima and minima of the
TCID50 titer seem independent of the RT. The amplitude of the HA titer was larger for
the shorter RT, immediately evident by the lower HA minima at RT 22 h compared to
the minima at RT 36 h (Figure 4.21 A, B). In contrast, previous simulations predicted
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Figure 4.20.: Two-stage bioreactor system for parallel continuous production of
influenza A virus in two cultivation vessels. MDCK suspension cells (MDCK.SUS2) were
grown in the cell bioreactor (CB, green highlighting) and fed to the two virus bioreactors (VB1
and VB2, red highlighting) operated in parallel at residence times of 22 h and 36 h, respectively.
In the VBs, cells were infected by A/PR/8/34-delS1(1) at MOI 0.1. VBs were cultivated in
batch mode for another 23.4 h post infection before the system was switched to continuous
mode for which cell broth from the CB as well as fresh medium from additional reservoirs were
constantly fed to the two VBs using the nominal flow rates indicated in the schematic. Figure
from Tapia and Laske et al. (2019) [314] was adapted to the nomenclature of this thesis.

a higher amplitude for longer RTs (Figure 4.17). Discrepancies between previous model
predictions and the experimental data of A/PR/8/34-delS1(1) production might be due to
the use of a different seed virus, cell line and cultivation medium. Still, we hereby provide
proof that oscillations can be successfully influenced by the operator of such continuous
systems.

Mathematical model for delS1(1) growth To further elucidate differences in the
experiments that might be dependent on the RT and extract crucial infection parameters
from the available quantitative data, we integrated cell numbers and the different virus
titers into a mathematical model for continuous influenza virus production (Figure 4.22).
Since the numbers of viral genome copies determined by qPCR do not directly translate
into numbers of viral particles, we converted DI S1 and FL S1 vRNA measurements to



4.3. Modeling continuous production of influenza A virus 129

Figure 4.21.: Virus dynamics of A/PR/8/34-delS1(1) produced in MDCK.SUS2
cells in a parallel continuous bioreactor system at residence times (RTs) of 22 h and
36 h. Measurements (open circles) of (A, B) TCID50 and HA titer, and (C, D) concentration
of virions containing either defective interfering (DI) segment 1 (S1) or full-length (FL) S1
determined based on reverse transcription-qPCR measurements and the corresponding HA titer,
according to Equation (3.3.24) and Equation (3.3.25). The continuous culture was started at
23.4 h p.i. Data as presented in Tapia and Laske et al. (2019) [314].

an equivalent virus particle concentration using the maximal number of virus particles
determined by HA assay as a reference value (Equation (3.3.23) –Equation (3.3.25)).
Besides, we could further divide the FL S1-containing particles into fully infectious virions,
equivalent to STVs measured by TCID50 assay, and those that carry a FL S1 but are
non-infectious (NIPs, see Equation (3.3.25)). To describe the dynamics of the viral
sub-populations including infectious STVs, NIPs and replication-incompetent DIPs during
continuous virus production, we proposed a simple mathematical model that is based on
the Frensing-and-Heldt model [14]. It describes the growth of uninfected cells, their
infection as well as virus release from the STV-infected and co-infected sub-populations
of infected cells. All infected cell sub-populations undergo virus-induced apoptosis while
infectious STVs lose infectivity over time and finally degrade together with the other viral
sub-populations. Moreover, the model accounts for the continuous feed of uninfected cells
from the cell bioreactor as well as continuous harvest of cells and viruses from the virus
bioreactor (Figure 4.22).
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Figure 4.22.: Schematic of the model for continuous production of influenza
A/PR/8/34-delS1(1). In brief, uninfected cells are fed from the cell bioreactor and can grow
until they get infected by either DIPs or STVs. STV-infected cells release virus, including STVs,
de novo generated DIPs and non-infectious STVs (NIPs). DIP-only infected cells and STV-only
infected cells can be co-infected by either STVs or DIPs, respectively. Due to the interference
by DIPs with virus replication, co-infected cells release no STVs but mainly DIPs and a few
non-infectious STVs. Dashed arrows indicate apoptosis of infected cells or virus inactivation and
degradation. See Section 3.3.2 for detailed model description and equations. Figure is based on
the model scheme by Frensing and Heldt et al. (2013) [14].

Cell population dynamics Overall, the total cell concentration in the virus bioreactors
remained relatively stable with an average of 1.12 × 106 cells/mL (standard deviation
± 0.30×106 cells/mL) and 1.17×106 cells/mL (standard deviation ± 0.22×106 cells/mL)
for RT 22 h and RT 36 h, respectively (Figure 4.23 A, B). Although the cell measurements
seem to show rather random fluctuations, the slight cycling trend of the model fit is linked
to the dynamics of the underlying cell sub-populations driven by virus propagation.
As expected, addition of the seed virus causes a fast increase in STV-only infected
cells, followed by a significant drop in their concentration and a simultaneous increase
of the co-infected cell population through superinfection by DIPs (Figure 4.23 C, D).
The co-infected cell population reaches its maximum at approximately 2 days p.i. and
4 days p.i., for RT 22 h and RT 36 h, respectively. Since co-infected cells mainly
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Figure 4.23.: Cell population dynamics of MDCK.SUS2 cells infected by
A/PR/8/34-delS1(1) in a parallel continuous bioreactor system at residence
times (RTs) of 22 h and 36 h. Upper panel: Measurements (open circles) and model
fit (brown solid lines) of the total viable cell concentration, and the simulated number of
productively infected cells, i.e., the sum of STV-only infected and co-infected cells (dotted
dark red line), and uninfected cells (blue solid line) in the virus bioreactors operated at RTs of
22 h (A) and 36 h (B), respectively. Lower panel: Model predictions for the different infected cell
populations, i.e., cells infected by infectious STV only (green solid line), cells infected by DIP
only (red solid line), and co-infected cells (dashed yellow line) in the virus bioreactors operated
at RTs of 22 h (C) and 36 h (D), respectively. Simulations were performed using the parameters
in Table 4.3. For both, experiment and model simulations, the continuous culture was started
at 23.4 h p.i. Figure taken from Tapia and Laske et al. (2019) [314].

release DIPs, uninfected target cells fed into the virus bioreactors will be mostly
infected by DIPs only. Consequentely the DIP-only infected cell population reaches its
peak concentration at approximately 8 days p.i. (RT 22 h) and 10 days p.i. (RT 36 h).
Meanwhile, the population of co-infected cells undergoes virus-induced apoptosis and
ceases to a minimum (Figure 4.23 C, D). However, the number of co-infected cells
rises again quickly, since previously DIP-only infected cells are now superinfected by
STVs produced by the small sub-population of STV-only infected cells. This behavior
is repeated for another 1 to 1.5 cycles within the cultivation time. Thereby, all
sub-populations of cells reach their peak concentration repeatedly, which are similar in
both virus bioreactors and, thus, seem independent of the RT.
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Table 4.3.: Parameters and non-zero initial conditions for continuous production
of A/PR/8/34-delS1(1) at residence times (RTs) of 22 h and 36 h, as in
Tapia and Laske et al. (2019) [314].

Parameter Description RT 22 h RT 36 h

µa (h−1) specific cell growth rate 0.0454 0.0278
Da (h−1) dilution rate of VB 0.0454 0.0278
FCB

a (ml/h) flow rate from CB to VB 12 12
FFM

a (ml/h) flow rate from FM to VB 5.8 5.8
VVB

a (ml) working volume of VB 320 520
kInf

S (ml/(virion· h)) STV infection rate 1.59× 10−7 5.38× 10−8

kInf
D (ml/(virion· h)) DIP infection rate 2.32× 10−10 7.96× 10−11

kApo (h−1) apoptosis rate 0.008 0.003
kProd

Vs (virions/(cell· h)) STV production by Is 2.51 4.12
kProd,Ic

Vd (virions/(cell· h)) DIP production by Ic 203 177
kProd,Is

Vd (virions/(cell· h)) de novo DIP production 10−5 1.13× 10−9

kProd,Ic
VNi

(virions/(cell· h)) NIP production by Ic 4.91× 10−16 1.41× 10−8

kProd,Is
VNi

(virions/(cell· h)) NIP production by Is 120 173
kDeg

Vs (h−1) STV inactivation rate 1.58× 10−7 0.07
kDeg

V (h−1) virus degradation rate 3.82× 10−27 2.02× 10−9

TCB (cells/ml) cell concentration CB 1.68× 106 1.68× 106

Tin
b (cells/ml) cell concentration in feed 1.13× 106 1.13× 106

T0 (cells/ml) initial cell concentration VB 1.80× 106 1.37× 106

Vs0
c (virions/ml) initial STV concentration 3.16× 105 3.16× 105

Vd0
c (virions/ml) initial DIP concentration 6.41× 105 8.06× 105

VNi0
c (virions/ml) initial NIP concentration 2.05× 107 2.03× 107

a Mean dilution rate D was estimated from measurements of the harvest volume, for continuous
cultivations we assume µ = D, excluded from model fitting. Flow rates and reactor volumes are given
as nominal values.
b Tin is calculated according to Equation (3.3.4) (see Section 3.3.1).
c Concentration of infectious virions according to TCID50 titer. Initial concentrations of DIPs and
NIPs were calculated using Equation (3.3.23) –Equation (3.3.25). The seed virus preparation was
characterized with an HA titer of 2.36 log10 HA units/100µL, TCID50 titer of 6.76 × 107 virions/mL,
DI S1 content of 1.33× 108 virions/mL and FLS1 content of 4.45× 109 virions/mL.
VB - virus bioreactor, CB - cell bioreactor, FM - fresh medium reservoir, NIP - non-infectious
FL S1-containing particle, Is - STV-only infected cell, Ic - co-infected cell
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Figure 4.24.: Dynamics of full-length (FL) and defective interfering (DI)
segment 1 (S1)-containing virions of A/PR/8/34-delS1(1) produced in
MDCK.SUS2 cells in a parallel continuous bioreactor system at residence
times (RTs) of 22 h and 36 h. Measurements (open circles) based on reverse
transcription-qPCR and model fit (solid lines) are shown for (A, B) all virions containing FL S1
and (C, D) virions containing DI S1. Model fits correspond to the parameters in Table 4.3.
For both, experiment and model simulations, the continuous culture was started at 23.4 h p.i.
Figure taken from Tapia and Laske et al. (2019) [314].

Virus dynamics The dynamics of the DI S1- and FL S1-containing particles were similar
for the two RTs (Figure 4.24). While the FL S1-containing particles already reached
their maximum at approximately 1 day p.i., the DI S1-containing particles showed an
initial delay in growth and peaked at about 5 days p.i. (Figure 4.24). For both RTs,
maximal concentrations of DI S1- and FL S1-containing particles were in the range of
109 virions/mL. For RT 36 h, the frequency of oscillations in qPCR-based virus titers was
slightly reduced, resulting in a delay of cycles in the range of one to two days compared to
RT 22 h. Correspondingly, infectious virus titer, measured by TCID50 assay, and number
of total virus particles, assessed by HA assay, also showed pronounced oscillations with
the previously mentioned shift in minima and maxima for the longer RT (Figure 4.25).
Interestingly, the HA data indicate a trend for an overall decrease in the amplitude of
titers toward later cultivation time points for both RTs (Figure 4.25 C, D). According
to our previous simulation study (Section 4.3.1), this overall decrease was, however,
only anticipated for the longer RTs (Figure 4.17) and is not reproduced by the current
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Figure 4.25.: Dynamics of infectious virions and total number of virions produced
in MDCK.SUS2 cells infected by A/PR/8/34-delS1(1) in a parallel continuous
bioreactor system at residence times (RTs) of 22 h and 36 h. Measurements (open
circles) and model fit (solid lines) are shown for (A, B) TCID50 titer, representing the fully
infectious viral sub-population of virions containing FL S1, and (C, D) HA titer which is the
sum of all viral sub-populations containing FL S1 and DI S1. Model fits correspond to the
parameters in Table 4.3. For both, experiment and model simulations, the continuous culture
was started at 23.4 h p.i. Figure taken from Tapia and Laske et al. (2019) [314].

model fit. Moreover, the virus titers show neither a downward trend nor a trend
toward dampened oscillations even if simulated for a period of 90 days (Figure C.3
in the appendix). In contrast, dynamics of the TCID50 titer, representing the viral
sub-populations of STVs, are captured well both qualitatively and quantitatively. In
particular, the difference of one order of magnitude between initial TCID50 peak titer
and its subsequent peak titers is reproduced well. However, in contrast to the HA titer,
no overall decrease in peak infectious titers was observed (Figure 4.25 A, B). Despite
the delays in oscillations, the amplitude of the TCID50 titer was independent of the RT,
ranging on average between 103 and 106 virions/mL.

DIP-to-STV ratio As expected, oscillations were also observed in the dynamics of the
DIP-to-STV ratios (Figure 4.26). In both cultivations, the ratio reached a maximum of
about 105 around 7 days p.i. This value is similar for both RTs and correlates with the
lowest TCID50 titer. We may hypothesize that one infectious STV per 105 DIPs is a critical
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Figure 4.26.: Dynamics of the DIP-to-STV ratio in parallel continuous cultures
of MDCK.SUS2 cells infected by A/PR/8/34-delS1(1) at residence times (RTs)
of 22 h and 36 h. The experimental DIP-to-STV ratio (open circles) was determined by
dividing the number of DI S1-containing virions by the corresponding TCID50 titer and compared
to the simulated DIP-to-STV ratio (according to Equation (3.3.20)) at RTs of 22 h (A) and
36 h (B), respectively. Simulations were performed using the parameters in Table 4.3. For both,
experiment and model simulations, the continuous culture was started at 23.4 h p.i. Figure
taken from Tapia and Laske et al. (2019) [314].

ratio at which DIPs cause self-interference and start to hamper overall virus replication
significantly. The impact of too high DIP-to-STV ratios and related self-interference is
supported by modeling studies on influenza virus (Section 4.2.1, [309]) and VSV [371].
As a consequence of self-interference, DIP concentrations decrease, reaching a minimum
around 11 days p.i., and numbers of infectious STVs are rising again, initiating a new
cycle (see also Figure 4.24 and Figure 4.25). It would be interesting to test whether
this critical ratio can be reproduced in other experiments of continuous influenza virus
production.

Sensitivity analysis Sensitivity analyses reveal how accurate parameter estimates from
experimental data are and how the model output is influenced by perturbations in the
initial conditions. Furthermore high sensitivities may highlight the importance of certain
mechanisms in the model, which might be different with respect to the RT. In general,
the majority of parameters was estimated well from the experimental data (Figure 4.27).
In case of the specific infection rates, the estimation of the DIP infection rate kInf

D was
better compared to the STV infection rate kInf

S for both RTs. Moreover, it became evident
that infection rates estimated from the RT 36 h data set were slightly better compared to
those of RT 22 h. The high sensitivity of both infection rates underlines the importance
of assuming that DIPs and STVs infect cells at different specific rates. In case only
one joint infection rate is used in the model, the simulations are not able to capture
the experimental data any more (Figure 4.28 A, D). Furthermore, the specific rate for
virus-induced apoptosis kApo shows a lower sensitivity compared to those of the infection
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Figure 4.27.: Local sensitivity of parameter values estimated from experimental
data of continuous cultures of MDCK.SUS2 cells infected by A/PR/8/34-delS1(1)
at residence times (RTs) of 22 h and 36 h. Shown are the local sensitivities of the
parameter estimates listed in Table 4.3. The sensitivities represent the normalized change
in the model output in response to a parameter perturbation by +1% (see Equation (2.3.4)
and Equation (2.3.5)). Sensitivity values of all parameters and initial conditions are listed in
Table C.1 in the appendix. Colors according to legend.

rates, and is, however, the only parameter that yielded a slightly better estimate for the
shorter RT. In addition, we got very good estimates for the specific production rates
of the different viral sub-populations. In particular, the estimates of the rates for the
production of STVs and NIPs by STV-infected cells, kProd

Vs and kProd,Is
VNi

, as well as the
DIP production rate of co-infected cells, kProd,Ic

Vd , were highly sensitive. Here, once more,
the estimates based on the RT 36 h data were slightly better compared to those of RT
22 h. The remaining parameters related to virus release yielded less good estimates.
In particular, the specific de novo generation of DIPs from STV-infected cells, kProd,Is

Vd ,
showed a low sensitivity. For the two RTs tested, this de novo generation rate is estimated
close to zero (Table 4.3) and, even if excluded from the model, the simulations still yield
oscillations due to the amplification of DIPs present in the seed virus (Figure C.4 A, D
in the appendix). Moreover, the specific production rate of NIPs by co-infected cells,
kProd,Ic

VNi
, is also close the zero and might therefore be neglected as well with no influence

on the goodness of fit (Figure C.4 B, E in the appendix). Hence, it seems that NIPs
are mainly released from STV-infected cells, which is supported by both, a reasonable
value and sensitivity of kProd,Is

VNi
(see also Figure C.4 C, F in the appendix). Finally, the

low sensitivity of virus inactivation, i.e., the decay of previously infectious STVs to NIPs
expressed by rate kDeg

Vs , and lysis rate of virions kDeg
V show that these mechanisms do

not have a significant influence on the model simulations (Figure 4.28 B, C, F). The
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Figure 4.28.: Dynamics of the HA titer produced in parallel continuous cultures of
MDCK.SUS2 cells infected by A/PR/8/34-delS1(1) at residence times (RTs) of 22 h
and 36 h in response to changes in infection rates and virus degradation. HA titer
measurements (open circles), original model fit (solid line) and model simulations (dashed lines)
are shown in case of (A, D) the DIP infection rate kInf

D equals the STV infection rate kInf
S ,

(B, E) the rate for STV inactivation kDeg
Vs is zero and (C, F) the lysis rate of virions kDeg

V is
zero, for RT 22 h (upper panel) and 36 h (lower panel), respectively. For the different simulation
scenarios the remaining parameters were fixed according to the values in Table 4.3. For both,
experiment and model simulations, the continuous culture was started at 23.4 h p.i.

latter is, however, different in case of the longer RT, for which kDeg
Vs shows a high local

sensitivity and, if set to zero in a simulation, prevents the model from capturing the
experimental data (Figure 4.28 E). Although we found that some mechanisms, such as
de novo generation of DIPs, virus inactivation and degradation, were not necessarily
needed to reproduce the given data sets, we suggest to keep those included in the model.
Hence, we can propose a model that covers more general cases, e.g. in case that a DIP-free
seed virus is used for infection or the RT is varied such that virus inactivation becomes
relevant. Most intriguingly was that we needed to account for virus-specific infection
rates, kInf

S and kInf
D , which has never been proposed before.

Concerning the influence of the initial conditions on model output, we found that the
starting cell concentration in the virus bioreactors as well as the cell concentration in the
feed are more crucial than the seed virus composition (Table C.1 in the appendix).
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Summary Using the Frensing-and-Heldt model, we have shown that DIP-induced
oscillations in continuous cultures of IAV can be influenced by manipulating the RT, i.e.,
the dilution rate, of the virus bioreactor. While it is economically unfeasible to completely
out-dilute DIPs, our in silico study showed that a short RT, i.e., a high dilution rate, can
reduce the amplitude and increase frequency of oscillations in virus titers. Indeed, we
also found in experiments that the frequency of oscillations was increased for the shorter
of two RTs in cultures infected by A/PR/8/34-delS1(1). However, the amplitude of the
different viral sub-populations was either increased or unaffected. Using the two delS1(1)
data sets obtained at defined RTs, we extended and parameterized a new within-host
model for DIP co-infection. Simulations and model analysis revealed that the relevance
of some mechanisms, such as de novo generation of DIPs and virus degradation, depend
on the initial and operating conditions of the process. In addition, we have learned that,
independent of the RT, it is necessary to account for DIP- and STV-specific infection
rates to describe the data. Thus, the mechanisms of infection that had to be accounted
for in the delS1(1) model might be the reason why predictions by the Frensing-and-Heldt
model were not fully in agreement to the new experimental data.
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4.3.3. Discussion of continuous influenza A virus production

A recent study of our group showed that the presence of DIPs causes periodic oscillations
in viral titers during continuous production of IAV [14]. Using the simple mathematical
model presented in that study we could demonstrate in silico that oscillations can
be successfully influenced by adjusting the RT of the virus bioreactor. To test this
hypothesis, our group performed an experiment using a novel continuous production
system that allows long-term head-to-head comparison of virus dynamics at two RTs. We
integrated those experimental data into an extended version of the previously published
model [14]. Like this, we did not only extract crucial infection parameters from oscillating
measurement data, but also revealed interesting features of DIP co-infection that have
not been reported before.

Possibilities to reduce oscillations Performing simulations we have shown that the RT
has a significant impact on frequency and amplitude of oscillations in both, virus titers and
cell concentrations (Figure 4.17). In particular, oscillations in virus titers are diminished
at short RTs due to reduced accumulation of DIPs. Initially, we expected an improved
productivity in case periodic drops in virus titers are avoided. Instead, it became evident
that the overall productivity was significantly reduced in a non-oscillating process regimen,
which was caused by the increase in spent medium (Figure 4.19). Thus, Rammhold et al.
performed further model-based studies testing options to maintain productivity while
diminishing oscillations [370]. Indeed, it was possible to reach a steady state in virus
titers, e.g. by using a discontinuous feed of fresh medium to the virus bioreactor. The
technical implementation of such a control strategy would, however, significantly increase
the complexity of the two-stage bioreactor setup. Furthermore, this control strategy
would require the online measurement of the HA titer or, if only offline HA values are
available, a determination of the HA titer as often as every hour during the entire run.
Thus, an even closer supervision of the process would be required. Nonetheless, the
amount of spent medium was reduced while the STY was comparable to the conventional
two-stage bioreactor process, not taking into account costs for equipment and personnel.
Finally, Rammhold et al. also implemented and simulated a two-stage bioreactor with
a re-circulation loop. This setup allowed to infect cells constantly at a low MOI by
re-circulating small volumes of the virus bioreactor to a tubular reactor where infection
took place. With that, a relatively stable virus titer was achieved in simulations. While
a first experimental implementation suffered from the complex setup of this system [372],
its experimental validation is yet to be accomplished. Note that even though stable titers
were predicted by those different approaches, the majority of the virus harvest was, once
more, comprised by DIPs [370]. While stable product titers may facilitate downstream
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processing of the harvest, one would have to assure that the high amount of DIPs does
not hamper the product quality. In addition, multiple replication rounds during long
cultivation times affect the genetic stability of the virus, which is incompatible with the
high quality standards required for human vaccine production. Thus, the bench-marking
and regulatory approval of such process might be complicated, if not impossible. Recently,
it was shown that continuous production of IAV can be realized successfully with a
tubular bioreactor, where the impact of DIP formation on virus titers can be reduced to
a minimum [373]. Nevertheless, it seems that as soon as DIPs are present in a continuous
production process, elaborate measures have to be considered to avoid their formation
and propagation. For instance, in case of baculovirus, it took over 15 years of research on
different bioreactor setups [374–376] as well as genetic engineering [377, 378] to investigate
the impact of DIPs and finally prevent DIP-related losses in product yield. On the other
hand, the option to produce virus-based biopharmaceuticals using continuous cultivation
systems is more feasible in case no DIPs are formed, e.g. in case of modified Vaccinia
virus Ankara (MVA) [379].

Impact of residence time on oscillations The use of the two-stage bioreactor system
might not be feasible for conventional influenza vaccine manufacturing when operated
in oscillating process regimen. Instead, it allows to produce DIPs in high amounts
and to analyze the impact of certain process parameters, e.g. the RT, on the
system’s response. In simulations, the decrease in the RT reduced the amplitude of
oscillations to a minimum, while an increase in the RT caused an increase in amplitude,
holding the promise of even higher peak HA titers (Figure 4.17). On the contrary,
in experiments, the amplitude of oscillations was higher for the shorter RT with no
significant difference in peak HA titers (Figure 4.21). Furthermore, peak values of the
different viral sub-populations as well as the DIP-to-STV ratio did not seem to depend on
the RT (Figure 4.24 –Figure 4.26). Likely, even though the RTs tested had a difference
of 14 h, both were sufficiently long to achieve similar peak titers. This was also evident in
our in silico studies evaluating IAV production at RT25.3 h and RT35 h (Figure 4.17),
which are similar to the RTs tested in experiments. Eventually, the experimental data
showed that the peak values were reached twice and three times for RT36 h and RT22 h,
respectively. This is in agreement to model simulations that predicted a reduced frequency
of oscillations for longer RTs. Since the model we used for predictions was based upon
a data set from AGE1.CR cells we can anticipate that model simulations will agree only
partially with the experimental data from MDCK.SUS2 cells. The two cell lines show
very distinct properties in propagating the virus, which leads to, e.g. different frequency
and amplitude of the HA titer observed previously in small-scale two-stage bioreactor
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experiments [372]. Moreover, differences in virus dynamics may also be related to the
use of different seed viruses. While a conventional influenza A/PR/8/34 seed virus was
used for the AGE1.CR cultivation, a particular seed virus engineered by reverse genetics,
A/PR/8/34-delS1(1), was used to test growth of a specific DI RNA of S1 in MDCK.SUS2
cells. Nevertheless, the AGE1.CR-based model was able to predict the overall impact of
the RT on oscillations well, which supports the basic model assumptions and mechanisms
of the model. However, to be finally able to describe production of A/PR/8/34-delS1(1) in
MDCK.SUS2 cells at two distinct RTs, we had to augment the model and fit it individually
to the two data set.

Modeling virus production at defined residence times To model continuous
A/PR/8/34-delS1(1) production, we mainly followed the principles of the model by
Frensing and Heldt et al. [14]. While we introduced new aspects based on the available
experimental data, e.g. an additional viral sub-population and various virus production
rates for the different infected cell sub-populations, we also excluded some of the previous
model assumptions. In particular, we neglected the growth of DIP-only infected cells
and assumed, instead, that those cells can undergo virus-induced apoptosis. Note, that
Cane and co-workers found that DIP-only infected MDCK cells can continue to grow
and give rise to DIP-infected daughter cells [380]. However, the experimental conditions
applied in their study, i.e., the use of UV-irradiated seed virus, passaging of cells in a
virus-free culture and a culture time of 5–10 days between passages, cannot be compared
to the cultivation conditions during continuous production. Furthermore, due to the
high DIP concentrations achieved in the experiment, uninfected cells take up a high
number of DIPs, which results in a high number of intracellular viral RNAs (103 to
104 DIPs per uninfected cell), comparable to RNA levels reached during a conventional
infection (see, e.g. Frensing and Pflugmacher et al. [121]). Since intracellular viral RNAs
trigger antiviral mechanisms, such as the IFN-mediated innate immune response and
virus-induced cell death [33, 34, 121], it was reasonable to assume cell death of DIP-only
infected cells. An additional justification for this was also given by simulations using the
Frensing-and-Heldt model [14]. Those showed that the population of DIP-only infected
cells was the only state variable in steady state and even accumulated in case the RT
was sufficiently long (Figure 4.17). In that case, we observed not only oscillations but
an overall decreasing trend of the TCID50 titers in simulations. Due to this additional
reduction of the infectious titer, we hypothesized that growth of DIP-only infected cells
might, thus, provide another feature of interference by DIPs. However, in our experiments,
the TCID50 titer showed regular oscillations supporting to exclude growth of DIP-only
infected cells. Note, that since this additional layer of interference might also be dependent
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on individual characteristics of the predominant DI RNA in the system, more experimental
as well as model-based investigations are required to elucidate this phenomenon even
further.

Evaluation of model fits and predictions Overall, the cyclic behavior of the virus
titers is described clearly by the model fits. However, note, that some quantitative
discrepancies remain, such as the underestimation of the FL S1-containing virus titers
for some time points (Figure 4.24) and the unability of the model to reproduce the
minima of the total virus particle count measured by HA assay (Figure 4.25). Still, model
simulations are mainly within the error range of the assays for HA (about ± 0.15 log)
and TCID50 (about ± 0.3 log). Regarding the error for the number of virions
containing either FL S1 or DI S1, it has to be considered that those are derived
from both qPCR measurements with a relative standard deviation of 25 % as well as
HA titers (Equation (3.3.23) –Equation (3.3.25)). Furthermore, a good agreement with
the data could only be achieved upon fitting the model individually to each of the two data
sets. Attempts to find a joint parameterization by fitting both data sets simultaneously
failed (not shown) and we were also unable to predict virus dynamics for RT36 h using
the parameterization of the RT22 h data set and vice versa (Figure C.5 and Figure C.6
in the appendix). Thus, the model’s predictive power needs improvement before it can
be applied to further applications, such as model-based process optimization. We think
that only the comparison of multiple continuous runs at different RTs can reveal whether
those discrepancies can be cured by further model extensions or if the model needs to be
informed by more experimental data including all state variable, e.g. also measurements
of the infected cell sub-populations as well as apoptotic cells. To still draw conclusions
from the currently available data-model-pairs we performed local sensitivity analysis and
parameter perturbation studies. The biological relevance of those results will be discussed
in the following.

Virus release of STV-infected cells In our extended model we assume that STV-only
infected cells and co-infected cells can release three different virus species. Their total
release rates are similar ranging from 123–203 virions/(cell· h), which is in the same order
of magnitude as determined previously for IAV replication models proposed for adherent
MDCK cells [37, 253, 254]. With about 99%, the majority of released virions by STV-only
infected cells are NIPs while only a minority are fully infectious STVs. With respect to the
data, those values were estimated well and agree to previous findings [121, 381]. However,
the amount of DIPs generated de novo by STV-only infected cells was not estimated
well from the experimental data. This insensitivity of the de novo generation rate is
supported by a parameter study of Frensing and Heldt et al. [14] who demonstrated



4.3. Modeling continuous production of influenza A virus 143

that perturbations of the de novo generation rate had only a minor impact on model
output. In case of the specific DI S1 candidate evaluated in our study, a negligible de
novo generation rate is, however, reasonable. Since it is unlikely that the same DI RNA
sequence is emerging repeatedly by de novo generation, its dominance stems solely from
the amplification of the DI S1 RNA introduced with the seed virus. Nonetheless, we
observed that various sub-genomic RNAs from other segments were generated de novo
during the run (see original publication [314]). Likely, some of them are also interfering
and have an impact on STV replication. Hence, future models might also consider
additional classes of DIPs, given that experimental methods allow to identify and quantify
them.

Virus release of co-infected cells For co-infected cells, virus release rates were similar
to those of STV-infected cells or slightly higher in case of RT22 h. In general, little is
known about release rates of co-infected cells and even controversial data can be found in
literature. For instance, our single-cell model of DIP co-infection suggest that co-infected
cells release in total less virus particles than STV-only infected cells (Section 4.2,
[309]). In addition, some experimental and modeling studies for IAV [123, 309, 355]
and VSV [371] convey that the total virus output of a co-infected cell depends on
the infecting DIP-to-STV ratio. As we have seen in our study, the DIP-to-STV ratio
spans multiple orders of magnitude during the run (Figure 4.26). Our co-infection
model does, however, not account for the infecting DIP-to-STV ratio but assumes
that a single DIP is sufficient to cause interference and, thus, to cause a complete
suppression of the STV production in a co-infected cells. This single-hit mechanism was
assumed before by Frensing and Heldt et al. [14] as well as in other modeling studies by
Kirkwood and Bangham [315, 382] and others [383]. In addition, we have indications
from both our single-cell model (Section 4.2, [309]) and experiments by Nayak and
colleagues [363] that DIPs cannot interfere anymore in case STV replication is already well
advanced. The delS1(1) model, as well as the Frensing-and-Heldt model [14] do, however,
not account for this effect. To account for both, the infecting DIP-to-STV ratio as well as
the limited time window for DIP interference, a multi-scale model with cell age-segregation
is required. Such model is currently under development based on previous works by our
group on IAV replication [37, 278]. However, preliminary investigations have shown that
despite the increased model complexity and numerical cost, no significant improvement
was achieved in describing the experimental data (unpublished). We may hypothesize
that, due to the well-mixed conditions and the constantly high virus concentrations in the
virus bioreactors, the distribution of the co-infection timing is narrow. Thus, on average,
we can assume that cells are co-infected simultaneously such that the simple within-host
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model is sufficient to describe virus dynamics in such cultivation system. Instead, when
describing co-infection in experimental scenarios where less virions are present, mixing
might be a limiting factor and broader distributions of co-infection timing can occur.
Accordingly, the use of more complex multi-scale approaches might be beneficial.

Relevance of two separate infection rates Most surprisingly, we had to assume that
DIPs and STVs infect cells at different specific rates. In general, the parameter estimates
for the infection rates agree with previous findings [14, 254] and are supported by relatively
high local sensitivities (Figure 4.27). In case only one joint infection rate was used in the
model, we were not able to capture the dynamics of the experimental data, neither by
prediction (Figure 4.28), nor by repeated model fitting (see original publication [314]).
This seems counter-intuitive since both particle species are antigenically identical and,
therefore, we do not expect distinct virus entry kinetics. However, the finding that the
DIP infection rate is three orders of magnitude lower than the STV infection rate might
also be a modeling artifact related to mass action kinetics. Since the number of DIPs in the
system is, on average, three orders of magnitude higher than the STV numbers, the model
estimates a lower DIP infection rate to yield a reasonable number of co-infected cells.
Likewise, the lower DIP infection rate might be also related to the general infectiousness
of DIPs. Certainly, we can determine that FLS1-containing particles are present as
infectious and non-infectious forms, i.e., as STVs and NIPs, respectively. Thus, very likely,
also DIPs form non-infectious viral sub-populations. In case the fraction of infectious
DIPs is as small as the fraction of STVs of the FLS1-containing particles, the specific
DIP infection rate of the model would be in the order of 10−8 ml/(virion· h), which is
equivalent to the STV infection rate in the RT36 h cultivation. However, to elucidate this
even further, assays have to be performed that allow to relate the DI RNA measurements
of virus preparation to their infectivity, i.e., their interfering potential, which can be
assessed by yield reduction assays, such as the Bellett and Cooper assay [364].

DIP-to-STV ratio in cell culture and antiviral treatment In our study we found that
DIPs accumulate in the system until a critical DIP-to-STV ratio of 105 is achieved. We
hypothesized that when this ratio is reached, cells are overloaded by DIPs which eventually
interfere with their own replication. Please note, that this DIP-to-STV ratio is based on
DI RNA qPCRmeasurements, taking into account also the non-infectious DIP population.
Thus, the DIP-to-STV ratio based on fully infectious particles is probably lower. The
DIP-to-STV ratio is not only a characteristic value in cell culture but also an essential key
parameter in trials evaluating DIPs as antiviral agent. Interestingly, Dimmock and Easton
found that mice challenged with different mixtures of DIPs and STVs of an influenza
A/WSN strain showed only a mild disease and rapid recovery in case they were infected
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at a DIP-to-STV ratio of 103, and full protection with no signs of illness at ratios of 104

and 105 [136]. Thus, at those ratios DIPs were able to replicate and interfere successfully
with STV replication in the lung when both viruses were administered simultaneously.

Summary The presence of DIPs poses a major challenge to continuous production
of influenza vaccines. Using mathematical models of within-host dynamics we have
elucidated strategies to reduce DIP accumulation in such systems. However, the
experimental implementation of these approaches is either not suitable or, yet, too
complex while regulatory issues with respect to genetic stability of the virus are still
the most significant concern. Nonetheless, the two-stage bioreactor system has served
well in studying DIP propagation under controlled conditions over extended periods of
time, which might also support future studies evaluating de novo generation of DIPs and
other aspects of virus evolution. While for a long time DIPs were seen as an unwanted
byproduct of virus replication, the option to produce DIPs as antiviral can be realized
well in continuous cultivations. However, since infectious STVs are contaminating the
antiviral DIPs, they have to be inactivated, e.g. by UV irradiation, to supply safe
clinical-grade material. Recently, a transcomplementing MDCK cell line was developed
that allows to produce DIPs in the absence of infectious STVs [153–155]. Together with
appropriate assaying procedures for DIP quantification, pure DIP preparations allow to
control important infection parameters in clinical trials, such as the DIP-to-STV ratio.
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Chapter 5

Conclusions

In this thesis, mathematical models of IAV growth were employed to explore options
to overcome bottlenecks in virus replication at the intracellular and the cell population
level to improve cell culture-based virus production. To achieve this goal, we focused on
investigating the impact of two inevitable constraints of virus growth: host cell factors
and DIPs.

Impact of selected host cell factors on virus growth With the aim to increase virus
yields in influenza vaccine production, we applied a single-cell model of IAV replication to
suggest targets for cell line engineering. For this, we performed parameter perturbation
studies assuming that particular steps of the viral life cycle can be directly manipulated by
changing the expression level of a putative host cell factor. As a result, we found that steps
of viral RNA synthesis, their regulation, and particle assembly and virus budding would
be promising steps to be targeted by cell line engineering. The importance of those steps
was confirmed when we analyzed intracellular measurements of virus growth obtained
from infected cell lines overexpressing selected host cell genes. However, modeling results
suggested that those genetic modifications had a negative impact on RNA synthesis
rates. As a result, engineered cell lines only released similar or slightly higher numbers
of progeny virions compared to the parental cell line. According to our parameter
estimates, this was only possible by an increase in the virus release rate, which rescued
viral titers. Furthermore, we presented a simulation approach that allowed to predict the
production phenotype of cell lines with multiple gene modifications, which were validated
qualitatively in experiments. However, an increase in cell-specific virus yield by less than
two-fold is not expected to benefit vaccine production. Nonetheless, those research efforts
highlight that it is not immediately possible to manipulate virus replication mechanisms
via genetic engineering of the host cell. In particular, the intracellular concentration
of viral genomes (vRNA) seemed robust in response to host cell manipulation, even
though changes in cRNA and mRNA levels were observed. Thus, overarching mechanisms
might regulate the maximal possible number of vRNAs, and, thus, the maximum number
of released virions. For now, it remains elusive whether those control mechanisms are
governed by the viral or the cellular system, or both. While we and others have struggled
in optimizing vaccine production by cell line engineering, we have shown that detailed
mathematical models of the intracellular viral life cycle are indispensable for the evaluation
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and meaningful interpretation of infection data from engineered cell lines.

Intracellular DIP replication Since DIPs have a negative impact on virus production,
we aimed to gain a deeper understanding of the mechanisms by which they interfere with
virus replication. For this, we investigated three hypotheses on the mode of DI RNA
interference. According to literature, it is assumed that DI RNAs are able to out-compete
their FL counterparts at the cellular level by either an advantage in RNA synthesis,
regulation of RNA replication or during progeny vRNP packaging into budding particles.
To account for those, we implemented a length-dependent factor for DI RNAs at the
corresponding steps into the intracellular IAV model. Analysis of simulated co-infections
suggests, that DI RNAs which exert an advantage in RNA synthesis are most successful
in hampering virus growth. They rapidly deplete the pool of viral resources and even
limit their own growth through self-interference when too many DIPs infect a cell or their
strength of interference is too high. In contrast, DI RNAs with an advantage in regulation
of RNA replication act less parasitic and release high numbers of DIP progeny during the
majority of the tested scenarios, while a basal level of STV release is still guaranteed.
This tendency was also observed for DI RNAs with an advantage in vRNP packaging,
however, overall fewer of those DIP progeny were released. We also tested the different
modes of interference in case that DI RNAs originate from different parental segments.
Interestingly, the qualitative behavior of different DI RNAs with respect to strength of
interference and co-infection timing was independent of the mode of interference. For
instance, DI RNAs originating from segments essential for viral RNA synthesis have
an additional growth advantage when STV infection is delayed. This was particularly
evident for DI RNAs derived from polymerase-encoding genes, which may provide an
explanation as to why they are the most abundant DI RNAs found in virus preparations.
In contrast, for some IAV genome segments, there are only a few or even no deleted
RNA sequences reported in literature, such as for segment 7 which encodes M1 and M2.
Modeling suggests that deletion mutants of segment 7 are less competitive in certain
infection scenarios due to the important role of M1 in the regulation of the viral life cycle
and as a structural component of virus particles. Yet, recent experiments showed that a
hyper-mutated DI RNA of segment 7 can strongly interfere with virus growth. Thus, to
reveal how mutated DI RNAs can overcome the drawbacks of deleted DI RNAs will be
an interesting question for future studies.
According to our detailed in silico investigations on different DI RNAs, we characterized

those that interfere most successfully with virus growth as well as those that probably
go unseen in experiments due to their negligible impact on virus yields. Furthermore,
our results represent a road map that can be used to discriminate DIPs with different
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modes of interference by analyzing their impact on intracellular concentrations of viral
components and on virus yields under controlled infection conditions.

DIP growth during continuous cultivation During continuous production of IAV, DIPs
cause periodic drops in viral titers leading to losses in productivity. Using a simple
within-host model of DIP co-infection, we predicted that oscillations can be avoided by
running the process at a short residence time. Although this process mode resulted
in a reduced DIP accumulation, it was also characterized by a significant decrease
in productivity. Hence, manipulating the process mode is an economically unfeasible
strategy to diminish DIP-mediated interference. Nonetheless, analyzing the impact of
perturbations on complex systems can lead to valuable mechanistic insights. Thus,
we performed further continuous IAV cultivations at defined residence times. Based
on experimental observations, we derived an augmented within-host model of DIP
co-infection that allowed to reproduce the measurement data. Most importantly, the
frequency of oscillations is reduced for the longer of the two residence times, which was
also clearly evident in model fits. According to parameter estimates, co-infected cells
exclusively release DIPs, which is well in agreement to our findings obtained with the
single-cell DIP model that accounts for an advantage in RNA replication. In contrast, we
had to implement DIP- and STV-specific infection rates to describe the data reasonably
well. Thus, the combination of studying DIP propagation under controlled experimental
conditions over extended periods of time allows to define new hypothesis on cell-to-cell
spread of DIPs and STVs that can be addressed in future experiments.

Summary Using several mathematical models of IAV replication, we analyzed virus
dynamics with the aim to improve our understanding of how selected host cell factors
and DIPs influence the production of virus-based biopharmaceuticals. In that context,
the application of single-cell models allowed to (i) evaluate the suitability of cell line
engineering for improved vaccine production and (ii) to discriminate hypotheses on
possible mechanism by which DIPs interfere with virus replication. Furthermore,
within-host models that describe virus production in the presence of DIPs uncovered
new features of DIP co-infection that have not been reported before. Together, modeling
played an important role in data analysis and interpretation as well as in proposing new
research avenues that can be followed-up in the future with the help of well-informed
models such as presented in this thesis.
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Chapter 6

Outlook

Using various modeling and simulation approaches, this thesis allowed detailed insights
into IAV growth kinetics in cell culture under the influence of selected host cell factors
and DIPs. Those investigations have not only contributed to an improved quantitative
understanding of IAV dynamics, but also uncovered significant challenges, yet to be
addressed in future studies.
To further improve the description of virus-host cell interactions, future models may

account more explicitly for the function of specific host cell factors and the dynamics
of their intracellular expression levels. However, due to the limited effects of host cell
factors investigated in this study, further investigations on those is unreasonable. One
option to identify more relevant factors is the bioinformatical re-evaluation of host cell
factor screenings, which recently lead to the identification and validation of IAV-host cell
factors that were unnoticed before. For instance, UBR4 is an interaction partner of the
viral protein M2 [346] that is important for membrane bending during budding of progeny
particles. Without UBR4, M2 is degraded in specific cellular compartments, such that
virus release is blocked. To transfer such findings from virus-host cell interaction maps
to a kinetic model, which provides the underlying dynamic and mechanistic principles,
calls for new modeling and computational approaches. Thus, the classical systems
biology cycle has to be extended to combine bioinformatical tools for the analysis of
high-throughput screens and mathematical models that describe virus dynamics data to
draw a clearer picture of specific virus-host cell interactions. While more and more data
and mechanistic knowledge of virus replication become available, artificial intelligence
methods will play an increasingly important role in such research studies [208, 210].
Besides the optimization of the bioinformatical analysis, we have also discussed that the
screening approaches themselves have to be re-taylored to account for parameters relevant
in vaccine production. This re-tayloring should include the adaptation of initial infection
conditions and a frequent sampling up to the time point of harvest when the maximum
number of viral progeny is released.
With respect to different modes of DI RNA interference, our in silico studies gave

detailed insights into DIP replication mechanisms and allowed to derive novel explanations
for historic experimental findings. However, we still struggle to find a coherent modeling
frame work able to reproduce all quantitative and qualitative features together. Thus,
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additional mechanisms potentially relevant for DIP growth should be investigated that
might be also included in future models. For instance, it has been shown that
DI polypeptides can influence the host response to infection [36], and, thus, may also
affect virus replication. Accordingly, it should be scrutinized whether candidate DI RNAs
form translation-competent transcripts, i.e., DI mRNAs. In addition, the translation
of highly abundant DI mRNAs can further impact overall virus growth by competing
for components of the biosynthetic machinery of the cell. In case this cannot be ruled
out, a more comprehensive sub-model of DI and FL mRNA synthesis and translation
should be included, provided that experimental measurements allow to discriminate and
quantify the corresponding proteins. Furthermore, we discussed the impact of specific
sequence elements retained in DI RNAs and the potential impact of the DI vRNP’s
secondary structure that could impact their interfering potential. For instance, it is
known that certain sequence elements are responsible for polymerase-binding or for the
successful packaging of vRNPs into progeny particles. To incorporate such knowlegde, our
intracellular model would have to be extended to allow a genotype-phenotype prediction
for such DI RNA features. However, given that various DI RNAs are usually present
in authentic virus samples, it can be computationally costly to account for each one of
them individually. Nonetheless, such an approach could also help to reveal characteristics
inherent to the different DI RNA sequences and might provide insights into biological
principles related to their de novo generation. Furthermore, we have shown both on the
intracellular and on the within-host level that self-interference is a characteristic of potent
antiviral candidates. While we cannot immediately predict DIP co-infection at the tissue
level of the lung, there are at least indications that the DIP-to-STV ratio needed to clear
infections is similar to that of an animal model. Whether this also holds true for infected
humans is yet to be clarified.

Our investigations have shown that the analysis of host cell screens is not mature enough
yet to derive robust knowledge on virus-host cell interactions that support increased
cell-specific virus yields. Still, it seems tempting to ask if certain host cell factors could
potentially support or hamper DI RNA synthesis. With that, DI RNA synthesis could
be kept at levels that might allow the continuous production of IAV in steady state.
Likewise, approaches that aim to produce DIPs as antiviral could also benefit from such
knowledge by avoiding the emergence of unwanted DI RNA sub-populations and guarantee
the manufacturing of homogeneous DIP preparations for (pre)-clininal trials. Another
link between host cell factors and DIPs might be represented by resource limitations. For
instance, it has been shown that some deletion mutants of bacteriophages show strong
interference in resource-rich environments, but interfere to a lesser extent in resource-poor
scenarios [209]. While standard cell culture media are optimized to support maximal
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growth performance of producer cells, a future question could be whether cell culture
media can be fine-tuned to manipulate emergence and growth of DIPs during virus
production. Here, modeling can also help to link and predict media composition with
respect to changes in DIP replication. Please note, that we focused our modeling efforts
on in vitro systems with a resource-rich environment and saturated infection conditions.
Likewise, the role of the immune system as well as of stochastic effects during virus
replication have been neglected. Both can be highly important in a real-world scenario
where, for instance, the antiviral response of certain producer cell lines may further inhibit
virus growth, or DIP-induced changes in virus replication affect viral clearance by the
host immune system. Furthermore, stochastic effects may influence the emergence of
dominant DI RNAs when potentially competitive de novo DI RNAs are spontaneously
degraded early during infection. To account for such competition of DI RNAs, the usage
of population balance or multi-scale approaches is required since this cannot be described
reasonably by simple within-host models. Competition of different types of DIPs might
be also addressed by the presented two-stage bioreactor setup. Hence, in the future,
multi-scale DIP models for continuous production of IAV are relevant for both bioprocess
engineering as well as for fundamental infection research.
Thus, mathematical modeling has been and will be playing a vital part in the fight

against infectious diseases, such as influenza, that pose an ongoing socio-economic threat
to our societies. Since progress made in virus dynamics modeling applied to one disease
has been shown to be greatly translatable to another, every new insight on influenza
infections will be valuable for our preparedness in counteracting the next viral pandemic.
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Appendix A

Single-cell model and virus-host cell
interactions

This chapter provides additional information on simulations of the model of intracellular
influenza A virus replication and its application to analyze virus-host cell interactions in
genetically modified A549 cell lines.

A.1. Model of intracellular virus replication

Table A.1.: List of parameters for the intracellular model.

Parameter Value Source, Reference, Comment

Btot
hi (sites) 150 [272]

Btot
lo (sites) 1 000 [272]

DRib (nucleotides) 160 [301]
FFus (–) 0.51 [18]
FSpl7 (–) 0.02 Ratio of M2 to M1 in virion
FSpl8 (–) 0.125 [384]
KVRel (virions) 10 Adjusted
kAtt

hi (site· h)−1 8.09× 10−2 Adjusted to data in [272]
kAtt

lo (site· h)−1 4.55× 10−4 Adjusted to data in [272]
kBind

M1 (molecule· h)−1 1.39× 10−6 [18]
kBind

NP (molecule· h)−1 3.01× 10−4 [18]
kBind

RdRp (molecule· h)−1 1 [18]
kDeg

M (h−1) 0.33 [18]
kDeg

R (h−1) 36.36 [18]
kDeg

Rnp (h−1) 0.09 [18]
kDeg

RRdRp (h−1) 4.25 [18]
kEn (h−1) 4.8 [18]
kEq

hi (site−1) 1.13× 10−2 [272]
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Parameter Value Source

kEq
lo (site−1) 8.33× 10−5 [272]
kExp (molecule· h)−1 1× 10−6 Adjusted to data in [385]
kFus (h−1) 3.21 [18]
kImp (h−1) 6 [386]
kRdRp (molecule−2 · h−1) 1 Rapid complex formation assumed
kRel (virions/(molecule· h)) 3.7× 10−3 Cell releases 104 virions in 12 h
kSyn

C (h−1) 1.38 [18]
kSyn

M (nucleotides/h) 2.5× 105 [18]
kSyn

P (nucleotides/h) 64 800 [387]
kSyn

V (h−1) 13.86 [18]
L1 (nucleotides) 2 320 [30]
L2 (nucleotides) 2 320 [30]
L3 (nucleotides) 2 211 [30]
L4 (nucleotides) 1 757 [30]
L5 (nucleotides) 1 540 [30]
L6 (nucleotides) 1 392 [30]
L7 (nucleotides) 1 005 [30]
L8 (nucleotides) 868 [30]
LV (nucleotides) 1 700 Based on [30]
NPHA (molecules/virion) 500 [30]
NPM1 (molecules/virion) 3 000 [30]
NPM2 (molecules/virion) 40 [30]
NPNA (molecules/virion) 100 [30]
NPNP (molecules/virion) 1 000 [30]
NPNEP (molecules/virion) 165 [30]
NPRdRp (molecules/virion) 45 [30]
NNuc

M1 (nucleotides) 200 [310]
NNuc

NEP (nucleotides) 1 700 Adjusted to [57]
NNuc

NP (nucleotides) 24 [57]
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A.2. Model for infected A549 and MDCK cells

Table A.2.: Summary of in silico optimized kinetic parameters and corresponding model
response according to the analysis shown in Figure 4.2, Section 4.1.1.

Parameter p0
a popt

b V Rel(popt)c popt
p0

V Rel(popt)
V Rel(p0)

FSpl8 - 0.125 0.625 1.01× 103 5.00 1.04
kAtt

hi (site· h)−1 0.081 0.405 9.72× 102 5.00 1.00
kEn h−1 4.800 23.998 9.74× 102 5.00 1.00
kFus h−1 3.210 16.050 9.73× 102 5.00 1.00
kImp h−1 0.296 1.480 9.81× 102 5.00 1.01
kExp (molecule· h)−1 1.00× 10−6 5.00× 10−6 1.01× 103 5.00 1.04
kSyn

P nucleotides/h 6.48× 104 3.24× 105 1.27× 104 5.00 13.03
kSyn

V h−1 100.93 20.19 1.98× 103 0.20 2.04
kSyn

C (h−1) 1.53 0.31 2.12× 103 0.20 2.18
kSyn

M nucleotides/h 3.06× 104 1.53× 105 1.27× 104 5.00 13.03
kBind

RdRp (molecule· h)−1 1.00 4.94 9.72× 102 4.94 1.00
kBind

NP (molecule· h)−1 3.01× 10−4 6.02× 10−5 2.87× 103 0.20 2.95
kBind

M1 (molecule· h)−1 1.82× 10−6 3.64× 10−7 5.05× 103 0.20 5.20
kRel virions/(molecule· h) 1.10× 10−3 5.50× 10−3 4.66× 103 5.00 4.79

a Initial parameter values for kImp, kSyn
V , kSyn

C , kSyn
M , kBind

M1 , kRel estimated from the available data
on infected A549 cells (Figure 4.1, Table 4.1 in Section 4.1.1), others taken from the original
model (Table A.1 in the appendix, [18]).
b Optimized parameter value, determined using the procedure described in Section 3.1.2.
c Cell-specific virus yield obtained with the optimal parameter value popt.
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Figure A.1.: Fold change in final virus yield in response to parameter perturbations.
We simulated manipulation of vRNA synthesis (column 1), viral protein synthesis (column 2)
and the binding of the matrix protein 1 (M1) to nuclear vRNPs (column 3) by perturbing
the corresponding kinetic parameters in the IAV replication model for both A549 cells
established in the present study (upper panel) and for MDCK cells established previously by
our group [18] (bottom panel). Shown are the fold changes of the virus yield at 24 h p.i. in
response to the fold changes in the corresponding parameters (black solid lines) with respect to
the simulation of the parental cell lines. For every parameter analysis the simulation read out
for the parental cell line (black open circle) and the optimal cell line (red cross) is marked.
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Figure A.2.: Virus release dynamics in response to in silico manipulation of gene
expression of host cell factors in MDCK cells. We assume that efficiency of individual
steps in the virus life cycle is directly dependent on host cell factors and that their influence
is changed upon knockdown or overexpression of the corresponding gene. We simulated
manipulation of gene expression by perturbing the corresponding kinetic parameters in the
IAV replication model for MDCK cells established previously by our group (Section 3.1.1, [18])
according to the approach presented for A549 cells (Figure 4.2, Section 4.1.1). For the most
important steps, virus release of parental MDCK cells (blue solid line) and the engineered
cell line (brown solid line) are shown for a simulated infection at MOI 1. Colors indicate
whether perturbation of the indicated step improved final virus yield at 24 h p.i. by at least
two-fold (green), or had no impact (red). Scheme of IAV replication adapted from [37].
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A.3. Cell lines overexpressing a single gene

Table A.3.: Comparison of key kinetic parameters of influenza A virus replication in parental
A549 cells and A549 cells overexpressing selected host cell factors.

Parametera→
Cell line ↓ kImp kSyn

V kSyn
C kSyn

M kBind
M1 kRel

A549 cells 0.296 100.93 1.53 3.06× 104 1.82× 10−6 1.10× 10−3

control 0.281 93.66 1.48 3.62× 104 2.14× 10−6 0.98× 10−3

CEACAM6 0.199 142.56 1.65 2.34× 104 1.73× 10−6 2.20× 10−3

FANCG 0.258 137.45 0.88 1.91× 104 1.81× 10−6 2.60× 10−3

NXF1 0.209 151.89 1.48 1.97× 104 1.34× 10−6 3.10× 10−3

PLD2 0.287 156.26 0.80 2.15× 104 1.54× 10−6 1.70× 10−3

XAB2 0.295 95.07 1.10 2.71× 104 1.58× 10−6 1.20× 10−3

a Nuclear import rate kImp (h−1), vRNA synthesis rate kSyn
V (h−1), cRNA synthesis rate kSyn

C (h−1), viral
mRNA synthesis rate kSyn

M (nucleotides/h), M1 binding rate kBind
M1 (molecule·h)−1, virus release rate

kRel (virions/(molecule·h)).
Median values of the corresponding parameter distributions, see also Figure 4.7, Section 4.1.2 and
Figure A.3 in the appendix.
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Figure A.3.: Comparison of parameter distributions for different A549 cell lines.
Decadic logarithm of parameter values obtained by fitting 3000 re-samples of the available
experimental data acquired from infected SGOs. Shown are median (red solid line), first
and third quartile (blue box), maximum values (whiskers) and outliers (red crosses). Blue
dashed lines represent the median of the respective parameter value for parental A549 cells.
Experimental data used for estimating the nuclear vRNP import rate in cycloheximide-treated
cells (A) were re-sampled separately from those used for simultaneous estimation of the
vRNA (B), cRNA (C), mRNA (D), M1 binding (E) and virus release rate (F) in conventional
infection experiments (without cycloheximide treatment). C6 indicates parameter values
obtained from infected cells overexpressing CEACAM6. Results from statistical testing are
given in Figure 4.7 (Section 4.1.2).
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Table A.4.: Uniprot identifier, names and functions of selected host cell genes.

Entry (Entry
name) Protein names Gene

names Functions

P40199
(CEAM6_HUMAN)

Carcinoembryonic
antigen-related cell
adhesion molecule 6

(Non-specific
cross-reacting antigen)
(Normal cross-reacting
antigen) (CD antigen

CD66c)

CEACAM6,
NCA

Direct interaction with
viral NA, activates the

Src/Akt survival
pathway [326]

O15287
(FANCG_HUMAN)

Fanconi anemia group
G protein (Protein
FACG) (DNA repair
protein XRCC9)

FANCG,
XRCC9

DNA repair, direct
interaction with the
viral polymerase,

knockdown results in
reduced virus
replication,

overexpression increases
virus replication

(minigenome replicon
assay) [325]

Q9UBU9
(NXF1_HUMAN)

Nuclear RNA export
factor 1 (Tip-associated

protein)
(Tip-associating

protein) (mRNA export
factor TAP)

NXF1,
TAP

Inhibition of NXF1
results in less nuclear

export of influenza virus
mRNA for HA and NA
in both HEK293T and

A549 cells [328]

O14939
(PLD2_HUMAN)

Phospholipase D2
(PLD 2) (hPLD2) (EC

3.1.4.4) (Choline
phosphatase 2)

(PLD1C)
(Phosphatidylcholine-

hydrolyzing
phospholipase D2)

PLD2

RNAi of PLD delays
influenza virus entry

and reduced viral titers
in vitro; in vivo, PLD2
inhibition reduces virus
titer and correlates with
significant increase in
transcription of innate
antiviral effectors [329]

Q9HCS7
(SYF1_HUMAN)

Pre-mRNA-splicing
factor SYF1 (Protein
HCNP) (XPA-binding

protein 2)

XAB2,
HCNP,

KIAA1177,
SYF1,
PP3898

DNA repair mechanism,
transcription and

transcription-coupled
repair [333], host

restriction factor for
various viruses [334]
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Figure A.4.: Flow cytometry measurement of eGFP from parental and transduced
A549 cell lines during cell culture maintenance. PFA-fixated cells were measured by
imaging flow cytometry using the 488 nm laser. The eGFP signal of single cells in focus
was evaluated using the mean FI (mean pixel feature) of channel 2 (CH02) and visualized
as histograms for parental A549 cells (A), the transduction control (B) and A549 cells
overexpressing one of the following host cell factors: NXF1 (C), CEACAM6 (D), FANCG (E),
PLD2 (F), XAB2 (G).



204 Appendix A. Single-cell model and virus-host cell interactions

Table A.5.: HA titers and ranking results of cell lines overexpressing single host cell genes and
infected by A/PR/8/34 (H1N1) at MOI 10-4.

HA titera Ranking valueb

time p.i. (h) 36 42 72 96 36 42 72 96

A549 1.05 1.44 1.85 1.97 0 0 0 0
control 0.97 1.39 1.60 1.87 0 0 0 0

CEACAM6 1.13 1.40 1.80 1.78 1 0 0 0
FANCG 1.27 1.55 1.76 1.85 3 1 0 0
NXF1 1.37 1.65 1.90 1.91 5 3 0 0
PLD2 1.16 1.49 1.91 1.88 1 0 0 0
XAB2 1.12 1.48 1.73 1.79 2 0 0 0

aHA titer given in log10 HA units/100 µl.
bZero, 1, 2, 3, 4, 5 for increase in HA titer by < 20 %, ≥ 20 %, ≥ 40 %, ≥ 60 %, ≥ 80 %, ≥ 100 %,
respectively.
See Table A.6 in the appendix for the level of overexpression of the corresponding genes.

Table A.6.: Overexpression level of host cell genes in cell lines overexpressing one of the
indicated genes as determined by 2−∆∆CT method.

Gene overexpressed in
corresponding SGO

Fold overexpression compared to
parental A549 cells

CEACAM6 19
FANCG 7
NXF1 1.5
PLD2 14
XAB2 3
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Figure A.5.: Simulating the impact of FANCG on the vRNA synthesis rate in
A549 cells. Simulation of viral components in parental A549 cells and in an in silico A549 cell
line with changed parameters according to findings for the impact of FANCG on viral polymerase
activity, proposed by Tafforeau and colleagues [325]. Virus particle release (A) and dynamics
of intracellular vRNA (B), cRNA (C) and mRNA (D) if overexpression of FANCG causes a
three-fold increase in the vRNA synthesis rate.
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Figure A.6.: Simulating the impact of FANCG on the synthesis rate of vRNA,
cRNA and mRNA synthesis in A549 cells. Simulation of viral components in parental
A549 cells and in an in silico A549 cell line with changed parameters according to findings for
the impact of FANCG on viral polymerase activity, proposed by Tafforeau and colleagues [325].
Virus particle release (A) and dynamics of intracellular vRNA (B), cRNA (C) and mRNA (D) if
overexpression of FANCG causes a three-fold increase in the vRNA, cRNA and mRNA synthesis
rate.
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Figure A.7.: Simulating the impact of FANCG on the mRNA synthesis rate in
A549 cells. Simulation of viral components in parental A549 cells and in an in silico A549 cell
line with changed parameters according to findings for the impact of FANCG on viral polymerase
activity, proposed by Tafforeau and colleagues [325]. Virus particle release (A) and dynamics
of intracellular vRNA (B), cRNA (C) and mRNA (D) if overexpression of FANCG causes a
three-fold increase in the mRNA synthesis rate.
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A.4. Cell lines overexpressing multiple genes

Figure A.8.: Simulated virus release dynamics of MGO CFNPX and A549 cells.
Light blue area shows the mean and standard deviation of released virions from approximately
2×104 simulations with randomized parameter sets, for a simulated infection at MOI 1. Infection
of parental A549 cells, the transduction control and SGOs were simulated with parameter sets
according to Table A.3 (colors according to legend).
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Table A.7.: HA titers and ranking results of cell lines overexpressing multiple host cell genes
and infected by A/PR/8/34 (H1N1) at MOI 10-4.

HA titera Ranking valueb

time p.i. (h) 36 42 72 96 36 42 72 96

A549 1.05 1.44 1.85 1.97 0 0 0 0
control 0.97 1.39 1.60 1.87 0 0 0 0
MGO 1 1.49 1.67 1.96 1.92 5 3 0 0
MGO 2 1.56 1.69 2.01 2.02 5 3 2 0
MGO 3 1.55 1.67 2.01 1.95 5 3 2 0
MGO 4 1.38 1.56 1.89 1.79 5 1 0 0

aHA titer given in log10 HA units/100 µl.
bZero, 1, 2, 3, 4, 5 for increase in HA titer by < 20 %, ≥ 20 %, ≥ 40 %, ≥ 60 %, ≥ 80 %, ≥ 100 %,
respectively.
MGO 1–3 overexpress all five host cell genes, MGO 4 overexpresses three host cell genes (FANCG, PLD2,
XAB2). See Table A.8 in the appendix for the level of overexpression of the corresponding genes.

Table A.8.: Overexpression level of host cell genes in cell lines overexpressing multiple
genes (MGOs) as determined by 2−∆∆CT method.

Fold overexpression compared to parental A549 cells
Gene name ↓ control MGO 1 MGO 2 MGO 3 MGO 4

CEACAM6 3 12 57 25 n.o.
FANCG 1 10 1 20 15
NXF1 1 2 3 2 n.o.
PLD2 1 1 1 2.5 4
XAB2 1 1.5 7 4 11

n.o. - gene was not overexpressed.
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Appendix B

Intracellular replication of DI RNAs

Here, we provide additional information on the models describing intracellular DI RNA
replication and simulations thereof. This includes a list of parameters and model
equations for growth of DI RNAs that originate from segment 1 (encoding PB2) or from
segments 4–8, encoding HA, NP, NA, M1 and M2, and NS1 and NEP, respectively.

Table B.1.: List of parameters for the intracellular model of DI RNA replication.a

Parameter Value Source, Reference, Comment

FAdv (–) 4.93b Assumption (see Equation (3.2.25),
Section 3.2.2)

kCplx (molecules−7 · h−1) 1 Rapid complex formation assumed
Ki (molecules) 5.65× 103 Adjustedc
kRel

max (virions/(cell· h)) 249.59 Adjustedc
KVRel (virions) 2800 Adjustedc
LV

1 (nucleotides) 2 341 [30]
LV

2 (nucleotides) 2 341 [30]
LV

3 (nucleotides) 2 233 [30]
LV

4 (nucleotides) 1 778 [30]
LV

5 (nucleotides) 1 565 [30]
LV

6 (nucleotides) 1 413 [30]
LV

7 (nucleotides) 1 027 [30]
LV

8 (nucleotides) 890 [30]
LV

9 (nucleotides) 395b [145]
aIn addition to the parameters shown, here the model uses the values from Table A.1.
bIf not otherwise indicated, we simulate growth of a model DI RNA originating from segment 1 with the
corresponding length and FAdv.
cParameters used to simulate preferential packaging of DI vRNPs. See Equations (3.2.30)–(3.2.31),
Section 3.2.2 for explanations.
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B.1. Length-dependency of RNA synthesis rates

Figure B.1.: Length-dependency of synthesis rates and maximum intracellular
levels of influenza A virus full-length segments’ mRNA. Adherent MDCK cells were
infected by the influenza virus strain A/PR/8/34 (H1N1) at MOI 6 and intracellular viral
mRNA levels were assessed by segment-specific RT-qPCR (n = 3). (A) Median mRNA
values of the viral genome segments 3–8 (open circle, error bars were omitted for sake of
simplicity). (B) Log-transformation (open circles) and linear regression (blue solid line) of
median mRNA values were performed to determine the mRNA synthesis rate (kSynM) of each
segment during the exponential growth phase (vertical gray dotted lines), exemplified using the
mRNA measurements of segment 3. (C) Correlation of maximal intracellular mRNA levels and
segment length (open circles, average ± standard deviation). (D) Correlation of kSynM and
segment length (open circles). Error bars represent the 95% confidence interval of the slope
determined by linear regression, described in (B). (E) Correlation of kSynM and the maximal
intracellular mRNA levels of each segment (open circles, horizontal and vertical error bars as
in (C) and (D), respectively). Experiments conducted by Antje Pflugmacher, measurements of
segment 5 published in [37]. Similar analyses were conducted for the viral cRNA and vRNA
measurements of this study (Figure 4.9 in Section 4.2.1 and Figure B.2 in the appendix).
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Figure B.2.: Length-dependency of synthesis rates and maximum intracellular levels
of influenza A virus full-length segments’ vRNA. For further details refer to the caption
of Figure B.1.
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B.2. Different modes of DI RNA interference

Figure B.3.: Impact of DIP co-infection on virus release dynamics and virus yield
for different interfering hypotheses. Virus release dynamics of progeny STVs (upper panel),
DIPs (middle panel) and total virus particles (sum of STVs and DIPs, lower panel) for various
simulated infections at a fixed initial amount of infecting DIPs (MODIP 5) in combination with
increasing numbers of infecting STVs (MOI 0–30). Co-infection occurs simultaneously at 0 h p.i.
The DIP carries a defective segment 1 (encoding PB2) with a length of 395 nt and exerts one
of three different advantages over its STV at particular stages of the viral life cycle as indicated
at the top of each column (bold letters). The gradual increase in color from dark blue to dark
red used to visualize the simulation results (solid lines) corresponds to the increase in MOI,
where dark blue denotes MOI zero and dark red MOI 30, respectively. The MOI was gradually
increased with an increment of 0.5 STV/cell.
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Figure B.4.: Influence of the MOI-to-MODIP ratio on cell-specific virus release.
Simulated number of progeny STVs (A,C,E,G) and DIPs (B,D, F,H) at 12 h p.i. considering
co-infections at various combinations of MOI and MODIP. Co-infection occurs simultaneously
at 0 h p.i. The DIP carries a defective segment 1 (S1, encoding PB2) with a length of 395 nt
and exerts one of three different advantages over its STV at particular stages of the viral life
cycle as indicated in the title of each subfigure. Simulations of DI S1 are compared to those
of a full-length DI-like S1 (2341 nt) that has no propagation advantage (A,B). Please note
the different scaling of the color bar for (D). Results in (C,D) represent a validation of the
study by Laske and Heldt et al. [309], who simulated co-infections by DIPs with a DI RNA of
segment 3 (encoding PA).
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Figure B.5.: Impact of the DI RNAs’ mode and strength of interference on
DIP-to-STV ratios. Shown are changes in particle release and ratios of virus particles and
intracellular vRNPs in a cell co-infection by one STV and one DIP. The DIP carries a DI RNA of
segment 1 (S1, encoding PB2) which exerts an advantage over its full-length (FL) segment at one
of the particular steps of the viral life cycle indicated at the top of each column (bold letters). The
DI RNAs vary in length depending on their strength of interference, i.e., their advantage factor
FAdv (see Equation (3.2.25), Section 3.2.2), indicated on the abscissa of each plot. Co-infection
occurs simultaneously at 0 h p.i. and model output is recorded at 12 h p.i. (Upper panel) Number
of progeny DIPs and STVs. (Middle panel) Ratios of extracellular virus particles, where total
number of virus particles Vtotal is the sum of DIPs and STVs. (Bottom panel) Intracellular
vRNP ratios of DI S1, FL S1 and FL segment 5 (S5, encoding NP). Numbers of particle release
and intracellular vRNPs correspond to results shown in Figure 4.13, Section 4.2.1.
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Figure B.6.: Impact of the DI RNAs’ mode of interference on virus growth
in response to various combinations of strength of interference and co-infection
timings. Simulated infections of a cell by one STV and one DIP. The DIP carries a
defective segment 1 (S1, encoding PB2) which exerts different advantages over its cognate
FL segment, indicated in the figure titles. (A–F) Number of progeny STVs at 12 h post
STV infection considering the indicated advantage and that either DIP infection (A,C, E)
or STV infection (B,D, F) occurs with the indicated delay, respectively. (G,H) Number of
unbound M1 and NEP in either an STV-only (G) or a DIP-only (H) infected cell. For (H)
the DI S1 has an advantage of 0.5 and the corresponding length compared to its parental
FL RNA (Equation (3.2.25), Section 3.2.2). The model used to simulate an advantage in DI RNA
replication (A,B) follows the approach by Laske and Heldt et al. [309]. Corresponding DIP yields
are given in Figure 4.15.
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B.3. DI RNAs with a packaging advantage

Figure B.7.: Impact of the strength of interference on DIP-to-STV ratios during
co-infection by a DIP with an advantage in vRNP packaging. Shown are simulated
ratios of virus particles and intracellular vRNPs in a cell co-infected by one DIP and one STV.
The DIP carries a defective segment 1 (S1, encoding PB2) which varies in length depending on its
strength of interference, i.e., its packaging advantage FAdv (see Equation (3.2.25), Section 3.2.2).
Co-infection occurs simultaneously at 0 h p.i. and model output is recorded at 12 h p.i. (A) Ratios
of extracellular virus particles, where total number of virus particles Vtotal is the sum of DIPs
and STVs. (B) Intracellular vRNP ratios of DI S1, full-length (FL) S1 and FL segment 5 (S5,
encoding NP). Numbers of particle release and intracellular vRNPs correspond to results shown
in Figure 4.13, Section 4.2.1.
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Figure B.8.: Localization of S1 vRNPs in response to delays in co-infection by
a DIP with an advantage in vRNP packaging. Simulated numbers of S1 vRNPs
in cells co-infected by one DIP and one STV. Model readouts were recorded at 12 h post
STV infection. The DIP carries a defective segment 1 (S1, encoding PB2) which is 395 nt
long (FAdv = 4.93). Simulations of DI S1 co-infections (light-colored dashed lines) are compared
to those of a FL DI-like S1 (2341 nt) that has no propagation advantage (dark-colored solid
lines). (A,C) Concentration of S1 vRNPs in the cytoplasm (brown) and in the nucleus (blue)
of FL S1 and DI S1, respectively. (B,D) Cytoplasmic (brown) and nuclear (blue) retention of
FL S1 and DI S1 vRNPs, respectively. Numbers of corresponding DIP and STV progeny release
are shown in Figure 4.14G, Section 4.2.1.
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B.4. DI RNAs originating from different genome segments

Figure B.9.: Impact of segment 7 DI RNAs’ mode of interference and STV
co-infection timing on virus growth. Simulated infection of a cell by one DIP and one
STV. The DIP carries a DI RNA of segment 7 (S7, encoding M1 and M2) with FAdv = 0.5. The
DI RNA’s mode of interference is indicated at the top of each column (bold letters). DIP infection
occurs first and STV infection occurs with the indicated delay. Model output is recorded 12 h
post STV infection. The vertical gray dashed lines indicate the optimal delay in STV co-infection
for which DIP yield is maximal. (Upper panel) Number of progeny viruses. (Middle panel) Levels
of total (dashed, dark-colored lines) and unbound (solid, light-colored lines) NP, M1 and M2.
(Lower panel) Levels of total viral ribonucleoprotein complexes (vRNPs; dashed, dark-colored
lines) and M1-vRNP complexes (solid, light-colored lines) of S7 and FL segment 5 (S5, encoding
NP). For DI S7 with an advantage in regulation, simulations were obtained only when STV
co-infection occurred no later than 2.3 h.
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Figure B.10.: Growth of DI RNAs with an advantage in regulation that originate
from different genome segments. Simulated infection of a cell by one DIP and one STV.
(A–F) Number of progeny DIPs at 12 h post STV infection considering the indicated regulation
advantage and delay in STV co-infection. The DI RNA’s segment origin is indicated in the
figure titles. (E) Conditions for which no simulations were obtained are highlighted in gray.
(G,H) Dynamics of unbound M1 and NEP numbers in a cell infected by one DIP with FAdv = 0.5.
(G) The DI RNAs originate from either S1 or S5 (solid lines), or S7 (dashed line). (H) The
DI RNAs originate from either S4, S6 or S8 (solid lines).
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Figure B.11.: Growth of DI RNAs with an advantage in packaging that originate
from different genome segments. Simulated infection of a cell by one DIP and one STV.
(A–F) Number of progeny DIPs at 12 h post STV infection considering the indicated packaging
advantage and delay in STV co-infection. The DI RNA’s segment origin is indicated in the
figure titles. (E) Conditions for which no simulations were obtained are highlighted in gray.
(G,H) Dynamics of unbound M1 and NEP numbers in a cell infected by one DIP with FAdv = 0.5.
(G) The DI RNAs originate from either S1 or S5 (solid lines), or S7 (dashed line). (H) The
DI RNAs originate from either S4, S6 or S8 (solid lines).
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Figure B.12.: Virus growth in co-infections by DI RNAs with an advantage in
regulation that originate from segment 7. Simulated infection of a cell by one DIP and one
STV. The DIP carries DI RNA of segment 7 (encoding M1 and M2). (A,B) Number of progeny
DIPs and STVs at 12 h post STV infection considering the indicated regulation advantage and
delay in STV co-infection. Conditions for which no simulations were obtained are highlighted
in gray. (C,D) Dynamics of unbound M1 and NEP numbers in a cell infected by one DIP with
FAdv = 0.5.
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B.5. Model for a DI RNA of segment 1

In addition to Section 3.2, we, here, list the complete set of equations used to describe
intracellular virus replication upon co-infection by STVs and DIPs that carry a DI RNA
of segment 1 (DI S1, encoding PB2). Since STVs and DIPs are antigenically identical,
we assume that uptake of STVs and DIPs is similar. For entry of STVs, we used
Equations (3.1.1)–(3.1.4) as before (Section 3.1.1, [18]) and added the corresponding
equations for DIPs.
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dt = kDis
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where D denotes the DIP. Then, viruses in endosomes (V En, DEn) fuse and release a
complex of eight genome segments to the cytoplasm.
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dDcyt

dt = kFusDEn − kImpDcyt,

where V cyt and Dcyt contain FL vRNAs of segments 2–8, and one copy of a FL S1 or a
DI S1, respectively. Upon nuclear import, those complexes dissociate and the individual
vRNA segments are transcribed and replicated separately.
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where k = 1, . . . , 8 are the FL segments and k = 9 denotes the DI S1. Once M1 binds
to vRNPs, they become inactive and are no further template for viral replication and
transcription. Then, nuclear export of M1-vRNP complexes is initiated upon binding of
NEP.
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where kCplx denotes the formation rate for cytoplasmic complexes that consists of eight
progeny vRNPs, i.e., vRNPs of segments 2–8 and either the FL S1 or the DI S1. Viral
mRNA and protein synthesis was described by the following equations.
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where rRel
D is the release rate of DIPs. For assembly and budding of progeny viruses,

complexes of eight progeny vRNPs are formed.

dV cyt
Cplx

dt = kCplxVpcyt
M1,1

∏
k

Vpcyt
M1,k − rRel − kDeg

RnpV
cyt
Cplx, k = 2, . . . , 8,

dDcyt
Cplx

dt = kCplxVpcyt
M1,9

∏
k

Vpcyt
M1,k − rRel

D − kDeg
RnpD

cyt
Cplx,

where V cyt
Cplx and Dcyt

Cplx denote the complexes that contain vRNPs of segments 2–8
and either the FL S1 or the DI S1, respectively. For virus release, we adjusted
Equation (3.1.26) by assuming that unbound polymerases, NP and NEP are not required
for virus budding (see Section 3.2.1 for further explanations).

dV Rel

dt = rRel = 8kRelV cyt
Cplx

∏
j

Pj

Pj +KVRelNPj

,

dDRel

dt = rRel
D = 8kRelDcyt

Cplx
∏

j

Pj

Pj +KVRelNPj

,

with j ∈ {HA,NA,M1,M2} ,

where V Rel and DRel are the STVs and DIPs, respectively, that are released from the cell.
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B.6. Models for DI RNAs of different genome segments

To simulate co-infections by DI RNAs that originate from segments 4–8, we used the same
equations as presented in Section B.5. In the following, we highlight those equations that
have to be adjusted accordingly. Equation (3.2.9) remains unaffected.

dVpnuc
k

dt = kImpV cyt + kImpDcyt + kBind
NP PNPR

V
RdRp,k −

(
kBind

M1 PM1 + kDeg
Rnp

)
Vpnuc

k ,

with k = 1, 2, 3, 5, . . . , 8 for DI S4,

with k = 1, 2, 3, 4, 6 . . . , 8 for DI S5,

with k = 1, 2, 3, 4, 5, 7, 8 for DI S6,

with k = 1, . . . , 6, 8 for DI S7,

with k = 1, . . . , 7 for DI S8,

dVpnuc
i

dt = kImpV cyt + kBind
NP PNPR

V
RdRp,i −

(
kBind

M1 PM1 + kDeg
Rnp

)
Vpnuc

i ,

with i = 4 for DI S4,

with i = 5 for DI S5,

with i = 6 for DI S6,

with i = 7 for DI S7,

with i = 8 for DI S8,

dVpcyt
M1,k

dt = kExpPNEPVp
nuc
M1,k − kCplxVpcyt

M1,i
∏
k

Vpcyt
M1,k − kCplxVpcyt

M1,9
∏
k

Vpcyt
M1,k − k

Deg
RnpVp

cyt
M1,k,

dVpcyt
M1,i

dt = kExpPNEPVp
nuc
M1,i − kCplxVpcyt

M1,i
∏
k

Vpcyt
M1,k − k

Deg
RnpVp

cyt
M1,i,

dPM1

dt = kSyn
P
DRib

(
1− FSpl7

)
RM

7 − kBind
M1 PM1

∑
m=1,...,9

LV
m

NNuc
M1

Vpnuc
m

− (NPM1 −
∑

p=1,...,8

LV
p

NNuc
M1

)rRel − (NPM1 −
∑

p=1,...,i−1,i+1,...,9

LV
p

NNuc
M1

)rRel
D ,

dV cyt
Cplx

dt = kCplxVpcyt
M1,i

∏
k

Vpcyt
M1,k − rRel − kDeg

RnpV
cyt
Cplx,

dDcyt
Cplx

dt = kCplxVpcyt
M1,9

∏
k

Vpcyt
M1,k − rRel

D − kDeg
RnpD

cyt
Cplx.
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Appendix C

Continuous production of influenza A virus

This chapter provides additional information on the models for DIP growth during
continuous virus production and simulations thereof.

C.1. Influence of residence time on oscillations

Figure C.1.: Simulation of continuous influenza virus production at three different
residence times (RTs) neglecting virus degradation. Dynamics of total and infectious
virus titers, expressed as HA titer (A) and TCID50 titer (B), respectively, as well as concentration
of defective interfering particles (DIPs) (C), and concentrations of sub-populations of infected
cells, namely co-infected (D), STV-only infected (E) and DIP-only infected (D) cells for a
simulated infection at MOI 0.025. Parameters were set according to Table 4.2 except that
kDeg

V = 0. Dependent on the RT, the flow rate of fresh medium from the medium reservoir to
the virus bioreactor FFM and the cell concentration in the feed Tin were adjusted according to
Equation (3.3.11) and Equation (3.3.4), respectively (see Section 3.3.1). Colors according to
legend.
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Figure C.2.: Simulation of continuous influenza virus production at three different
residence times (RTs) excluding growth of DIP-only infected cells. Dynamics of total
and infectious virus titers, expressed as HA titer (A) and TCID50 titer (B), respectively, as well as
concentration of defective interfering particles (DIPs) (C), and concentrations of sub-populations
of infected cells, namely co-infected (D), STV-only infected (E) and DIP-only infected (D) cells
for a simulated infection at MOI 0.025. To exclude growth of DIP-only infected cells, the term
µId in Equation (3.3.6) is neglected. Parameters were set according to Table 4.2. Dependent
on the RT, the flow rate of fresh medium from the medium reservoir to the virus bioreactor
FFM and the cell concentration in the feed Tin were adjusted according to Equation (3.3.11) and
Equation (3.3.4), respectively (see Section 3.3.1). Colors according to legend.
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C.2. Model analysis

Figure C.3.: Dynamics of viral sub-populations of A/PR/8/34-delS1(1) produced by
MDCK.SUS2 cells in a parallel continuous bioreactor system at residence times of
22 h and 36 h over 90 days. Time courses of infectious STVs (A), FLS1-containing virions (B),
sum of all viral sub-populations in log10 HA units/100µL (C), and DI S1-containing virions (D)
are shown for residence times of 22 h (solid lines) and 36 h (dashed lines). The continuous culture
was started at 23.4 h p.i.
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Figure C.4.: Dynamics of the HA titer produced in parallel continuous cultures
of MDCK.SUS2 cells infected by A/PR/8/34-delS1(1) at residence times (RTs) of
22 h and 36 h in response to exclusion of different virus production rates. HA titer
measurements (open circles), original model fit (solid line) and model simulations (dashed lines)
are shown in case of (A, D) the de novo generation rate of DIPs by STV-only infected cells kProd,Is

Vd
is zero, (B, E) the rate of NIP production by co-infected cells kProd,Ic

VNi
is zero and (C, F) the

rate of NIP production by STV-only infected cells kProd,Is
VNi

is zero, for RT 22 h (upper panel)
and RT 36 h (lower panel), respectively. For the different simulation scenarios the remaining
parameters were fixed according to the values in Table 4.3. For both, experiment and model
simulations, the continuous culture was started at 23.4 h p.i.



C.2. Model analysis 231

Table C.1.: Local sensitivities of parameter estimates and initial conditions of the model for
production of A/PR/8/34-delS1(1) in continuous cultures of MDCK.SUS2 cells at residence
times of 22 h and 36 h, raw values and further analysis in addition to Figure 4.27.

RT 22 h RT 36 h
Parameter Value LS (%) Value LS (%)

µa (h−1) 0.0454 0.0052 0.0278 0.0074
Da (h−1) 0.0454 2.1726 0.0278 0.8996
kInf

S (ml/(virion· h)) 1.59× 10−7 0.0111 5.38× 10−8 0.0121
kInf

D (ml/(virion· h)) 2.32× 10−10 0.0375 7.96× 10−11 0.1166
kApo (h−1) 0.008 0.0111 0.003 0.0039
kProd

Vs (virions/(cell· h)) 2.51 0.0265 4.12 0.0447
kProd,Ic

Vd (virions/(cell· h)) 203 0.0985 177 0.1194
kProd,Is

Vd (virions/(cell· h)) 10−5 3.83× 10−9 1.13× 10−9 2.14× 10−19

kProd,Ic
VNi

(virions/(cell· h)) 4.91× 10−16 1.16× 10−23 1.41× 10−8 1.71× 10−21

kProd,Is
VNi

(virions/(cell· h)) 120 0.0074 173 0.0242
kDeg

Vs (h−1) 1.58× 10−7 4.45× 10−9 0.07 0.0383
kDeg

V (h−1) 3.82× 10−27 0 2.02× 10−9 1.63× 10−15

Tin
b (cells/ml) 1.13× 106 0.1536 1.13× 106 0.1496

T0 (cells/ml) 1.80× 106 0.0321 1.37× 106 0.0640
Vs0

c (virions/ml) 3.16× 105 5.06× 10−5 3.16× 105 5.99× 10−5

Vd0
c (virions/ml) 6.41× 105 8.33× 10−4 8.06× 105 0.0033

VNi0
c (virions/ml) 2.05× 107 1.59× 10−4 2.03× 107 1.40× 10−4

a Although D was estimated from experimental measurements and was fixed during model fitting, the
sensitivity of D expresses the sensitivity of the system toward perturbations in flow rates. For continuous
cultivation we usually assume µ = D. Here, sensitivity of the two model parameters was evaluated
individually.
b Tin is assumed to be constant during the continuous cultivation. Its local sensitivity expresses
how strongly the system responds to perturbations of the cell concentration in the cell bioreactor, see
Equation (3.3.4), Section 3.3.1.
c Local sensitivity of initial concentrations of STVs, DIPs and NIPs expresses sensitivity of the system
toward seed virus composition.
RT - residence time, LS - local sensitivity, represents the normalized change in the model output in
response to a perturbation of the parameter or initial condition by +1% (see Equation (2.3.4) and
Equation (2.3.5)).
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Figure C.5.: Prediction for the dynamics of viral sub-populations of
A/PR/8/34-delS1(1) produced by MDCK.SUS2 cells in a parallel continuous
bioreactor system at RT22 h. Experimental data obtained for RT22 h (open circles) and
predictions (lines) using the model fitted previously to the data of RT36 h with the parameter
values in Table 4.3, except that µ = D = 0.0454h−1. Shown are time courses of infectious
STVs (A), FLS1-containing virions (B), sum of all viral sub-populations as HA titer (C),
and DI S1-containing virions (D). For both, experiment and model simulations, the continuous
culture was started at 23.4 h p.i.
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Figure C.6.: Prediction for the dynamics of viral sub-populations of
A/PR/8/34-delS1(1) produced by MDCK.SUS2 cells in a parallel continuous
bioreactor system at RT36 h. Experimental data obtained for RT36 h (open circles) and
predictions (lines) using the model fitted previously to the data of RT22 h with the parameter
values in Table 4.3, except that µ = D = 0.0278h−1. Shown are time courses of infectious
STVs (A), FLS1-containing virions (B), sum of all viral sub-populations as HA titer (C),
and DI S1-containing virions (D). For both, experiment and model simulations, the continuous
culture was started at 23.4 h p.i.
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