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Zusammenfassung

Die laparoskopische und robotergestützte Chirurgie bietet diverse klinische Vorteile
für Patientinnen und Patienten. Hierbei spielen insbesondere die kleineren Wunden
und das insgesamt geringere chirurgische Trauma eine Rolle. Dabei enstehen neue und
zusätzliche physische und kognitive Herausforderungen für Chirurginnen und Chirur-
gen. Das Forschungsfeld der computerassistierten Chirurgie versucht unter anderem,
Chirurginnen und Chirurgen bei diesen zusätzlichen Herausforderungen zu unterstützen.
Die minimalinvasive Nierenteilresektion ist eine Operation, die von diesen Herausforderun-
gen betroffen ist und die aufgrund ihrer chirurgischen Komplexität nur von spezialisierten
und erfahrenen chirurgischen Urologinnen und Urologen durchgeführt werden kann. Ziel
der minimalen Nierenteilresektion ist die laparoskopische oder robotergestützte Resektion
von Nierentumoren unter Erhaltung einer möglichst hohen Nierenfunktion.

In den letzten Jahrzehnten ist eine Vielzahl von Forschungsarbeiten in der computer-
assistierten, minimalinvasiven Chirurgie erstellt worden. Viele dieser Arbeiten nutzen
augmentierte Realität (AR), um intraoperativ relevante Informationen zur Verfügung zu
stellen. Diese Ansätze haben zum Ziel, die entsprechende Operation sicherer, effektiver
oder effizienter zu machen. Dabei fokussiert sich die Mehrheit dieser Arbeiten auf
technische Systemaspekte, wie etwa die Genauigkeit und Zuverlässigkeit chirurgischer
AR-Systeme. Allerdings stellt die nutzerzentrierte Betrachtung solcher Systeme eine
Voraussetzung für die Entwicklung sicherer und effektiver chirurgischer Assistenzsys-
teme dar. Diese Dissertation führt eine nutzerzentrierte Untersuchung der folgenden
übergreifenden Forschungsfrage durch: Wie kann AR-Navigation die chirurgische Be-
handlung von Nierentumoren unterstützen? Die erste Frage, die sich in diesem Kontext
stellt, ist: Welche zusätzlichen Informationen braucht die Chirurgin oder der Chirurg?
Daher nutzt diese Dissertation die minimalinvasive Nierenteilresektion als beispielhafte
Fallstudie für die folgende zweite Forschungsfrage: Kann eine gezielte Untersuchung der
Informationsbedürfnisse neue Forschungsfelder für die chirurgische Navigationsassistenz
eröffnen?

Zu diesem Zweck wurden die Informationsbedürfnisse, die während der minimalin-
vasiven Nierenteilresektion auftreten, mit Methoden der kognitiven Aufgabenanalyse
untersucht. Die Ergebnisse wurden mithilfe eines systematischen Literaturreviews mit
dem aktuellen Forschungsstand verglichen. In diesen Analysen wurden drei chirurgische
Phasen der minimalinvasiven Teilresektion identifiziert, die besonders von AR-Assistenz
profitieren können: Die Präparation und Versorgung der Nierenblutgefäße vor der Tu-
morresektion, die Tumorresektion selbst und die Versorgung der Resektionswunde. In
dem systematischen Literaturreview wurden keine dedizierten Lösungen für die Assistenz
während der Resektionswundenversorgung gefunden. Während dieser Phase treten einige
spezielle technologische Herausforderungen für die Entwicklung von AR-Systemen auf.
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Im Rahmen dieser Dissertation wurden daher ein AR-Registrierungsprozess für diese
Phase, sowie allgemeine interaktive Registrierungsmethoden für laparoskopische AR
entwickelt. Zusätzlich wurde ein interaktives, audiovisuelles AR-Konzept für die Nav-
igation während der Resektionswundenversorgung entwickelt. Diese Lösungskonzepte
wurden im Rahmen früher Forschungsprototypen implementiert und in laborbasierten
Nutzerstudien getestet. Die in dieser Dissertation berichteten Arbeiten eröffnen ein neues
Anwendungsfeld für AR-Navigation in der minimalinvasiven Nierenteilresektion und
stellen Lösungskonzepte für diese Anwendung vor. Weitere Arbeiten sind erforderlich, um
diese Lösungskonzepte in einem weiterentwickelten Assistenzsystem zu integrieren und
dieses, letztendlich, zum Wohle von Patientinnen und Patienten einsetzbar zu machen.
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Abstract

Laparoscopic or robot-assisted surgery bears great clinical benefits for the patients due
to their minimal invasiveness and the associated reduced surgical trauma. However, they
can be taxing for the operating surgeon and introduce additional physical and cognitive
challenges. The field of surgical computer assistance aims to alleviate these challenges.
One operation that is affected by these challenges and that is, due to its surgical
complexity, limited to specialised and experienced surgical urologists, is laparoscopic /
robot-assisted partial nephrectomy (LRPN). LRPN describes the minimally invasive
resection of kidney tumours while preserving as much healthy kidney tissue as possible.

A wide range of research has been conducted on computer assistance in minimally
invasive surgery (including LRPN) over the past few decades. Many of these research
approaches use augmented reality (AR) to provide surgeons with intraoperative informa-
tion in convenient ways. These computer assistance approaches aim to make the surgery
safer, more effective, more efficient, or to reduce the surgeon’s workload. The majority
of this research focuses on technological aspects, such as the accuracy and reliability of
surgical augmented reality (AR) systems. However, user-centred considerations have
been shown to be essential in creating safe and effective computer assistance solutions.
The work reported in this dissertation takes a user-centred approach to the overall
research question: How can AR navigation aid the surgical treatment of kidney cancer?
The first question to be asked in this context is, what information does the surgeon need.
Thus, this dissertation uses LRPN as a case study example for its second overall research
question: can a dedicated investigation of information needs advance novel research areas
for surgical navigation assistance?

These information needs that arise during LRPN were investigated with cognitive
task analysis methods. The results were compared against the field’s state of the art by
means of a systematic literature review. These analyses revealed three surgical phases
that can particularly benefit from AR assistance: the management of renal vessels before
the tumour resection, the tumour resection itself, and the repair of the resection wound.
No dedicated assistance concepts for the third phase could be identified. A number of
specific technological challenges for AR systems arise during this phase.

Therefore, this dissertation introduces a registration workflow and interactive registra-
tion techniques that may be useful for AR assistance during the resection wound repair.
Moreover, an interactive, audiovisual AR prototype has been developed. These solution
concepts were implemented in early-stage prototypes and evaluated in laboratory-based
user studies. The work reported in this dissertation revealed a novel application for AR
assistance in LRPN and early-stage solution concepts were generated for this application.
Further work is required to mature these concepts into an integrated surgical assistance
system and, ultimately, introduce them to the patient.
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1
Introduction

Synopsis
This chapter introduces the field of augmented reality (AR) and image guidance in laparoscopic

oncological surgery. It motivates the user-centred research and development of techniques and

technologies for intraoperative surgical assistance and briefly introduces the exemplary application

of laparoscopic / robot-assisted partial nephrectomy (LRPN). A summary of the research approach

that arises from this motivation is provided and the aspired contribution of this dissertation is

derived from it. Finally, this chapter provides an overview of the dissertation’s overall structure.
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1 Introduction

1.1 Motivation
How can AR navigation aid the surgical treatment of kidney cancer? This is the first and
initial overall research question that underlies and motivates this dissertation. Globally,
approximately 430,000 patients develop renal cancer each year [1]. This accounts for 5%
of cancer diagnoses in men and 3% of cancer diagnoses in women [2]. The surgical removal
of the tumour is the only known curative treatment option [3]. It, therefore, plays a
crucial role in the management of renal cancer cases. Historically, this surgical treatment
entailed the removal of the entire affected kidney in an open surgery. In recent years,
the standard methods have shifted to either removing the affected kidney in a minimally
invasive approach or to only removing the tumour itself while preserving as much healthy
kidney tissue as possible. This partial nephrectomy (PN) is also increasingly being
conducted laparoscopically or with laparoscopic robot-assistance [3].

Laparoscopic surgery is generally less invasive and causes reduced surgical trauma for
the patient when compared to open surgery. Meanwhile, it can be taxing for the operating
surgeon [4]. The challenging factors include the spatial perception and orientation [5],
physical stress [6], and instrument manipulation [7]. These challenges and the surgical
complexity of PN make LRPN a procedure that is limited to specifically trained and
experienced surgeons1 and to selected urological centres [3]. These problems do not
only limit the spread of LRPN but are, beyond that, endemic to laparoscopic surgery in
general. Alleviating these challenges has been the objective of a wide range of research
on surgical computer assistance.

Surgical computer assistance mostly aims to support the preoperative surgical planning
process and the intraoperative surgical performance [8]. A majority of perioperative
clinical errors occur intraoperatively [9]. Moreover, the mental fusion of preoperative
plans with the laparoscopic view of the surgical site is one of the error-prone cognitive
tasks in laparoscopic surgery [10]. One popular approach to address these intraoperative
challenges is the use of AR in laparoscopic surgery [11]. AR allows the integration
of surgical planning data or other relevant anatomical, pathological, or clinical infor-
mation into the view of the surgical site without requiring the surgeon to search the
information elsewhere and mentally fuse it with the surgical site [8, 11]. Such computer
assistance systems have demonstrated the potential to improve patient safety and surgeon
performance [12], and to reduce surgery duration [8].

However, reviews of the relevant literature have found that the majority of research
focuses on primarily technological system aspects, such as system accuracy and relia-
bility [13]. Meanwhile, a reduced focus has been put on the intended users’ (i.e. the
surgeons’) clinical needs and the constraints and conditions that are inherent in the
intended use environment [12, 14]. This consideration of the user, however, is essential
because the surgical computer assistance (e.g. AR) system is directly interacted with by
the surgeon. It affects the surgeon’s workload, situation awareness, and skill acquisition
(and loss) processes and, thereby, indirectly affects the intended outcomes of patient
safety, surgical efficacy, and surgical efficiency [12]. In fact, surgical AR assistance can
even harm the surgeon’s performance by occluding the direct surgical view [10] or by
affecting the surgeon’s allocation of attention [15, 16].

1LRPN is commonly performed by surgical urologists. Since this dissertation alternatingly discusses
both, LRPN-specific and more general surgical matters, the more general term surgeon is used
throughout the document.
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1.2 Contribution

The key questions to be asked in the user-centred research and development of surgical
computer assistants can be phrased as:

1. What information should be displayed to the surgeon?

2. When should it be displayed?

3. How should it be displayed? [13]

While many AR publications investigate the second and third aspects, little systematic
research has been published that examines the first question. A majority of the usability
research on medical AR investigates the performance of and with finalised prototypes [17].
The first question of the user-centred research process, however, requires an investigation
of the surgical tasks to be assisted and the surgical circumstances, prior to the solution
development and prototyping phase. Therefore, this dissertation investigates a second
and more general overall research question. The specific surgery of LRPN serves as a
suitable case study scenario for this question: can a dedicated investigation of information
needs advance novel research areas for surgical navigation assistance?

1.2 Contribution
The contribution of this dissertation is framed by the two overall research questions posed
above. The herein reported work demonstrates a research approach for the investigation
and identification of surgeons’ information needs. In the context of this document,
information needs describe any information that may aid the surgeons in making the
surgery safer, more effective, more efficient, or that can help to reduce the workload for
the surgeon. This research is based on existing cognitive task analysis (CTA) methods
and allows for the identification of relevant surgical challenges and the information
that may help to alleviate these. A systematic literature research of image guidance
(including AR) in LRPN provides a comprehensive overview of existing approaches for
what information should be made available to the surgeon and when it should be made
available.

The remainder of the research reported in this dissertation is based on the comparison
of the information needs and the relevant literature on assistance in LRPN. Specifically,
the comparison reveals a potential benefit of AR assistance during the surgical phase of
repairing the resection wound [18]. The surgical conditions during this phase entail specific
technological challenges for the AR registration and visualisation. This dissertation
proposes a dedicated registration workflow that is intended to address the former.
A prototypical implementation of this workflow is reported along with a laboratory
user study for its evaluation. Moreover, this dissertation further explores the field
of user interaction for laparoscopic AR registration. Two novel interaction methods
are introduced and evaluated. Finally, a dedicated interactive audiovisual AR concept
is introduced that aims to address the specific challenges arising during the phase of
resection wound repair. A proof-of-concept evaluation by means of a laboratory-based
user study is reported for this concept.

3



1 Introduction

1.3 Structure
The remainder of this dissertation is structured as follows:

� Chapter 2 provides the clinical and technical background for the research activities
that are reported in this dissertation. Its first part focuses on the clinical context of
this work. The chapter’s second part gives an introduction to AR. Following a brief
and general overview of the AR technology and its applications, the components
of surgical AR systems are introduced.

� Chapter 3 investigates the question: what information do surgeons need during
LRPN to make the surgery safer, more effective, more efficient, or to reduce the
workload for the surgeon. It reports a study that systematically investigated these
information needs in a CTA-based interview study with nine senior urological
surgeons.

� A range of surgical computer assistance and image guidance methods and solutions
for LRPN have been published in the literature. Chapter 4 reports a systematic
review of the relevant literature. The chapter reports the identification of a
research gap during the surgical phase of the resection wound repair. This phase
entails multiple surgical challenges with no published, dedicated image guidance
or computer assistance solutions. The chapter is concluded by identifying the
technological challenges around the AR registration, visualisation, and interaction
that arise during this phase.

� Chapter 5 investigates the challenges that arise for the registration of AR content
during the resection wound repair phase. A dedicated registration workflow is
introduced that aims to address the phase specific challenges reported in Chapter 4.
A laboratory-based user study is reported in which the registration pipeline has
been evaluated.

� The field of laparoscopic AR registration is further explored in Chapter 6. The
chapter examines the field of interactive or manual registration of AR content.
Two novel interaction concepts are introduced and evaluated that aim to employ
natural interaction metaphors and to achieve a minimal invasiveness to the surgical
workflow.

� Beyond the registration-related challenges, Chapter 4 reports some technological
challenges that affect the visualisation of and user interaction with laparoscopic
AR content during the resection site repair phase of LRPN. Chapter 7 introduces
an interactive, audiovisual AR concept that aims to address these challenges. A
proof-of-concept user study for the concept is reported.

� Finally, Chapter 8 concludes the dissertation. It discusses the research contribution
and its limitations, and summarises the future work objectives that arise from
them.
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2
Background

Synopsis
The first part of this chapter provides the medical background for the research reported in this

dissertation. The pathology, epidemiology, and treatment options of renal cancer are briefly

summarised and the surgical treatment options are further discussed. The section also gives an

introduction to laparoscopic and robot-assisted surgical techniques, and briefly discusses their

limitations that motivate the research of technological assistance solutions. The second part gives

an introduction to surgical AR for intraoperative assistance. An overview of the components that

constitute a functioning AR system is provided and the components are further examined one by

one.
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2 Background

2.1 Clinical context: renal cancer and minimally invasive
partial nephrectomy

(a) Anatomical position and context of the right
kidney. Figure from Guillonneau et al. [19] and
reprinted by permission from Springer Nature.

(b) Anatomical position and context of the left
kidney. Figure from Guillonneau et al. [19] and
reprinted by permission from Springer Nature.

Figure 2.1: Anatomical positions and context of the right and left kidney. The drawings
are from the anterior perspective. A: Aorta; AG: Adrenal gland; AV: Adrenal
vein; AW: Lateral abdominal wall; CD: Descending colon; CF: Colonic
flexure; CT: Transverse colon; D: Duodenum; DI: Diaphragm; GV: Gonadal
vessel; IVC: Inferior vena cava; K: Kidney; L: Liver; LV: Lumbar vein; PCL:
Phrenocolonic ligament; Pn: Pancreas; RA: Renal artery; RP: Renal pelvis;
RV: Renal vein; S: Spleen; SL: Splenocolonic ligament; U: Ureter [19].

2.1.1 The kidney’s anatomy and physiology
The kidney is a bilateral organ that is situated in the retroperitoneal space [19]. The
anatomical positions of the left and right kidney are shown in Figure 2.1. The kidneys
are perfused by the left and right renal artery and vein, which branch off the aorta and
the vena cava, respectively. Adult human kidneys are approximately 11-12cm long and
5-6cm wide with an approximate weight of 150g [20]. The kidney has multiple functions
for the human organism, including the regulation of the water and electrolyte balance
and blood pressure. Further functions include the preservation and management of the
acid-base balance, calcium concentration, and phosphate concentration, as well as the
filtration and disposal of water soluble toxins. [21].

The kidney comprises two main anatomical structures: the renal hilum and the
parenchyma (Figure 2.2). The renal artery and renal vein enter the kidney and the ureter

6



2.1 Clinical context: renal cancer and minimally invasive partial nephrectomy

Figure 2.2: Renal anatomy. Figure from Nowack et al. [20] and reprinted by permission
from Springer Nature. The German labelling is used due to copyright
limitations.

exits the kidney at the hilum that is oriented towards the medial plane. The renal artery
and vein split up into segmental branches, which branch into smaller structures up to
capillary blood vessels in the renal cortex that is the outer part of the parenchyma. The
ureter transports the urine that is collected in the renal pelvis (which is also situated in
the hilum) to the bladder [21]. The superior and inferior ends of the kidney (top and
bottom in Figure 2.2) are referred to as the kidney poles. The kidney is surrounded by
fatty tissue and encapsuled in the Gerota fascia.

The renal parenchyma includes the inner medulla and the peripheral cortex [21]. It
contains the kidney’s main functional structures, the nephrons. The nephrons perform
the blood filtration and urine production. They consist of the glomeruli that are situated
in the cortex, and the tubuli. Initial filtration and the production of primary urine are
performed in the glomeruli. The primary urine is then processed through the tubuli.
Additional filtration and re-absorption processes in the tubuli convert the primary urine
to the finally expelled urine. The tubuli that merge into larger collecting tubes and,
finally, into the medulla’s papillae. These merge into the renal calyces, which transport
the urine to the renal pelvis. The glomeruli are filled and the tubuli are surrounded
by capillaries that allow for the filtration and re-absorption processes that are required
during the urine production [21]. The blood vessels that branch into these capillaries
run primarily through the renal columns.
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2 Background

2.1.2 Renal cell carcinoma

Renal cancer is the 11th most common cancer diagnosis in women (2.3%) and the 9th

most common cancer diagnosis in men (3.6%) in Germany [22]. Overall, approximately
14.500 cases were reported in Germany in 2016 [22]. As the occurrence rate indicates, the
incidence is higher in men than in women with risk ratios being reported between 1.5:1 [3]
and 2:1 [23]. The global peak incidence rate for sporadic (as opposed to hereditary)
cases lies between 60 and 70 years [2], whereas the mean age of diagnosed patients in
Germany, Austria, and Switzerland has been reported as 65 to 70 for men and over 70
for women [23]. Apart from hereditary factors, risk factors for renal cancer include high
blood pressure, smoking, and a high body mass index [24]. In women, diabetes has also
been correlated with a higher risk for renal cancer [25]. In correlation with the prevalence
of these risk factors, renal cancer incidence is particularly high in economically developed
societies in Western Europe and North America [2].

The majority (approximately 75%) of renal tumours are made up by sporadic clear-cell
renal cell carcinoma (RCC). Sporadic means that the causal genetic mutation was not
inherited but that it occurred spontaneously. These tumours are usually located in
the renal cortex. Five per cent of renal tumours are renal oncocytoma, which orginate
from the papillae. These are classified as benign and rarely metastate but are hardly
distinguishable from RCC in current imaging techniques. They are, therefore, indicated
for the same treatment options and identified histologically [3].

RCC are smooth and soft tumours that are encapsuled by a stable pseudo-capsule [3].
They are commonly located near the kidney poles [26]. In later stages, tumour thrombi
of RCC can extend into the venous system. These thrombi can reach into the renal vein,
the vena cava, or even the right atrium [3].

Most RCC, however, are detected during earlier stages of the disease. More than 50%
of RCC are detected in the examination of unspecific abdominal symptoms [3]. Usually,
RCC do not cause specific symptoms during their early growth but later-stage symptoms
include abdominal pain, hematuria, and a palpable tumour. Only 6-10% of RCC are
detected based on these symptoms [3]. The staging of RCC is classified following the
Union for International Cancer Control’s TNM classification [27]. The TNM stages are
listed in Table 2.1. Due to the commonly early detection, up to 90% of the patients
diagnosed with RCC are diagnosed during the T1 or T2 stages [3], i.e. while the tumour
is limited to the kidney from which it originated.

The diagnosis itself is primarily conducted with anatomical ultrasound and contrast
enhanced abdominal computed tomography (CT) or magnetic resonance imaging (MRI).
MRI is generally inferior to CT in RCC differentiation but can help identify and classify
venal thrombi in advanced stages [3]. Ultrasound imaging is mostly sufficient for
differentiation of RCC and renal cysts and CT imaging allows for the identification of
the tumour type and the TNM classification [3]. Due to the high diagnostic value of this
imaging combination, biopsies are commonly not required. The existence of multiple
distributed tumours poses an exception to this. In this case, pathological biopsy data
can help determine whether the renal tumour is the primary tumour or a metastasis
from a different origin [3].
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2.1 Clinical context: renal cancer and minimally invasive partial nephrectomy

Table 2.1: TNM classification of renal tumours as per the Union for International Cancer
Control [27].

T - Primary tumour
Tx Primary tumour cannot be assessed
T0 No evidence of primary tumour
T1 Tumour 7cm or less in greatest dimension, limited to the kidney
T2 Tumour more than 7 cm in greatest dimension, limited to the

kidney
T3 Tumour extends into major veins or perinephric tissues but not

into the ipsilateral adrenal gland and not beyond Gerota fascia
T4 Tumour invades beyond Gerota fascia (including contiguous exten-

sion into the ipsilateral adrenal gland)
N - Regional lymph nodes
Nx Regional lymph nodes can not be assessed
N0 No regional lymph node metastasis
N1 Metastasis in regional lymph node(s)
M - Distant metastasis
M0 No distand metastasis
M1 Distant metastasis

2.1.3 Treatment options for renal cell carcinoma

Patients with early stage detection of RCC have a good prognosis with a five year survival
rate of 70-90% for T1/T2 cases [26] in TNM classification (Table 2.1). The primary
treatment algortihm that is recommended by the German Society for Haematology
and Clinical Oncology is depicted in Figure 2.3 [23]. The recommended algorithm
illustrates that surgical treatment is the clearly preferred approach for RCC. This is
because surgical treatment is the only known curative treatment for RCC [3]. In fact,
approximately 90% of T1 RCC cases can be definitively cured by nephrectomy or PN.

These procedures constitute the standard treatment approach for RCC: laparoscopic
nephrectomy has been described as the gold standard treatment [3] with a recent trend
towards PN in T1 and T2 cases [28]. During nephrectomy, the entire affected kidney
is resected. Laparoscopic surgery describes a minimally invasive surgical approach in
which the surgeon accesses the surgical site through small incisions in the abdominal
wall. It is discussed in more detail in the next section. For smaller tumours or tumours
that are located distally from the hilum, PN poses a viable alternative [3]. In PN, the
tumour is resected from the kidney while sparing as much healthy renal tissue as possible.
The recurrence and survival rates are identical in partial and radical nephrectomy (i.e.
resection of the entire kidney) but patients show lower rates of later renal insufficiency
and related cardiovascular diseases after PN [3]. Beyond cases with small tumours,
PN may also be indicated in cases with a high likelihood for renal insufficiency due to
comorbidities or in cases with a high likelihood of tumour recurrence, such as hereditary
tumour risk factors [3].

The laparoscopic approach to PN, however, is gaining more and more importance [19,
29]. More recently, this approach has been augmented by the use of laparoscopic surgical
robots [30, 31]. These LRPN approaches are the focus of this dissertation and are
discussed in further detail in the next sections.
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T1 N0 M0 T4 N0-1 M0
T3 N0 M0

T1-3 N1 M0
T2 N0 M0
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Figure 2.3: Treatment algorithm for RCC as per the German Society for Haematology
and Clinical Oncology’s guidance. Notes: 1if surgically feasible; 2laparoscopic
if possible; 3in particular cases; 4indication depends on general patient state,
risk profile, tumour histology, and other factors; 5no benefit from surgery
for intermediate and high risk patients. Figure adapted and translated from
Bergmann et al. [23]. For the TNM tumour classification, see Table 2.1.
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2.1 Clinical context: renal cancer and minimally invasive partial nephrectomy

Finally, non-surgical treatments play only a secondary role in the treatment of RCC.
Radiation has not been shown to considerably improve local tumour control or overall
survival rates. It is, therefore, mainly applied in palliative care [3]. Pharmaceutical
therapy is primarily indicated for disease control after the tumour has metastated. It is
mostly applied complementarily to the surgical route, rather than as an alternative [3].

2.1.4 Laparoscopic and robot-assisted surgery
Laparoscopic surgery describes a minimally invasive surgical approach in which the
surgical site is accessed through small incisions in the abdominal wall. The required
working space is established by insufflating the abdominal cavity with pressurised CO2.
The resulting space is called the pneumoperitoneum. The surgical team gains visual
access to the surgical site with a monoscopic or stereoscopic camera, the laparoscope
(Figure 2.4). The laparoscopic camera head that is inserted into the pneumoperitoneum
combines two functions: it transmits light from an external light source and it contains
a camera objective that transmits the optical input to a camera unit. The laparoscopic
video is streamed to a screen and used for the duration of the surgery. Further access
points are created for the required surgical instruments (Figure 2.4). Each access port
is established by a small incision in the abdominal wall and the placement of a trocar
(Figures 2.4, 2.5). The trocars grant laparoscope and tool access while preserving the
pneumoperitoneal pressure. The number and placement of these trocars depends on the
surgical procedure and approach.

The key benefit of laparoscopic surgery lies in the reduced invasiveness of a given
procedure, including the smaller wounds and lower overall surgical morbidity [32].
Laparoscopic surgery was initially proposed for appendectomies but has gained popularity
across multiple surgical domains since the 1980s [33]. Surgical domains that benefit from
the laparoscopic approach include urology [19], gastroenterology [33], gynecology [34],and
hepatology [35].

Beside the clinical benefits for the patient, laparoscopic surgery causes a number of
challenges for the operating surgeon. The first challenge lies in the unintuitive hand-eye
coordination that arises from the camera position and the associated perspective of the
surgical site. Another challenging factor is the impaired depth perception of the surgical
field. In monoscopic laparoscopic surgery, the surgeon lacks all binocular depth cues [5].
However, even in stereoscopic laparoscopy, the surgeon’s depth perception is affected
by the camera’s constraints: both, the field of view and the range for camera motion
are very limited, reducing the amount of spatial context information that is available.
Moreover, the placement of the camera port is restricted by anatomical and surgical
constraints. This limits the choice of perspective on the surgical site. Finally, the light
emission and the camera objective on the laparoscopic camera head are located very
close to each other. This means that, from the camera’s perspective, the surgical site is
nearly shadowless, which reduces the available depth cues even further [5].

In addition to the spatial perception issues, the instrument handling poses additional
cognitive challenges: the instrument’s motion is restricted by the positions of the
trocars [7]. The instruments’ possible motion can be described as a rotation around
the point where the trocar crosses the abdominal wall. In addition to this rotation,
the instruments can be moved along their own longitudinal axis, i.e. in and out of the
surigcal space, and rotated around that axis. This means that an instrument tip’s spatial
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Figure 2.4: Laparoscopic camera head (1), instruments (2), and trocars (3).

Figure 2.5: Insufflated abdomen with trocars in place. This photograph is from a robot-
assisted laparoscopic surgery. Image courtesy of Prof. Martin Schostak,
University Hospital Magdeburg.
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2.1 Clinical context: renal cancer and minimally invasive partial nephrectomy

orientation at any given point within its reach is determined by the vector from the
trocar port to that point. This can hinder the use of some instruments in some areas
of the surgical site. Moreover, the rotation around the trocar port causes the so-called
’fulcrum’ effect. This describes the fact that the surgeon’s hand and the instrument
tip move in opposite directions for all motion components that are perpendicular to
the tool axis [7]. For motion along the tool axis, however, the fulcrum effect does not
apply. Finally, the surgeon receives reduced haptic information in laparoscopic surgery as
compared to open surgery. This applies to haptic feedback on his or her own actions and
to haptic information about the consistency of anatomical or pathological structures [7].

These challenges in spatial perception and instrument manipulation can lead to in-
creased mental stress for the surgeon [4]. This increased stress, in turn, can impair
surgical performance and, ultimately, affect patient safety or the surgery’s efficacy [36].
Finally, the laparoscopic surgical setup can require the surgical team to work in uner-
gonomic postures over prolongued periods. This can cause physical upper body stress
for the surgical team [6].

The introduction of robot-assisted surgery has aimed to mitigate some of these chal-
lenges and drawbacks of manual laparoscopic surgery [37]. Robot-assisted surgery has
been introduced in multiple (minimally invasive and open) surgical domains, including or-
thopaedics, neurosurgery, urology, cardiothoracics, general surgery, and gynaecology [38].
For the scope of this dissertation, however, the term refers to robot-assisted laparo-
scopic surgery. The commonly used term robot-assisted surgery is somewhat misleading
because the so-called robot is not an autonomous agent in the surgery but rather a
telemanipulator that is controlled by the surgeon in real time. Nonetheless, the term
robot is used throughout this dissertation to maintain consistency with the common
terminology convention.

The currently dominating system for robot-assisted laparoscopic surgery is the da
Vinci system (Intuitive Surgical, Sunnyvale, CA, USA). Its first generation was first
used in 1998 and cleared commercial approval in the USA in 2000 [38]. The surgical
interface of current da Vinci robots includes the surgeon console and the bedside cart.
The surgeon console (Figure 2.6a) provides a stereoscopic display of the surgical site and
a set of bespoke controllers (Figure 2.6b) for real time manipulation of the instruments
that are attached to the robot arms and inserted into the surgical area. The bedside
cart (Figure 2.6c) contains four arms that implement the surgeon’s actions inside the
surgical site. The required instruments are attached to these arms by surgical assistants.
Additional, competitor laparoscopic robot systems are being developed. One example
that has recently been introduced to the clinical market is the Versius robot (CMR
Surgical, Cambridge, UK).

This robotic approach has been shown to improve the instrument manipulation
by increasing the range of instrument motion, elimination of the fulcrum effect, and
neutralisation of surgeon tremor [37], and to accelerate novices’ technical skill learning
curve [39]. Moreover, an additional joint at the instrument tip eliminates the tip
orientation constraint that is introduced to manual laparoscopic surgery by the rigid
instrument axis. However, robot-assisted surgery requires specialised surgical training.
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(a) Surgeon console of the da Vinci robot. Image courtesy of
Prof. Martin Schostak, University Hospital Magdeburg.

(b) Instrument controllers of the da Vinci robot. Image courtesy
of Prof. Martin Schostak, University Hospital Magdeburg.

(c) Bedside view of the da Vinci robot during surgery, including
the patient (1), the bedside cart with the robot arms (2),
the bedside assistant (3), and the assistants’ view of the
laparoscopic video stream (4). Image courtesy of Prof. Martin
Schostak, University Hospital Magdeburg.

Figure 2.6: Components of the da Vinci robot’s surgical interface.
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2.1 Clinical context: renal cancer and minimally invasive partial nephrectomy

Table 2.2: Summarised overview of the workflow in LRPN [18]. The development of this
workflow description was a part of the work reported in this dissertation and
is documented in Chapter 3.

Task Task summary
[. . . ]

2 Initiate operation Establish pneumoperitoneum and place ports
3 Navigation to operative site Navigate to and mobilise kidney

4 Intraop. planning Dissection of surgical site and incision line planning
5 Manage renal vessels Clamp dedicated vessels

6 Excise tumour Resect tumour while supervising navigation
7 Repair renal defects Close vessel lesions and overall resection wound

8 Unclamp Remove vessel clamps
9 Extract tumour Remove tumour with specimen bag

10 Conclude operation Repair extrarenal defects and close ports
[. . . ]

2.1.5 Laparoscopic and robot-assisted partial nephrectomy
The first laparoscopic partial nephrectomy (LPN) was performed by Winfield et al. in
1993 [29]. Four years after the introduction of robot-assisted surgery, Gettman et al.
performed the first robot-assisted partial nephrectomy (RPN) in 2004 [30]. Both these
approaches have since gained significant popularity and importance in the treatment of
RCC [40]. The general goal of LRPN can be summarised with the complete removal of
the tumour while preserving as much functioning renal tissue as possible.

Generally, LPN and RPN follow an equivalent workflow. A systematic analysis of this
workflow is a part of this dissertation and reported in detail in Chapter 3. A summarised
overview of the workflow is provided in Table 2.2: after surgery initialisation, the surgeon
navigates to the kidney and mobilises it. The hilum and the necessary parts of the
kidney surface are dissected and the incision line is planned. The surgeon then applies
the required artery clamps and resects the tumour. After the tumour has been resected,
the resection wound is closed and the clamps are removed as soon as possible during
this renorrhaphy process. Finally, the tumour is removed from the surgical site and the
surgery is concluded. There are some stratetic surgical decisions that affect the detailed
surgical steps that occur throughout this workflow. The two predominant decisions are
the surgical access direction and the renal vessel management.

The kidney and surgical site can be accessed transperitoneally [29] or retroperi-
toneally [41]. This decision affects the patient positioning and port placement. Moreover,
less working space is available in the retroperitoneal approach. The decision is primarily
based on the tumour position.

The second strategic decision affects the clamping strategy for the renal blood vessels.
Traditionally, the renal artery and vein are clamped off at the hilum [42]. The suppression
of renal perfusion allows for a more precise tumour excision and more effective repair of the
resection wound. Criteria for a successful resection wound repair include watertight suture
repair of the pelvicalyceal urinary collecting system and full parenchymal haemostasis [43].
However, the intention of LRPN is to preserve as much functional renal tissue as possible.
Renal ischemia (i.e. the suppression of renal tissue perfusion) damages the parenchymal
tissue and affects the postoperative renal function [44]. Complete clamping of the renal
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vessels can, therefore, be counterproductive to the surgery’s objectives. Alternative
solutions include the clamping of segmental arterial branches to only suppress perfusion
in the affected kidney area [45] and super-selective, ’zero-ischemia’ clamping [46]. In zero-
ischemia clamping, the arterial branches are micro-dissected and only the branches that
directly supply the tumour are severed and closed. Finally, Guillonneau et al. proposed
imitating the renal cooling that is applied during open partial nephrectomy (OPN) by
applying a cooling agent via a catheter [47]. This aimed to reduce the damaging effects
of the so-called warm ischemia that is standard in LRPN with arterial clamping.

The general clinical benefits of laparoscopic surgery over open surgery are reflected in
the comparison literature between laparoscopic and open partial nephrectomy. This is
particularly evident in the lower blood loss during LPN [48, 49] (including a lower blood
transfusion rate [49]) and shorter hospitalisation time [48, 50]. This was achieved at
comparable oncological results [48, 50, 49], renal functional outcomes [48, 50, 49], and
intraoperative complication rates [48, 50]. The laparoscopic approach, however, does
exhibit some apparent drawbacks. Gill et al. found the postoperative complication rate
to be higher in their LPN cohort, despite the OPN cohort including more patients with
higher tumour staging and a higher overall risk profile [48]. Moreover, two studies found
the ischemia duration to be longer in LPN than in OPN. In contrast, Marszalek et al.
found ischemia times to be longer in OPN [50]. However, they cooled the kidney during
the open approach’s ischemia phase. This may have reduced the time pressure during
this phase and led to the observed longer ischemia duration.

Comparison between LPN and RPN shows that these drawbacks can be partially
mitigated by using the robot-assisted approach. Two meta-analyses [51, 52] indicate
overall superiority for the RPN approach. At the time of writing this dissertation, the
more recent meta-analysis by Zhou et al. [52] was only available as an unreviewed preprint.
Both meta-analyses found shorter ischemia times, better postoperative renal function,
and lower rates of conversion to OPN or radical nephrectomy for RPN. Oncological
results, blood loss, and postoperative complication rates were found to be equivalent
in LPN and RPN. Moreover, Zhou et al. found RPN to perform with shorter surgery
duration, and lower intraoperative complication rates at comparable hospitalisation
duration [52]. Meanwhile, Choi et al. identified comparable surgery durations for LPN
and RPN with shorter hospitalisation stays after RPN [51].

Direct comparison between RPN and OPN is required to assess whether these im-
provements suffice to compensate for the LPN approach’s drawbacks. However, little
work has been conducted to directly compare these strategies. Lucas et al. compared all
approaches and found equivalent performance for LPN and RPN, which both performed
with lower blood loss and shorter hospitalisation than OPN but with longer operation
and ischemia times [40]. A direct comparison between RPN and OPN found that the key
benefits of laparoscopic surgery (i.e. reduced blood loss, shorter hospitalisation, lower
overall surgical morbidity) could be achieved with RPN [53]. Moreover, RPN exhibited
fewer severe postoperative complications. These benefits could be achieved at compa-
rable oncological and renal functional results, overall intraoperative and postoperative
complication rates, and ischemia times. Solely the overall surgery duration was found
to be longer in RPN than in OPN. These findings indicate the overall suitability of
minimally invasive approaches for partial nephrectomy (i.e. LRPN).
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Figure 2.7: Mixed reality continuum. Figure adapted from Milgram et al. [54].

2.2.1 Introduction to augmented reality
AR describes the extension of a human’s physical surroundings by adding virtual infor-
mation, objects, or other content to his or her perceived environment. Following the
commonly used definition by Azuma [55], the presented virtual content in AR environ-
ments is interactive and rendered in real time. Another characterising attribute is that
the content is registered in the real three-dimensional (3D) space. This means that it
is presented as if it was stationary (or its motion defined) in the physical space. AR
is viewed as a part of the mixed reality continuum [54]. The mixed reality continuum
describes the degree to which a human’s perceived environment is defined by his or
her physical environment on the one hand and by virtual content on the other hand
(Figure 2.7). One end of this spectrum is defined by an entirely real (physical) environ-
ment. The other end is defined by fully immersive virtual environments. AR comprises
environments, which are predominantly defined by the human’s physical environment
but augmented by context-relevant virtual content.

Generally, the environment’s augmentation can target most human senses; including
the visual, auditory, haptic, olfactory, and gustatory perception. Most AR applications,
however, focus on the visual presentation of virtual content [56]. This dissertation and,
therefore, this introduction to AR also focuses on visual AR displays. Three major
categories of visual AR display solutions have been developed for the integration of
virtual content in the user’s physical environment: optical see-through, video see-through,
and projective or spatial AR displays [57]. Optical see-through solutions display the
virtual content on a semitransparent screen. This means that the user directly observes
his or her environment through that screen, and the rendered virtual content is displayed
as an overlay on that direct view. Video see-through displays do not rely on the user’s
direct view of the environment. Instead, the environment is captured with a video
camera. The video is then overlaid with the virtual content and streamed to the user in
real time. Finally, projective AR utilises the physical surfaces in the user’s environment.
These systems display the virtual content by projecting it onto the available surfaces [57].

2.2.2 Augmented reality applications
Conceptual precursors of AR can be traced back as far as World War II: some British
airplane windshields were superimposed with a radar screen and information about
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which nearby aircraft were friendly and which belonged to enemy nations [58]. In 1968,
Sutherland published the ‘head-mounted three dimensional display ’ [59] that is now seen
as the first AR display [56]. The system comprised an optical see-through head-mounted
display (HMD) that could be tracked in space by an ultrasound or a mechanical tracking
system. This early system aimed to display wireframe graphics without a dedicated
applied functionality. The term augmented reality itself was finally coined by Caudell
and Mizell [60] in 1992 [56]. Caudell and Mizell introduced an optical see-through AR
assistant for wire assembly.

Since then, AR has been incorporated in many technology domains and applications [57].
These domains include AR for educational purposes [61], for the aeroscpace domain [62],
for consumer retail [63], for novel gaming concepts [63], for industrial maintenance
and repair [64], and multiple others [57]. Following this dissertation’s overall research
objectives, however, the remainder of this chapter keeps a focus on AR applications and
technologies in the medical domain [65, 63].

Within the medical domain, AR is commonly used in patient therapy and in the
training and education of students and junior clinical staff [65]. The primary application
of AR for medical training is in surgical training [65]. Surgical training with AR can
include the simulation and training of surgical scenarios [66] or the remote mentoring
and consultation by senior surgeons [67]. Generally, AR has been shown to improve the
effectiveness of surgical training [8]. Beyond the surgical training domain, AR is used in
the context of anatomical education and anaesthesia training [68].

While the use of AR includes applications for non-surgical patient treatment [69] or
for patient rehabilitation [70], it is most commonly used in surgical contexts [65]. Within
the surgical context, AR is mostly used for preoperative planning or for intraoperative
navigation [8]. Many surgical AR planning and navigation solutions rely on preoperative
data about the surgical target and risk structures. They are, therefore, sensitive to
the anatomy deformations that may occur. Thus, surgical planning and, even more so,
navigation are particularly well suited for surgical domains that focus on rather rigid
structures. Therefore, its use is more common in neurosurgery, head-and-neck surgery,
and orthopedic surgery than in other surgical disciplines [8].

Many solutions in conventional (open) surgery navigation rely on optical see-through
AR [71] or projective AR [10]. This maintains the key benefit of AR support that the
surgeon does not have to divert his or her visual attention from the surgical scene.
In laparoscopic (and robot-assisted) surgery, however, the surgeon can only see the
surgical scene through a video camera’s (i.e. the laparoscope’s) real time video stream.
Therefore, laparoscopic AR support is primarily implemented in video see-through
solutions [11]. Some concepts exist that use optical see-through AR [72] or employ small
projector probes to generate projective AR visualisations in the laparoscopic field [73].
Nevertheless, the remainder of this chapter primarily focuses on the technical background
and prerequisuites of video see-through AR in laparoscopic and robot-assisted surgery.

2.2.3 Augmented reality system components

Multiple generic framework descriptions for the generation of AR visualisations have
been published in the relevant literature. Broll defines a simplified production pipeline
with five steps [57]:
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Figure 2.8: Feedback loop between the AR system and the user. Figure adapted from
Schmalstieg and Höllerer [56].

1. Video capture (only in video see-through AR),

2. Tracking,

3. Registration,

4. Rendering,

5. Display.

Video capture is required in video see-through AR solutions to provide a video stream
of the environment on which the virtual content can be overlaid. Tracking means the
spatial tracking of the observer’s position and orientation. The observer can either be the
video camera (in video see-through AR solutions) or the user him or herself (in optical
see-through and projective AR environments). The observer’s position and orientation
are required for accurate registration and rendering of the virtual content. Registration
describes the determination and application of the correct coordinate transformation
between the virtual content space and the real environment. Based on the tracking
and registration information, the virtual content can then be rendered in the correct
direction (i.e. position) and orientation from the observer’s (i.e. the camera’s or the
user’s) perspective. Finally, the rendered content is displayed on the selected output
device (e.g., video screen, head-mounted display, or projector) [57].

A similar framework is proposed by Schmalstieg and Höllerer [56] and is replicated
in Figure 2.8. This perspective adds the aspect of active user inputs to the overall
framework. Moreover, it distinguishes between the apects that are primarily centred in
the physical space (user actions and pose tracking) and the virtual content’s registration
and rendering that enable and rely on the combination of the physical and the virtual
space. Finally, the framework emphasises the feedback loop characteristic of AR systems
that is inherent in the real-time rendering and interactivity.

The Data, Visualisation, View taxonomy for mixed reality surgical guidance [14] adds
the data component to the architectural considerations. This aspect describes the type
of virtual content that is to be visualised in a given AR application. Figure 2.9 depicts a
combined architectural framework that aims to encapsulate the components introduced
above: the video stream of the real environment provides a basis for video see-through
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Physical space Virtual space

Figure 2.9: AR system framework. The video acquisition is only required in video see-
through AR systems.

AR visualisations and tracking of the observer’s physical motion is required for their
generation. The virtual content of the intended AR product comprises the data to be
visualised and the visualisation methods that are applied to them. The registration uses
the tracking data and the visualised content to correctly overlay the video stream. The
resulting AR visualisation can be displayed to and interacted with by the user. The next
sections provide a brief introduction to each of these components.

2.2.4 Video acquisition
The video stream that provides the basis for video see-through AR can be recorded with a
single camera (monoscopic video) or with a stereo camera setup (stereoscopic video) [56].
The latter allows the stereoscopic display of the user’s physical environment and the
integration of stereoscopically rendered virtual content. Video see-through AR is often
applied in handheld devices like smartphones or tablet computers [57]. These commonly
have an integrated, monoscopic camera. Another application vor video see-through AR
with HMDs [74] enables the stereoscopic recording of the user’s surrounding.

In the context of laparoscopic AR, the camera that provides the video stream is the
laparoscope itself. Laparoscopic cameras (and displays) are available in monoscopic
and stereoscopic models and modes. The da Vinci robot that represents the current
standard in robot-assisted surgery also provides a stereoscopic video stream. Stereoscopic
laparoscopy has been shown to particularly improve performance for novice surgeons [75]
whereas limited improvements have been shown for expert surgeons. Figure 2.10 shows
an example of a laparoscopic video snapshot.

The immersive display of virtual content in a video see-through AR setting requires
rendering the virtual objects as if they were captured by the actual video camera. This
means that the rendering needs to imitate the physical camera’s optical properties (e.g.
the field of view). The video stream itself is subjected to the camera lense’s optical
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Figure 2.10: Monoscopic video snapshot of a resection wound in RPN. Figure reprinted
from Porpiglia et al. [76] with permission from Elsevier.

distortion. There are two options to account for this: either the video stream’s distortion
is corrected or the same distortion is applied to the virtual content’s rendering [56]. The
camera’s geometric and optical parameters constitute the camera’s internal parameters.
These internal parameters’ identification requires a camera calibration. A commonly
applied calibration algorithm by Zhang is based on the idealised pinhole camera model [77,
78]. For this purpose, a known geometry is captured with the camera and the resulting,
distorted image allows for the reconstruction of the camera’s internal parameters that
describe its optical properties (e.g. focus length, field of view, distortion parameters).
This algorithm is available in the widely used OpenCV library [79].

2.2.5 Tracking
The correct perspective rendering requires knowledge about the observer’s (i.e. the
camera’s or the user’s) position and orientation. This is achieved by spatial tracking.
The data for the tracking calculations can be acquired by sensors that are attached to
the tracked object. This approach is referred to as inside-out tracking. The alternative
approach (outside-in tracking) comprises methods in which external sensors that are
often fixed in the environment measure the target object’s tracking data in relation to the
fixed environment [57]. This section focuses on tracking methods that are applicable and
applied in a (laparoscopic) surgical context. Generally, a wider range of tracking options
is available that are neglected here, such as GPS tracking in outdoor AR applications.

The most common tracking approaches in laparoscopic surgery are optical outside-in
tracking and electromagnetic tracking [11]. Optical outside-in tracking relies on the
coordinated images of at least two cameras that trace dedicated objects. One common,
concrete solution to this generalised concept is the integration of two calibrated cameras
in one tracking device (e.g. NDI Polaris, Northern Digital Inc., Waterloo, Canada; see
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Figure 2.11a). This integrated tracking camera films ifrared marker objects that either
actively emit or passively reflect infrared light. The markers are arranged in a unique
geometry on dedicated marker shields, which, in turn, are attached to the object to be
tracked (Figure 2.11b). Triangulation of the single markers’ positions in the separate
camera frames enables the calculation of the marker shield’s position and orientation in
space [56]. One limitation to this method is that it requires free line of sight between
the tracking camera and the tracking markers, which may limit the surgical team’s
movement [11].

The tracked marker body is attached to a part of the tracked object that is located
outside the patient to maintain visibility. However, the object of interest (e.g. the
laparoscopic camera lens) is located inside the patient. This means that a spatial
calibration step is required to determine the target object’s position and orientation in
relation to the tracked marker geometry. For camera tracking, this spatial calibration
is called hand-eye calibration [11]. One option to achieve this for the laparoscopic
camera is the use of calibration geometries that integrate a known optical pattern
and marker geometry in a defined spatial constellation (Figure 2.11c). The pattern’s
acquisition allows for camera pose reconstruction and the camera marker geometry’s
position and orientation can be tracked in relation to the calibration body. This enables
the reconstruction of the spatial transformation (position and orientation) of the camera
in the marker geometry’s reference system [80]. Similarly, if any surgical instruments
are tracked for interaction with the AR system, their tooltip positions also need to be
calibrated to their marker geometries. One commonly used solution to this is pivot
calibration in which the tooltip is placed in one fixed point and the tool is rotated around
that point [81]. The distance between the marker geometry and the tracked object
(the camera or tooltip) can increase the tracking error [11]. This is because the marker
geometry is rigidly mounted to the tracked object. This means that, at larger distances,
the tracked object’s position measurement depends on the marker geometry’s orientation
tracking [82]. The rigid transformation between the marker geometry and the tracked
object also means that this tracking method is limited to rigid objects [11].

An alternative tracking technology is electromagnetic tracking. In this approach, a
dynamic magnetic field with a defined geometry is generated in the surgical site by
means of dedicated coil arrangements. This induces electric currents in small sensors
that can be attached to the tracked objects. The currents are measured and enable
the calculation of the object’s position and orientation [11]. This method is better
suited for flexible laparoscopic tools because the sensors can be attached to the tooltip
and inserted in the surgical site [11]. Moreover, electromagnetic tracking solves the
line-of-sight limitation of optical tracking. However, it has been shown to be less accurate
than optical tracking [83]. Two further relevant tracking options are optical inside-out
tracking and kinematic tracking. In optical inside-out tracking [84], the camera view
of known geometries is used to calculate the camera’s pose in relation to the scene. In
laparoscopic surgery, this method is limited by the availability of unique, recognisable
geometries [11]. Kinematic tracking can use (translational and rotational) acceleration
sensors to calculate the motion and pose of an object. This, however, is subject to error
accumulation over time because the overall position and orientation are calculated from
the temporal integration of measured accelerations [84]. In robot-assisted surgery, the
robotic arms’ kinematic data can be directly extracted from the robot. These can be
used for camera or instrument tracking [85].
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(a) NDI Polaris infrared tracking camera.

(b) Passive infrared tracking markers on a unique geometry
marker shield (Cascination AG, Bern, Switzerland). The
marker shield is mounted to a laparoscopic camera head.

(c) Calibration body for the laparoscope’s hand-eye calibration.

Figure 2.11: Components of an optical infrared tracking system for laparoscopic AR.
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2.2.6 Data
Kersten-Oertel et al. provide a comprehensive overview of the data types that may underlie
surgical mixed reality systems [14]: the data types are generally classified as patient
specific data and visually processed data. The patient specific data include non-spatial
data, such as patients’ demographic information or relevant clinical scores. The patient
specific data category also includes raw imaging data (e.g. CT, MRI, or ultrasound
imaging). These imaging data may be obtained preoperatively or intraoperatively.

If these raw imaging data are processed in some visualisation or analysis pipeline, they
are assigned to the visualisable data category as ‘analysed data’. Further, abstracted data
can be derived from these and other sources. These ‘derived data’ include information
like labels, uncertainty levels, or measurements. Finally, generic data that are not based
on a given patient may be useful in aiding surgery. Such ‘prior knowledge data’ may be
anatomical atlases, surgical guidelines, or information about the surgical tools [14].

Overall, visualisable data can be further distinguished by their semantic, which may
be strategic, operational, or anatomical. Strategic data are associated with surgical
planning and guidance, while operational data refer to a specific task (e.g. indicating a
tool state). Finally, anatomical data include information about the patient’s anatomy,
physiology, or pathology (e.g. locations of target or risk structures) [14]. Anatomical
data are the most commonly employed type of visualisable data in surgical mixed reality
systems [13].

2.2.7 Visualisation
Following the Data, Visualisation, View taxonomy [14], the visualisation step comprises
the ‘specific techniques or transformations performed on the data to achieve the best
visual representation of the data for a particular task at a given surgical step.’ [13].
The best suited visualisation for a given application depends on the type of the data.
The most commonly visualised data type are anatomical data from medical imaging
modalities like CT or MRI. The two main classes of visualisation techniques for these
(volumetric) data are indirect volume rendering and direct volume rendering [86].

Indirect volume rendering relies on the segmentation of the raw image data. Seg-
mentation describes the (manual or semi-automatic) assignment of volumes within the
image data to objects of interest or to the image background. This means, each voxel is
given a label that assigns it to an object of interest or to the background. The border
geometries of these objects can then be detected and converted to surface mesh models.
These surface models can then, in turn, be visualised for surgical assistance [86] (e.g.
Figure 2.12). The surface models are often displayed semi transparently to alleviate the
problem of surgical scene occlusion. Surface rendering is the most commonly applied
visualisiation approach for laparoscopic AR visualisation of anatomical data [13].

Direct volume rendering does not require prior processing or analysis of the volumetric
imaging data but rather generates visualisations from the voxel data. The most common
approach for this is a range of ray casting methods. The rays are cast through the
volume and each voxel emits or absorbs a certain intensity. The resulting intensity for
each pixel is then mapped to a colour value by a dedicated transfer function [86]. While
no prior processing (e.g. segmentation) is required in direct volume rendering, it tends
to be more computationally expensive than indirect volume rendering [11]. Moreover,
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Figure 2.12: AR display of a surface rendered model of the tumour and tumour supplying
vessels in a partial nephrectomy. Figure reprinted from Chen et al. [87] with
permission from Springer Nature.

the lack of prior definition of objects of interest makes it difficult to specifically visualise
the relevant structures [13]. Generally, direct volume rendering is not very commonly
used in laparoscopic AR applications [13].

Beside the volumetric anatomical data, two-dimensional ultrasound data may also
be useful in surgical AR assistance [11]. These data can be overlaid in real time as
a planar image in the laparoscopic scene. Visual aids like perspective distortion or
virtual windows can be used to convey the spatial orientation of the currently displayed
ultrasonic plane [88].

One challenge in the display of spatial virtual objects within a surgical scene is the
correct communication of depth information [13]. Specifically, virtual objects often appear
in front of physical objects and structures in the surgical scene while, geometrically, they
are located behind or inside these structures. Common methods for the visualisation
of spatial object arrangement are object transparancy or lighting [13]. Another option
is the detection of physical objects and the occlusion of virtual object pixels that lie
behind the surface of these physical objects [89]. Colour manipulation has also been
applied to convey depth information, e.g. for vascular structures. The chromadepth
[90] and pseudo-chromadepth methods [91, 92] encode depth information in colour hues.
Kersten-Oertel et al. found that a combination of colour hue and saturation manipulation
is effective in encoding depth information for vascular structures. Finally, dedicated
illustrative visualisations have been developed for the display of derived depth data for
the relevant structures [10] (e.g. Figure 2.13).

Other, derived and abstracted information can be visualised in various illustrative
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Figure 2.13: Illustrative visualisation of hepatic vessels and a planned resection plane
in partial hepatectomy. The illustration conveys the spatial relationship
between these structures. Figure reprinted from Hansen et al. [10] with
permission from Springer Nature.

ways. One example illustrates uncertainty levels of the estimated tumour boundaries [94]
by colour coding a projection of the tumour border. In terms of the data type, this
example visualises derived information about the segmentation process and results are
included in the visualisation of anatomical data. Another example visualises the spatial
relationship between the surgical instruments and the tumour position [95] by rendering
abstracted wireframe models of the tooltips and the tumour. This example visualises
real time geometric information that is derived from the spatial tracking system.

2.2.8 Registration
Registration describes the determination and application of the correct coordinate
transformation between the (navigation content’s) virtual space and the patient space.
Within the context of this dissertation, the patient space describes the laparoscopic space.
For laparoscopic AR systems that use preoperative imaging data, this means that the
image data set’s coordinate system is registered to the laparoscopic camera coordinate
system. (Rigid) registration transformations consist of a coordinate translation, rotation,
and scaling component. Due to the likely organ deformation between the time of
preoperative data acquisition and its application in surgical navigation, some methods for
non-rigid registration have been developed. For AR systems that employ intraoperative
imaging data, the intraoperative imaging sensor’s coordinate system is registered to
the laparoscopic camera’s coordinate system. Bernhardt et al. [11] distinguish four
categories of registration methods: interactive methods, point-based methods, surface-
based methods, and volume-based methods.
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Interactive registration methods allow the user to set some or all of the nine degrees
of freedom (DoF) (three translational DoF, three rotational DoF, and three scaling
DoF) by manual input [11]. One example is the manual rotation and translation of a
3D model until it correctly matches a recent screenshot of the laparoscopic image [87].
Another approach determines the translational part of the registration by identifying
one landmark in the virtual content [96]. The use of landmarks is further explained
below. This landmark is then located by identifying it in both images of the stereoscopic
laparoscope view and triangulating its position. The rotation is conducted manually,
using a trackball interface. One advantage of predominantly manual registration methods
lies in their technological simplicity that makes certification of a medical product easier
than for a highly automated solution. However, these solutions are potentially invasive
to the workflow and the registration accuracy is dependent on the interacting operator’s
performance [11]. The latter aspects are influenced by the interaction concept employed.

Paired point-based registration determines the registration transformation based on
the positions of a set of paired landmark points. Landmark points can be anatomical or
artificial landmarks, as well as external or internal landmarks [11]. Anatomical landmarks
are characteristic points in the patient’s natural anatomy. Artificial landmarks are
fiducials that are attached to the patient. External landmarks are on the patient’s
skin, whereas internal landmarks are located in or near the surgical site itself. The
geometric positions of each of the landmark points needs to be identified in the virtual
and physical space to determine the spatial transformation required for virtual content
registration [97]. The number of points depends on the application [98] but as few as
four paired points have been successfully used in laparoscopic surgery navigation [99].
Hayashi et al. [100] propose using anatomical landmarks that are naturally relevant for
the surgical workflow in order to make the process of point acquisition more efficient.

Surface based registration methods use an intraoperatively acquired point cloud
from an anatomical surface for registration to the geometrical information of the pre-
operative virtual data [101]. Overall, four steps of surface based registration can be
distinguished [11]:

1. Extraction of geometrical surface information on the virtual model,

2. Reconstruction of a surface patch (point cloud) on the physical organ,

3. Initial rigid registration of the two point clouds,

4. Rigid or non-rigid refinement.

The first task is trivial if the virtual model has been previously segmented. A point
cloud from the real organ’s surface can be acquired by use of a tracked laparoscopic tool
(e.g. a stylus) [102]. A second option is the use of passive laparoscopic image processing
methods. Finally, active light casting methods (e.g. light pattern projections or time of
flight measurement) can be employed for measuring the organ’s surface [11]. The most
common algorithm for surface-based registration is the Iterative Closest Point (ICP)
method [103]. This method requires a rough initial registration (Task 3). Interactive or
paired-point methods can be applied to this end. It then optimises this initial registration
to a (usually) local or global optimum. Su et al. [104] employ the ICP algorithm in a
navigation system for LPN. They combine it with a manual initial registration. Various
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characteristics of the surface from which the point cloud is acquired affect the performance
of surface-based registration. Benincasa et al. [105] investigate two key factors, using the
ICP algorithm. The first examined factor is the size of the surface patch from which
points are sampled. The second factor is the surface curvature within this patch. The
observed registration accuracy was better for bigger surface patches and patches with
areas of higher curvature. Independent of curvature, the registration was found to be
accurate for patches that include 28% of the kidney’s surface or more. Multiple non-rigid
optimisation solutions have been developed in the past few years [11], which aim to
mitigate the organ deformation that occurs in abdominal organs. This deformation can
arise between the time of the acquisition of preoperative images (that often underlie the
virtual AR models) and the time of surgery. Intraoperative factors can also contribute to
the deformation. Non-rigid registration, however, is beyond the scope of this dissertation.

Volume registration methods rely on intraoperatively acquired volumetric imaging
in hybrid operating theatres [11]. They are, therefore, particularly well suited for the
registration of intraoperatively recorded navigation content [106]. However, due to
the added need for intraoperative imaging and the resulting equipment requirements,
volumetric registration is out of this dissertation’s scope.

AR registration aims to determine the (rigid or non-rigid) coordinate transformation
between the virtual and the physical space as accurately as possible. The most common
accuracy measure for the registration is the target registration error (TRE) [107]. The
TRE describes the distance between a surgically relevant point (e.g. the centre of a target
or risk structure) and its virtual equivalent after the registration has been completed.
The TRE cannot be directly measured in the clinical application but only estimated [108].
Some AR navigation assistants aim to visualise the estimated TRE to communicate
some registration uncertainty information to the operating surgeon [109, 110].

2.2.9 Display
The main distinction between AR display types is the distinction of video see-through,
optical see-through, and projective AR displays that has been explained above [57].
Another important distinction is the dimensionality of the real world’s and the virtual
content’s display [56]. In optical see-through and projective AR, the real environment is
typically perceived three-dimensionally. In video see-through, the environment may be
recorded monoscopically or stereoscopically and displayed to the user accordingly [56].
Video and optical see-through displays may be monocular or binocular. For binocular
display devices, the virtual content display may be monoscopic or stereoscopic, enabling a
spatial perception of the virtual content [56]. Projective displays are usually monoscopic
although some concepts exist for stereoscopic AR projection [111].

The display location is another characterising factor of AR display devices. Schmalstieg
and Höllerer [56] characterise displays based on the distance between the display and the
eyes and state four overall categories: HMDs, handheld displays, stationary displays, and
projective displays. For surgical AR, the perceived location of the virtual content can be
further specified as being on the patient him or herself, on a display device, on a surgical
tool, or in the further environment [14]. Generally, the conditions and setup of the
operating theatre constrain the perceived and physical location of the AR content [13].

This makes laparoscopy an interesting application in which the abovementioned
classifications can become somewhat blurry. The primary information source for the
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surgeon is the laparoscopic video stream itself [13]. This means that video see-through
AR displays of anatomical data may be physically displayed on a stationary monitor
but yet be perceived to be located in the patient him or herself. Similarly, the video
stream makes video see-through AR an intuitive route for displaying relevant content.
Nevertheless, laparoscopic projective probes allow the use of projective AR [73]. The
already augmented scene is then captured by the laparoscopic camera and fed to the
video display.

2.2.10 User input
User input methods in AR systems can be reviewed regarding their virtual function or
regarding their physical input modalities and the associated input device(s) [14]. User
input is primarily required for the selection of the data that is to be displayed and
for controlling the visualisation of those data [13]. Visualisation settings may include
objects’ position, rotation, clipping planes, or colour [13]. However, user input may also
be required in the AR registration process [11]. This is obvious in interactive registration
approaches [112, 113] but user input is also often required in other registration approaches.
For example, point-based registration may require the interactive acquisition of fiducial
positions [99] or surface-based registration may require the interactive recording of surface
point clouds [114].

The physical input modalities and devices cover a range as broad as input modalities
and devices for human computer interaction in general. This spectrum includes classic
input devices (e.g. mouse, keyboard, touchscreen) [13] and spatial and haptic input
devices (e.g. ’Space Mice’ with six DoF [13] or virtual reality hand controllers [115]).
Beyond these conventional input modalities, more natural user input methods have
also been applied in surgical AR contexts. These include input modalities like head
movement [72], hand and foot gestures [115], voice control [116], or eye tracking [84].
The latter modalities bear the particular benefit that that they can be implemented
as touchless input methods, which are not constrained by the surgical sterility require-
ments [8]. Finally, AR enables the integration of tangible objects that are already a part
of the workflow as input devices for the AR system. The acquisition of geometric data
for AR registration with laparoscopic instruments [99] or robotic instruments [114] are
examples for this concept.

The interaction with virtual objects in surgical AR is very similar to the 3D manipu-
lation of objects in virtual reality [117]. There has been ample research on interaction
methods for this that may inform the development of suitable interaction techniques for
AR object interaction and manipulation.
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3
Surgeon information needs in LRPN

Synopsis
What information do surgeons need during LRPN to make the surgery safer, more effective,
more efficient, or to reduce the workload for the surgeon? This chapter reports a study that
systematically investigated these information needs. To this end, the surgical workflow was
examined in a literature-based task analysis. Based on this, a CTA interview study was conducted
with nine senior surgical urologists to identify surgical challenges and the strategies, cues, and
information that are used or could be useful to overcome these challenges. The study identified
three main challenging phases of LRPN: the hilar and vascular management, the tumour resection
and the intraoperative planning thereof, and the resection wound repair. Specific challenges and
information needs were identified that arise during each of these phases.

About this chapter
Parts of this chapter have been published in: Joeres, F., Schindele, D., Luz, M., Blaschke, S.,
Russwinkel, N., Schostak, M., and Hansen, C. (2019). ‘How well do software assistants for
minimally invasive partial nephrectomy meet surgeon information needs? A cognitive task
analysis and literature review study’. In: PloS one 14.7 [18].
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3.1 Introduction
The first question to be asked in the user centred development of novel assistance systems
in general and, more specifically, of navigation aids for surgeons has been phrased as:
what information does the user (i.e. the surgeon) need [13, 118]? In complex procedures
that may especially benefit from software assistance, the answer to this question depends
on the phase or stage of the operation. The question can, therefore, be extended to
include: what information does the surgeon need and at what point in the procedure
does he or she need it [13, 119]? The present chapter aims to answer this question with
the example of LRPN. In this context, information needs are defined as any information
that, if provided to the surgeon, can help make the procedure safer, more effective, more
efficient, or that can help to reduce the workload for the surgeon.

Providing useful information in the surgical stages in which it is needed requires the
understanding of two factors: firstly, the surgical workflow itself. The research field
of surgical process modelling [120] has developed numerous methods to understand
and model surgical workflows. An overview of the respective techniques is given below.
Secondly, the challenges within that workflow need to be understood and possible routes
to alleviating these challenges need to be identified.

Thus, the research reported in this chapter followed a process with two distinct phases
and the chapter is structured accordingly: first, the surgical workflow at hand (LRPN)
was investigated and formalised. This provided a basic understanding of the user task
structure and served as a basis for the information need investigation that followed.
Next, a CTA was conducted in the form of a qualitative, semi-structured interview study.
Within this study, particularly challenging or risk-associated parts of the workflow were
identified by experienced urologists. These parts were then discussed in detail to identify
information that may help surgeons to conduct these challenging parts of the workflow,
i.e., intraoperative information needs. This phase provided the data to answer the above
research question.

This chapter’s contribution is threefold: firstly, it provides a systematic workflow
description of LRPN. Secondly, it reports surgical challenges and information needs that
arise during this operation. Finally, it can serve as a case study for a novel research
approach to facilitate the insights that are summarised in the above contributions.

3.2 Workflow analysis
3.2.1 Related work
Multiple approaches exist for the generation and documentation of formalised surgical
workflow and process models. These models aim to identify the common states and
activities that occur in a certain type of surgical procedure despite the fact that every
patient’s surgery is individual to some degree [121]. These modelling approaches can be
classified as top-down or bottom-up methods [122]: while top-down methods start with
an overall process objective and deconstruct activities and steps that need to be taken
to achieve this objective, the bottom-up methods rely on highly granular data from the
operating theatre and integrate these to represent broader, higher-level tasks. Bottom-
up methods allow for highly precise, flexible models, which may contain quantitative
representations of relevant workflow aspects. However, they require complex data from
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multiple sources for their creation and may reach high model complexitities. Top-down
methods, on the other hand, allow the break down of complex processes to a desired
level of complexity and can be based on more abstract data sources [122].

A widely-used top-down method for investigating and reporting workflows in human-
machine systems is the hierarchical task analysis (HTA) [123]. This method has been
used, modified, and extended over the past five decades. In 2006, Stanton [124] provided
a comprehensive review of variations and extensions of the HTA approach. In the
HTA method, the user’s goals and activities are systematically deconstructed into their
subgoals and task steps. These subgoals and steps are then further desconstructed and
so on. One major challenge lies in identifying the end point for this deconstruction,
i.e., defining the desired granularity of goals and activities. Within the surgical domain,
Sarker et al. [125] recommend defining the end point of task deconstruction such that
the tasks and steps required for the achievement of the surgical goal are well defined,
but the individual technique and tools applied by the surgeon are not implied.

While a wide range of methods have been applied to model a broad field of surgical
applications [121], no dedicated model or description of the workflow of partial nephrec-
tomy exists. Various informal descriptions of the surgical workflow in LRPN exist.
These descriptions are either published in the form of surgical educational literature
(e.g. [19]) or published as reports of new surgical techniques (e.g. [46, 31]). However,
these procedure descriptions do not aim to systematically describe a generic workflow
across various surgical strategies and schools of thought.

3.2.2 Methods
A literature-based HTA approach was selected to investigate the LRPN workflow. An
informal literature search was conducted on Google Scholar to identify eligible surgical
procedure descriptions of LRPN. The search terms “laparoscopic partial nephrectomy”,
“laparoscopic partial nephrectomy segmental clamping”, and “robot assisted partial
nephrectomy” were used for this search. The results were informally screened by one
investigator (the author). Forward and backward searches were applied for relevant
results. The results of this literature search were combined with relevant scientific
publications and surgical textbook literature that were already known to the involved
investigators [18]. Clinical publications and teaching literature were selected from the
overall search results by the following criteria:

� Publications were included that describe the surgical procedure of LRPN at a high
level of detail.

� Publications were selected such that laparoscopic and robot-assisted procedure
descriptions were included.

� Publications were selected such that different vascular management strategies were
included (i.e., total clamping, selective clamping, and zero ischaemia approaches).

The publications were chosen such that the authorship overlap between the publications
in the selection was kept to a minimum. This was done to prevent bias towards one
surgical centre or school of thought.

The surgical procedure described in each publication was reviewed and formalised into
a separate HTA by one investigator (the author). The granularity of working steps was
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set to represent the tasks and steps required to achieve the respective sub-goals without
implying the individual technique or tools [125]. The sub-goals were not explicitly listed
as they are implied in the surgical tasks and steps. The tasks and steps of each HTA
were then compared to identify equivalencies and workflow parts that depend on the
surgical approach. Based on this, the HTAs were merged into one generic HTA, which
included tasks and steps from all separate HTA with removed redundancies.

Four additional surgical publications were then selected to validate the generic HTA.
These followed the same selection criteria as the first set of publications, except that no
authorship overlap with any of the original publications or with each other was accepted.
Separate HTAs were created for each of these additional publications. These HTAs were
compared to the generic HTA to confirm whether they contained any additional tasks or
steps that had been omitted in the generic HTA.

3.2.3 Results
Five surgical publications [30, 46, 19, 31, 45] were selected for the initial generic HTA.
One author contributed to two of these [46, 19]; no further authorship overlaps occurred.
From these publications, 12 tasks comprising 43 surgical steps were identified constituting
the initial generic HTA of the LRPN surgical procedure. The resulting HTA is reported
in Table 3.1.

Four publications were selected for the validation [42, 126, 127, 41]. The validation
yielded no further surgical tasks, but three additional steps were identified, as highlighted
in Table 3.1.

It is important to note that the steps do not have to be and will not always be conducted
in the order and frequency in which they are listed here. Some steps will only be conducted
in some surgical approaches. For example, step ‘8.2: Open / remove clamps’ is only
performed in cases in which vascular clamping is applied in the first place. Moreover,
some steps may be conducted only once whereas others may be conducted repeatedly.
For example, vessel cauterisation and tissue resection are performed continuously and
iteratively during tumour resection.

Table 3.1: Workflow of LRPN in HTA format.

Surgical Task Surgical Steps
1 Prepare operation 1.1 Preoperative plannning

1.2 Patient preparation
2 Initiate operation 2.1 Stretch retroperitoneal space1 (only in retroperitoneal

approach)
2.2 Insufflate operative space
2.3 Place camera port
2.4 Place working ports

3 Navigate to operative site 3.1 Navigate to renal fascia
3.2 Mobilise kidney
3.3 Dissect hilum

1 These steps were identified during validation. Table continues on the next page.
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3.2 Workflow analysis

Table 3.1 – continued from the previous page
Surgical Task Surgical Steps

4 Intraoperative examination
and planning

4.1 Remove renal fat from tumour area
4.2 Examine tumour
4.3 Search for further tumours
4.4 Plan and mark excision site
4.5 Confirm plan with ultrasound
4.6 Position kidney for excision1

4.7 Confirm that all materials required during resection and
renorrhaphy are prepared
4.8 Administer diuretics before clamping

5 Manage renal vessels 5.1 Clamp renal artery or segmental arteries
5.2 Clamp renal vein or segmental veins
5.3 Confirm that no relevant branches have been missed
5.4 Start clock to monitor ischaemia time

6 Excise tumour 6.1 Navigate within excision site
6.2 Cut renal tissue
6.3 Cauterise vessels
6.4 [if not clamped] Reduce blood pressure after renal cortex
has been cut through
6.5 [if not clamped] Identify and clamp intrarenal vessels
6.6 [if not clamped] Monitor continued renal perfusion under
reduced blood pressure
6.7 Place excised tumour next to kidney
6.8 Take biopsy from tumour bed1

7 Repair renal defects 7.1 Close entries to collecting system and major intrarenal
vessels
7.2 Confirm lower repairs
7.3 Repair parenchyma

8 Unclamp 8.1 Administer diuretics
8.2 Open / remove clamps
8.3 Assess haemostasis
8.4 Repair remaining bleeding vessels
8.5 [if not removed in 8.2] Remove clamps

9 Extract tumour with speci-
men bag

-

10 Conclude operation 10.1 Repair extrarenal defects
10.2 Place wound drain
10.3 Inspect operative site after deflation to confirm
haemostasis
10.4 Remove trocars and close ports

11 Administer postoperative
care

-

12 Communication with other
operation room staff

12.1 Communicate with assistant
12.2 Communicate with anaesthesist
12.3 Communicate with nurse staff

1 These steps were identified during validation.

3.2.4 Discussion
The HTA, as presented in Table 3.1, aims to represent a generic workflow description
of LRPN. Thus, its creation and validation are based on nine independent procedure
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descriptions. This approach was taken in order to make the HTA valid for a broad
range of surgical strategies and schools of thought. Thus, it includes steps that may
only be applicable in some of these approaches (e.g., different clamping strategies will
affect which exact steps of vascular management will have to be taken). It should be
noted that further surgical tasks or steps may exist for additional strategies for LRPN.
However, the fact that the HTA validation yielded no further tasks and only few minor
steps, indicates that the reported HTA is likely to give a comprehensive overview of the
tasks and steps that occur during the operation.

The HTA does not formally describe how many times a given step is performed or
in which order the steps are conducted. This information is commonly represented as
plans in HTA [17]. These plans were not formalised in this project because the HTA
was intended to serve as a basis for discussion in the subsequent interview study. Thus,
the workflow description was kept as simple as possible in order to avoid unnecessary
complexity for the participants. Moreover, formalised plans were not expected to provide
additional benefit for the research objectives at hand.

Beyond literature-based workflow investigation, other methods are available to inform
an HTA (e.g., structured observation, interviews, etc. [122]). Depending on the purpose
of the investigation, on the domain investigated, and on the available literature, these
may be helpful or even required to further inform the HTA. In the present investigation,
the observation of multiple cases in multiple surgical centres would have been required
to achieve the intended generic scope and independence for the generic HTA. Since
sufficient relevant literature was available for the given research objective, this was not
considered necessary in this project.

3.3 Surgeon information needs
To further determine users’ information needs for a surgical assistance system in LRPN,
the challenging aspects of the previously documented workflow were identified and
investigated using a CTA method.

3.3.1 Related work
Generally, CTA pursues the objective of eliciting and understanding the (conceptual and
procedural) knowledge, cognitive processing, and decision making that experts utilise in
complex tasks [128]. Besides numerous methods for behavioural and cognitive research,
several CTA methods have been proposed and applied to inform the design of trainings
or assistance systems for complex tasks. Roth & Mumaw’s Function-Based Cognitive
Task Analysis [129], as well as Ormerod & Shepards Sub-Goal Template Analysis [130]
aim to understand user needs for human-machine interaction. Specifically, they aim to
understand which information expert systems can provide to support users in complex
tasks. However, both methods primarily target monitoring and controlling tasks (e.g.,
in industrial plants or anaesthetic monitoring). These are structurally different from
process-oriented and operator-driven tasks like surgery.

In contrast, the Workflow Integration Matrix [119] has been developed to understand
surgical information needs. Specifically, it aims to ensure that useful information is
provided to the surgeon at the appropriate time. It has been succesfully used for the
clinical application of surgical needle navigation [131]. However, the method requires
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the structured observations of multiple interventions in combination with surgeon focus
groups. This requires a level of availability of eligible surgeon participants that seems
unrealistic for a challenging operation like LRPN that is conducted by only a few
surgeons. The number of interventions to be observed and deconstructed would also be
further increased by the objective of covering multiple surgical approaches and schools
of thought in the present project. Moreover, the resulting complexity of the surgical
process representation seems unfeasible for the complexity of LRPN.

The Applied Cognitive Task Analysis (ACTA) method [132] offers a less detailed
approach to understanding the knowledge and information sources that are applied in
complex tasks. However, this approach bears a lower logistical threshold as it relies
on verbal interviews with experts. Meanwhile, it aims to elicit information that yields
design recommendations for the design of expert trainings and support systems.

Finally, the Critical Decision Method [133] investigates the information sources and
reasoning that experts utilise in critical, non-routine situations. This offers a perspective
for including the investigation of information needs during surgical complications. The
present project, however, aimed to elicit information needs that arise during the intended
surgical process of LRPN.

No work has been published on these (or similar) methods being applied in the fields
of minimally invasive kidney surgery or laparoscopic surgery.

3.3.2 Methods
A qualitative CTA study with two phases was conducted with experienced surgical
urologists. In the first phase, a written questionnaire was administered to identify
surgical steps that the urologists deemed particularly challenging and/or associated with
risks. This was followed by a semi-structured interview employing an adapted form of
the ACTA method to further understand the surgical challenges and the information
needs that arise from these steps. The following sections report the specific methods
applied in these phases.

Identification of challenging tasks

A written questionnaire (Appendix A) was administered that included a list of the 46
previously identified surgical steps (see Table 3.1). Participants were asked to mark the
following:

� Two to five steps, which they deemed particularly challenging when performing
the operation themselves,

� Two to five steps, which they deemed particularly challenging for novice colleagues,
and

� Two to five steps, which they deemed particularly associated with perioperative
risks.

Based on the participants’ assessment, two or three steps were selected per participant
for in-depth discussion: any steps that were marked as challenging and risky by a given
participant were selected for discussion with that participant. Beyond that, steps were
selected such that the number of participants with whom a step was discussed, reflected
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the number of participants who marked the step as challenging or risky. This approach
aimed to discuss steps with more participants if they were rated challenging or risky by
a higher number of participants. This could not be systematically ensured because many
participants completed their written questionnaires after the first interviews had already
been conducted. Steps 1.1 and 11 (see Table 3.1) were excluded in this analysis because
they represent preoperative or postoperative activities.

Identification of surgical challenges and corresponding information needs

The study’s objective could be broken down into three partial objectives: first, to identify
challenges that participants encounter when performing LRPN. Second, to understand
the strategies and cues used by the participants to address these challenges. Finally, to
identify potential information needs in LRPN where additional software assistance may
be particularly helpful. This section reports the interview techniques applied to collate
the data for the first two objectives. The information needs were extracted from these
data during data analysis (fulfilling the third objective).

Two categories of interview prompts were used to elicit the information that was
required to meet the abovementioned objectives: first, an adapted version of the ACTA’s
[132] knowledge audit technique was applied. This technique aims to elicit the specific
knowledge that domain experts apply and call on (conciously or unconciously) for their
performance in complex tasks. The knowledge audit relies on six basic interview probes
and two optional ones. Each probe is followed up by in-depth discussion. Five of the basic
probes were used in this interview (the Job Smarts probe was omitted). These probes
were augmented by using the optional Anomalies prompt and an explicit prompt on
unmet information needs. This additional prompt was phrased as: ‘Are there situations
in this surgical step in which you would wish for additional information? That is,
information that currently either is not available at all or is not available during the
step.’ The prompts for each discussed surgical step were applied in randomised order.

Second, a list of potential intraoperative decisions was used as interview prompts.
Prior to study commencement, a brainstorming activity was conducted between two
clinical experts and two human factors experts. This brainstorming activity aimed to
identify decisions, which surgeons may have to make during any given surgical step. A
total of 340 potential decisions was identified (between two and 20 decisions per surgical
step). The potential decisions for the respective step under discussion were read out
loud to participants as decision questions. Participants were asked to judge if these were
relevant decisions and, if so, to describe what information helps them to make these
decisions. The decision questions for each discussed surgical step were presented and
discussed in a randomised order.

Each prompt from either category was followed by unstructured in-depth probing
to ensure that all challenges, strategies, and cues described by the participants were
sufficiently understood by the interviewer.

Study sample recruitment

Twenty-three (23) German hospitals that were known to the author to conduct LPN
and/or RPN were contacted by telephone. LRPN experienced surgical urologists from
14 hospitals expressed their interest in participating (one urologist from each hospital).
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It was not possible to find suitable time slots with five of them. Thus, nine interview
partners participated in the study. Participants volunteered their time and were not
paid or otherwise rewarded for their participation.

Study execution

All interviews were conducted by one investigator. Participants could choose between
a personal interview and an interview by telephone. Six interviews were conducted by
telephone and three interviews were conducted in person. All interviews were conducted
in German.

Participants’ informed consent for participation was confirmed orally at the times
of recruitment and of interview commencement. Prior to the agreed interview date,
participants were sent the written questionnaire by e-mail and were asked to complete
it and submit the filled-in questionnaire by e-mail. At the beginning of the interview,
participants were reminded about the study’s objectives, and the interviewer collected
data on their relevant surgical experience.

Two or three surgical steps were then discussed in detail. First, the interviewer asked
the participants why they rated the step under discussion as challenging and/or risky.
The steps were then further discussed using the prompts and in-depth probing that are
described above. If time permitted, additional surgical steps were briefly discussed. Brief
discussion comprised two prompts: 1) Why did the participant rate a step as challenging
and/or risky, and 2) the prompt on unmet information needs otherwise used as part of
the modified ACTA method. Each interview lasted between 60 and 90 minutes.

Data recording and analysis

Questionnaire data from each participant were tallied as soon as they were received.
Prior to each participant’s interview, the data were used to select surgical steps for the
discussion as outlined above. During the first interviews it became clear that the answers
to the second questionnaire question (Which steps do you deem challenging for novice
colleagues? ) had a very strong overlap with the first question. Moreover, where the
answers to these two question diverged, it became clear that the second question was
misleading to some participants. Therefore, the selection of discussion points was based
on the first and third question only.

During the interview, the interviewer took notes of relevant participant comments, and
the interviews were audio-recorded. The recordings were saved locally and only accessible
to the interviewer to guarantee participant anonymity. Following the interviews, the
interviewer compared the notes to the recordings to ensure that all relevant participant
comments were incorporated in the subsequent analysis.

The interview notes were then analysed qualitatively by one investigator. First, the
notes were filtered for specific challenges. They were then filtered for strategies and cues
that participants reported to employ when facing these challenges. Explicit information
needs that were expressed by participants were also assigned to the challenges from
which they were understood to arise.

These data were collated across participants and, where applicable, clustered across
participants. Finally, surgeon information needs were extracted from this data. Informa-
tion needs were defined as information, which, if provided to the surgeon, might help
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face the challenges identified. To extract information needs, the strategies, cues, and
explicit information needs were reviewed for each challenge. This approach procured
information needs based on three types of information:

1. Information, which was explicitly requested by participants (hereafter referred to
as explicit needs),

2. Anatomical or pathological structures that were named as relevant for a given
challenge,

3. Information, which participants reported to usually have to recall from memory or
judge by experience and gut feeling.

3.3.3 Results
Participant background

Nine participants were interviewed. Three participants had experience with RPN only,
two participants had experience with LPN only, and four participants were experienced
with both procedures. Overall, LPN experience ranged from 20 to 300 procedures
(median: 125) and RPN experience ranged from 10 to 300 procedures (median: 50).
One participant who was experienced with only LPN did not provide the number of
procedures he/she had conducted.

Identification of challenging tasks

Figure 3.1 provides an overview of the number of participants who rated each surgical
step as challenging or risk-associated. The most frequently rated steps included hilum
dissection (3.3), vascular clamping (5.1), excision plane navigation (6.1), and the repair
of the collecting system and vascular lesions (7.1). Figure 3.2 shows the number of
participants with whom each surgical step was discussed. This selection aimed to
approximately reflect the distribution of participant votes in the questionnaire data. No
participant rated more than three steps as challenging and risky. Thus, the objective of
discussing all steps that a participant had rated challenging and risky was achieved.

Identification of surgical challenges and information needs

Overall, 21 full in-depth discussions and 11 brief discussions of surgical steps were
conducted across the nine interviews (see Figure 3.2). The sample size and applied
method do not allow for a quantitative inferential analysis. However, the questionnaire
data and interview indicate a consistent trend: it seems that most steps that were rated
as challenging or risky, can be classified into one of three surgical phases:

1. Hilar and vascular management (steps 3.3, 5.1, 5.3),

2. Tumour excision (steps 6.1, 6.2, 6.3, 6.5),

3. Repair of renal defects (steps 7.1, 7.2, 7.3, 8.2, 8.3, 8.4, 8.5).
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Figure 3.1: Results of the written questionnaire for surgical step selection. Values greater
than nine are due to participants rating a given step as challenging and
risk-associated. The surgical steps are reported in Table 3.1. The numbers I,
II, and III indicate the surgical steps that belong to the respective challenging
surgical phase.
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surgical steps are reported in Table 3.1.
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The interview results supported the identity of these three surgical phases: participants
who selected different steps from a given surgical phase tended to describe very similar
challenges, strategies, cues, and information needs. Discussion with the participants
often led to covering other surgical steps within the same phase. In this study, five
participants were interviewed about at least one step in surgical phase I, seven were
interviewed about at least one step in phase II, and five were interviewed about at least
one step in phase III.

During data analysis, 25 challenging surgical decisions, activities, or circumstances
were identified (hereafter summarised as challenges), which had been brought up by
at least one participant. Twenty-one (21) of these challenges could be assigned to
the three surgical phases described above. For most of these challenges, participants
reported a range of strategies and/or cues. Table 3.2 lists the reported challenges and the
information needs derived from the reported strategies, cues, and explicit information
needs.

Most challenges reported by the participants involve spatial navigation in the surgical
site, including the identification and localisation of target or risk structures (14 challenges:
I.2, I.3, II.1, II.2, II.4, II.6, II.7, III.1, III.3, III.4, III.5, IV.1, IV.2, IV.3). Other
challenges include the detection of lesions or complications (4: II.5, II.8, III.2, III.6),
strategic decisions (3: I.1, II.3, II.9), and the intraoperative assessments of the successful
completion of safety-critical surgical steps (2: I.4, II.10). Two challenges fit none of these
categories (III.7, IV.4). A full account of the strategies, cues, and explicit information
needs reported by participants is documented in Appendix B.

The type of data collected in this study does not allow for quantitative analysis.
However, some trends are visible in the data. Summarising these trends aims to
provide an overview of the data reported in Appendix B: the key relevant anatomical
structures included the hilum, tumour supplying vessels, large non-tumour related vessels,
collecting system, and the tumour(s). The interview data suggest that, unsurprisingly,
visual inspection of the surgical site and preoperative CT or MRI data (and processed
versions thereof) are the most commonly used information sources. Multiple participants
reported using laparoscopic ultrasound (including Doppler ultrasound) and Intuitive
Surgical’s FireflyTM (Intuitive Surgical Inc., Sunnyvale, CA, USA) indocyanine green
fluorescence imaging as intraoperative imaging modalities. Most information needs
that were expressed by participants or identified during data analysis involved the
intraoperative visualisation of relevant anatomical structures.

Table 3.2: Challenges and information needs for the most risky and challenging surgical
phases.

Surgical phase Challenge Information needs
I Hilar
management

I.1 Decision: Is clamping required
and, if so, which vessels require
clamping?

Information about tumour size, posi-
tion, and tumour supplying vascula-
ture.

I.2 Hilar dissection in highly variable
individual patient anatomy.

Information about ureter, major ex-
trarenal vessels, renal vascular tree,
and highlighting of inferior pole.

Table continues on the next page.

42



3.3 Surgeon information needs

Table 3.2 – continued from the previous page
Surgical phase Challenge Information needs

I.3 Identify, localise, and dissect all
relevant vascular branches.

Intraoperative availability of preop-
erative imaging data (and processed
versions thereof). Highlighting of oc-
cluded vessels. Information about
instrument proximity to major arter-
ies.

I.4 Decision: Have all relevant vas-
cular branches been clamped?

Information about segmental perfu-
sion. Confirmation that clamps are
fully closed.

II Tumour
excision

II.1 Localise and navigate to tumour. Intraoperative availability of preop-
erative imaging data (and processed
versions thereof). Information about
tumour position.

II.2 Find the ideal resection plane. Intraoperative availability of preop-
erative imaging data (and processed
versions thereof), endophytic parts
of tumour, tumour depth, spatial re-
lationship between tools and tumour,
preoperative excision plan.

II.3 Decision: Can the tumour be
enucleated?

-

II.4 Identify current resection plane
and surrounding tissue.

-

II.5 React to unexpected anatomy
or pathology.

-

II.6 Identify, localise, and protect
risk structures (vessels, collecting
systems).

Information about, or highlighting
of parenchyma, major tumoursupply-
ing vessels, collecting system. Intra-
operative availability of preoperative
imaging data. Highlighting of major
occluded vessels.

II.7 Preserve perfusion to the remain-
ing renal tissue.

Information about segmental perfu-
sion.

II.8 Detect and manage lesions to
risk structures (vessels, collecting
system).

nformation about lesions of the col-
lecting system. Information about
tumour tissue in the resection plane.

II.9 Decision: Is retroactive clamp-
ing required?

Information about segmental perfu-
sion.

II.10 Decision: Was the resection on-
cologically successful?

Information about tissue type in re-
section bed.

III Repair of
renal defects

III.1 Apply correct positioning,
strength, and distance of sutures.

Information about arteries and tis-
sue, which may be in the needle path.

III.2 Identify, localise, and manage
collecting system lesions.

Information about collecting system
lesions.

III.3 Identify, localise, and manage
major vessel lesions.

Information about vessels crossing
the resection area.

III.4 Prevent and manage visibility
issues due to profuse bleeding.

Information about major blood ves-
sels intraoperatively. Information
about source of bleeding.

Table continues on the next page.
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Table 3.2 – continued from the previous page
Surgical phase Challenge Information needs

III.5 Distinguish vessels that re-
quire individual suturing from those,
which do not.

Information about arteries. Quantifi-
cation and visualisation of strength
of bleeding.

III.6 Problem: Undetected lesions of
collecting system or vasculature.

-

III.7 Problem: In deep incision sites,
the first suture can contract the resec-
tion too far to apply further sutures.

-

IV Other IV.1 Step 2.1 : Trocar placement
is challenging in retroperitoneal ap-
proach due to very limited space.

-

IV.2 Step 2.4 : Trocar placement is
patient-individual and challenging
due to robot arm trajectories and
constraints.

Support in placement decision mak-
ing to maximise surgical access and
minimise interference of robot arms.

IV.3 Step 4.3 : Intraparenchymal tu-
mours are difficult to detect intra-
operatively, despite the use of ultra-
sound. No solution reported.

-

IV.4 Step 4.6 : The kidney may have
to be fully mobilised. In laparoscopic
surgery, holding the kidney in posi-
tion binds one of the available tools
(and arms) for the duration of the
procedure.

-

3.3.4 Discussion
Discussion of the study methods and results

The CTA interview study results identified three key surgical phases during which most
reported challenges occur. The three phases were discussed with a similar number of
participants. Within these phases, a range of challenges were identified and participants
reported a variety of strategies and cues, which they employ to meet those challenges.
From these, a range of information needs could be identified. These phases were
identified through the interviews. Clinical investigation and structured observation may
be necessary to confirm whether a majority of complications and clinical risks arise from
these three phases.

The research approach in this study included a mixture of methods, including a
bespoke questionnaire, an adapted version of the ACTA, and additional, decision-based
interview prompts. The questionnaire was successfully used to select surgical steps for an
in-depth discussion with participants. Although not all questionnaire responses had been
received by the time that the first interviews were conducted, it was, overall, possible to
approximately reflect the questionnaire ratings in the surgical step selection for interview
discussion.

The approach of selecting only a few steps for in-depth discussion made the interviews
more efficient. This was helpful in the investigation of a procedure, which requires a
high level of expertise, as this limits the population of potential interview partners.
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However, due to the available number of participants, it is not guaranteed that all
relevant challenges, strategies, and cues could be identified. This approach is, therefore,
a compromise between the feasibility of a study with a highly experienced and limited
expert population and the objective to draw a full picture of a complex procedure. This
study and its results may be affected by the surgical techniques applied by the recruited
interview participants and by the information sources that are currently available to
them.

The LRPN procedure’s complexity may have affected this work in two ways. Firstly,
discussion with the participants was limited to a few surgical steps per participant.
Secondly, due to the small population of surgeons who are experienced with this procedure,
the number of recruited participants was also limited. It is possible that including more
surgeons in the study would have revealed additional surgical challenges and, thus,
information needs. It is difficult to define a minimum number of participants needed
for this type of qualitative study. One may argue that the duplication of interview
replies may be an indicator for the completeness of the results. That is, when all data
points have been reported by at least two participants, this may indicate that nearly
all relevant and obtainable data points have been recorded. Following this criterion,
additional participants might have broadened this study’s results because a range of the
challenges and information needs were only reported by one participant each. However,
in this study, the availability of experienced surgeons constituted a limiting factor.

Surgeons may also not be aware of information needs, as they may have learned
to compensate for missing information in their clinical routine. While CTA aims to
compensate for this, there may be additional information needs that were not revealed
with the methods applied here. Generally, focusing on specific surgical steps is likely
to have helped to make the discussion tangible and concrete, as intended in the ACTA
method. Interestingly, the overall challenging phases still manifested in the data. In
future work, these phases could be used to improve the HTA of LRPN further. They
may also be helpful in the future development of trainings and training material for
LRPN.

The ACTA method enabled a good understanding of the specific expertise applied
in this procedure as well as the limits of this expertise. However, the discussion in this
interview study was primarily focused on the regular, routine completion of LRPN. Some
participants mentioned possible complications during the interviews. In those cases,
the information that is used to detect and manage those complications was discussed
as intended within the scope of the interview. However, the interview methods did
not specifically target complications or non-routine emergency situations. Additional
information needs may arise during these rare situations that were not covered in this
study. One possible method for investigating those emergency situations in future
research could be the Critical Decision Method (CDM) [133].

Applicability of the research methods to other procedures

An interview-based CTA method was used to detect surgeons’ information needs during
LRPN. This method identified a range of information needs across three surgical phases
that may be suitable to being addressed with intraoperative software assistance. The
method proved to be successful with the intended objectives. It may well be transferable
to investigating other complex surgical procedures. However, the approach has limitations,

45



3 Surgeon information needs in LRPN

and some adaptations may be useful or required when applied to other procedures.

One such aspect is how the initial workflow description was developed. Ample literature
is available for LRPN, which was sufficient to generate the HTA reported in this chapter.
If this is not available, other data may be more efficient or even necessary to generate a
valid and complete workflow description. For example, in some procedures, observational
techniques or structured interviews may be more effective or efficient methods to document
the surgical workflow. It may also be sufficient to base the workflow definition on a
smaller number of clinical publications if the procedure at hand has a smaller range of
surgical strategies across the surgical community, or if only one such strategy is of interest.
Namely, the second and third inclusion criteria (i.e., coverage of laparoscopic and robotic
approaches as well as coverage of different clamping strategies) are specific to LRPN and
may be omitted or modified for other surgical procedures. In some surgical tasks, it may
be useful to further detail and formalise the task analysis (e.g., by formalising plans).

Another aspect, which may affect the applicability of this approach, is the complexity
of the task under investigation. Depending on the task complexity, further limitation of
the interview scope may be required. This may lead to greater sample size requirements,
which, at some point, may make this approach impractical. In those cases, the first
part of the approach (i.e., applying task analysis and identifying critical steps via a
questionnaire) may help to identify critical task phases, which can then be investigated
in detail. On the other hand, if the approach is applied to a simpler surgical procedure
or shorter parts of a procedure, this selection process may not be required at all.

Another potential research focus might lie in intraoperative complications and sup-
porting the surgeon in addressing those. This was not within the scope of this work and
may require an adaptation of the technique that is used to identify workflow parts and
scenarios to take into focus in the CTA interviews (e.g., CDM [133]).

3.4 Conclusion
This chapter reports a study that investigated the surgeons’ information needs that
arise during LRPN. This investigation intends to inform the future development of
intraoperative software assistance solutions. The approach that was taken involved
understanding the surgical workflow at hand, identifying challenging and / or risky
phases within this workflow, and understanding in depth the challenges that occur, as
well as the strategies and cues that surgeons apply to address these challenges. For the
surgical procedure under investigation (LRPN), this approach yielded useful results to
further develop the field of intraoperative software assistance. Three surgical phases
were identified during which software assistance may be particularly useful: the hilar and
vascular management (phase I), the tumour excision (phase II), and the resection wound
repair (phase III). Moreover, the results indicate what information may be particularly
useful to the surgeons in each surgical phase.

This study did not take into account which of these information needs can realistically
be addressed with intraoperative software assistants. Moreover, it did not cross-reference
the information needs with software assistance solutions that have already been reported
in the literature. The next step, therefore, lies in reviewing the existing software
assistance literature for LRPN. This review and a comparison against the information
needs can reveal potential gaps in this field and opportunities for the research and
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development of novel, surgically beneficial surgical software assistants. Finally, future
work is required to generate similar data for other procedures, which may lead to the
detection of information needs that occur across multiple procedures or even surgical
domains.
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4
Review of image guidance in LRPN

Synopsis
This chapter reports a systematic literature review on image guidance and intraoperative software
assistance in LRPN. A literature search was conducted to identify relevant articles published
between 2008 and 2020. The included image guidance solutions were reviewed for the information
they aim to provide to the surgical team and for the data on which this information relies. They
were then compared against the information needs previously identified in Chapter 3. Fourty-nine
(49) publications were included in the review. The majority of these propose image guidance
solutions for the first two challenging surgical phases, i.e. vascular management and tumour
resection. This finding revealed a research gap in the current literature regarding image guidance
for the resection wound repair as the third challenging surgical phase.

About this chapter
Parts of this chapter have been published in: Joeres, F., Schindele, D., Luz, M., Blaschke,
S., Russwinkel, N., Schostak, M., and Hansen, C. (2019). ‘How well do software assistants
for minimally invasivepartial nephrectomy meet surgeon information needs? A cognitive task
analysisand literature review study’. In: PloS one 14.7 [18].
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4.1 Introduction

The field of image guidance and AR assistance for laparoscopic and / or urological
surgery has inspired a broad field of research and publications over the past two decades.
This includes various navigation and support solutions for laparoscopic or robot-assisted
oncological surgery [11] in general and for LRPN specifically. This chapter’s first objective
is to provide a comprehensive review of image guidance and AR assistance for LRPN.
The review’s focus is on the information that the various assistance solutions provide
to the operating surgeon. The purpose of this is to compare these proposed solutions
against the surgical information needs that arise during LRPN (see Chapter 3). Thus,
the second objective of this chapter is to review which surgical information needs have
been addressed in previously published work.

4.2 Related work

Following the multitude of scientific literature in this field, multiple dedicated literature
reviews have been published in the past few years. Two comprehensive and exten-
sive reviews investigate the use of AR in laparoscopic surgery [11] and robot-assisted
surgery [134]. Both these reviews cover a wide scope of clinical applications and target
organs and, therefore, have limited focus on LRPN. Similarly, Rassweiler et al. [135]
provide an overview of image guidance solutions in wider urological surgery with limited
emphasis on the information solutions in LRPN.

Detmer et al. [136] investigate in greater detail which information is presented to
surgeons in AR solutions for various urological interventions including LRPN and the
data on which this information is based. However, this review is limited to AR-based
concepts and excludes other image guidance approaches. Similarly, one review specifically
examines intraoperative imaging solutions for PN [137].

Two articles review the use of AR assistance and 3D printed models across the
perioperative treatment process for the treatment of kidney or prostate cancer [138]
or, more specifically, for RPN [139]. Due to the scope of reviewing solutions for the
wider treatment pipeline (including surgical planning, patient education, and surgical
simulation), these reviews provide limited detail on the information provided to surgeons
intraoperatively. Other, more specific reviews of image guidance in LRPN, focus primarily
on the aspects of registration and tracking [102] or the quality of image guidance
evaluation studies [140].

One comprehensive review that includes the clinical objectives and solutions for image
guidance in renal and hepatic surgery reviewed publications from a time period between
2000 and 2011 [141]. The results, therefore, do not cover recent, relevant findings within
the field. Finally, multiple review papers exist that provide introductory overviews of
image guidance for the fields of general minimally invasive surgery [142], minimally
invasive urological surgery [143, 144], or LRPN [145] without providing an in-depth
analysis of the information that is provided to the surgeons.
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4.3 Methods
This section reports the search method, publication selection process, and analysis
approach of the literature review.

4.3.1 Literature search and selection
The search process comprised three phases. In the first phase, a PubMed and Google
Scholar search was conducted with the following search terms:

(((‘computer’ AND ‘assisted’) OR ((‘augmented’ OR ‘virtual’) AND ‘reality’) OR
(‘image’ AND (‘guided’ OR ‘guidance’)) OR ‘navigation’) AND ‘nephrectomy’)

The search was conducted in June 2019 and was limited to publications that were
published in or after 2008. In addition, publications were selected from concurrent,
relevant literature reviews [136, 137, 102]. The second search phase was conducted in
January 2021 to update and extend the initial search results. The search employed the
same search terms and platforms and was limited to publications that were published
in 2019 or later. During this update, the Publish or Perish software [146] was used to
conduct the Google Scholar search. In the third phase, all publications that were selected
for inclusion in the first two phases were submitted to a forward-backward search. In
addition, all relevant review papers that were identified in the first two phases were
included in this forward-backward search. The Scopus database was used to collate the
references and citations of all previously selected publications. The overall search results
of each phase iteratively underwent the selection process that is reported below.

Publications were included that fulfilled the following inclusion criteria:

� Publications that refer to image guidance or software assistance for LPN or RPN.

� Publications that present an image guidance or software assistance approach for
intraoperative use.

� Publications that report the information presented to the surgeon.

Publications were excluded if they presented software assistance for preoperative
planning only or if they mainly focused on technical challenges (e.g., image registration
or medical imaging techniques). Case studies were also excluded when they employed
software assistance approaches that were also described in other publications. In cases
where research teams published several iterations of the same system, the most recent
publication was selected that fulfilled the inclusion criteria. Finally, publications were
excluded that were not written in English.

During the first phase, two reviewers independently conducted a title and abstract-
based screening of the PubMed search results, following the inclusion and exclusion
criteria listed above. One reviewer conducted an equivalent title and abstract screening
of the Google Scholar search results. All publications that were deemed to potentially
match the criteria by at least one reviewer underwent a subsequent full-text review by
one reviewer. Final inclusion or exclusion was determined based on this full-text review
and the criteria listed above. The same selection process was applied to the search results
of the second and third phase, respectively. All selection steps were conducted by one
reviewer for these phases.
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4.3.2 Data analysis

The selected publications were reviewed for the clinical purpose pursued. This included
the surgical phase that they aimed to support, the clinical objective (if reported), and
the information that was proposed to be presented to the surgeon. Moreover, the type
of data was recorded on which the proposed image guidance solutions were based (e.g.,
the medical imaging modality).

The publications were then clustered by surgical phase. Finally, the publications were
assigned to the previously identified challenges in order to review how the identified
information needs are addressed by the proposed solutions. This analysis was conducted
by one reviewer.

4.4 Results

4.4.1 Literature search and selection

An overview of the quantitative results of the search and selection process is provided
in Figure 4.1. During the first search phase (conducted in 2019), the PubMed search
yielded 340 publications of which 49 underwent full text review. The Google Scholar
search yielded 2,750 results. The results were sorted by relevance and the first 595 results
underwent a title and abstract-based review. The last identified eligible entry was the
345th entry in the list of search results. Another 250 entries were screened without
further eligible results. Thus, the screening was terminated after 595 entries. Out of
these 595 search results, four publications that had not been identified in the PubMed
search or previous reviews underwent full-text review. Twenty-six (26) publications were
included for analysis from the PubMed and Google Scholar search. Eight additional
publications were identified from previous reviews [136, 137, 102], resulting in a total
number of 34 publications to be included in the review.

The second phase’s PubMed search yielded 33 publications that had not been previously
screened. Out of these 33 publications, nine proceeded to full text review. The Google
Scholar search yielded 973 new results. Nineteen (19) of these underwent full text review.
After reviewing these 28 full texts, five were included in the review.

The 39 publications that were identified during the first two search phases were
included in the forward-backward search. In addition, 14 review papers were included
that had been found in the first two search phases [11, 140, 142, 139, 136, 145, 137, 143,
102, 141, 144, 134, 135, 138]. Three publications were not listed in the Scopus database.
Therefore, the backward search was conducted manually and the forward search was
conducted using Google Scholar. The remaining 50 publications were entered in the
Scopus database and the references and citations were exported. The forward-backward
search yielded 1306 eligible results (publications in English and published in or after 2008).
Of these, 26 underwent full text review and 11 were finally included in the review. The
forward-backward search yielded an updated version of a previously included article [147,
148]. The original publication [148] was, thefore, replaced. Thus, 49 publications in total
were included in the review.

52



4.4 Results
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Figure 4.1: Literature search and selection process with its quantitative results. The first
search phase’s results have been previously published [18].
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4.4.2 Software assistance solutions by surgical phase
The included image guidance solutions were categorised by the challenging surgical phase
that they supported:

1. Phase I: Hilar and vascular management,

2. Phase II: Tumour excision,

3. Phase III: Repair of renal defects,

4. Other clinical objectives.

Thirty-seven (37) publications could be assigned to one category and ten publications
were assigned to two categories each. Two publications [76, 149] aimed to support
a major portion of the overall surgery and were, therefore, assigned to three of the
four categories each. An overview of this clinical objective classification is provided in
Figure 4.2a and summarised below.

28

29
1

4

Phase

I Hilar and vascular management

II Tumour excision

III Resection site repair

IV Other

(a) Distribution of image guidance
solutions across the surgical
phases.

18

17

13

2

1

Data used for image guidance

Preoperative CT / MRI

Intraoperative ultrasound

Fluorescence imaging

Laparoscopic image processing

Intraoperative cone beam CT

(b) Modalities of the data on which
image guidance is based.

Figure 4.2: Overview of the quantitative literature review results.

Twenty-eight (28) publications aimed to support the hilar and vascular management
phase (phase I) and 30 published solutions aimed to support the tumour excision (phase
II). One publication reported the intent to support surgeons during the resection site
repair (phase III). Finally, four publications were intended to support surgeons during
post-resection perfusion assessment. This is not covered by the challenging phases that
were identified in the previous chapter.

Most published solutions employed preoperative CT or MRI imaging data (18 pub-
lications) and/or intraoperative ultrasound data (17) (one solution used both of these
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modalities). Another group of publications used fluorescence imaging (13), of which
one combined fluorescence imaging and preoperative CT/MRI imaging. The remaining
solutions used real-time laparoscopic image processing (2) or intraoperative cone-beam
CT (1) as their data basis. Figure 4.2b provides an overview of this distribution. The
reported data modalities refer to the data sources for the information provided to the
surgeon.

Image guidance for hilar and vascular management

Various approaches have been introduced to support this surgical phase and the steps
it comprises. The first group of approaches support the surgeon in the localisation of
and navigation towards the renal hilum. These solutions help the surgeon identify the
renal artery and vein via AR visualisation of the hilar vasculature [96, 113], via Doppler
ultrasound [150, 151], or via real-time colour component analysis of the laparoscopic
video stream [152]. Another solution for localising the renal artery (and, thereby,
the renal hilum) is the intravenous administration of indocyanine green (ICG) [149,
153]. ICG is a near-infrared fluorescent that can be detected through the arterial walls
(Figure 4.3a). Finally, this group of approaches includes the hilum localisation with
standard laparoscopic ultrasound [154].

The second group of systems support the surgeon in identifying and localising vessels for
clamping during the vascular management phase. This includes a group of publications
that propose providing the surgeon with virtual 3D models of the patient’s vascular
anatomy (including the tumour location) [155, 156, 157, 158, 159, 160]. These models
are made available during the operation. They aim to serve as a roadmap for vessel
selection and localisation in selective or super-selective clamping. Five further systems
take a similar approach but allow the surgeon to overlay the 3D models onto the surgical
scene in an AR visualisation (e.g. Figure 4.3b) [85, 161, 76, 113, 162]. Other solutions
utilise intraoperative data to support the surgeon during this task. One such approach
uses Doppler ultrasound to detect hidden intrarenal vessels [163]. Alternatively, ICG has
been proposed to detect hidden vessels [149] or to localise the arteries that are targeted
for clamping [164, 149]. In a third approach, the laparoscopic image is analysed in
real-time for tissue, which subtly pulsates at approximate heart rate frequency to detect
hidden arteries [165].

Various approaches have been proposed to help the surgeon with confirming whether all
arteries that require clamping have been clamped. One proposed method uses Doppler
ultrasound to confirm if the targeted kidney segment is still perfused (in selective
clamping) [163, 154, 166] or if the overall kidney is still perfused (in full clamping) [167].
Rao et al. [158] propose using the sonographic contrast agent SonoVueTM (Bracco
International, Milan, Italy) to confirm segmental perfusion. In a similar approach, the
same contrast agent is used repeatedly to iteratively correct clamp placement [168].
The previously listed strategy of laparoscopic colour component analysis has also been
shown to distinguish perfused from ischemic renal tissue [152], enabling the visualisation
of segmental perfusion. Finally, five solutions propose administering ICG to visualise
the segmental perfusion of the kidney (Figure 4.3c) [147, 169, 170, 171, 113]. ICG is
administered after clamping and permeates into the perfused parenchymal tissue. The
perfused tissue’s near-infrared fluorescence distinguishes it from the ischemic tissue that
was previously perfused by the clamped arteries.
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(a) ICG visualisation of the hilar renal artery. Fig-
ure reprinted from Tobis et al. [149] with per-
mission from Wolters Kluwer Health, Inc.

(b) AR overlay of a targeted artery branch. Figure
reprinted from Wang et al. [162] with permis-
sion from Springer Nature.

(c) Visualisation of segmental perfusion with ICG fluorescence. Figure reprinted from Gadus et al. [170]
under CC-BY license.

Figure 4.3: Selected examples of image guidance solutions for hilar and vascular manage-
ment during LRPN.
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Table 4.1: Anatomical and pathological structures included in different image guidance
models.
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Chauvet et al. (2018) [172] x x x
Hughes-Hallett et al. (2014) [85] x x x x x x
Chen et al. (2014) [87] x x x x x
Porpiglia et al. (2019) [76] x x x x x x
Pratt et al. (2012) [96] x x x x x
Schiavina et al. (2020) [113] x x x x x x x
Sengiku et al. (2017) [173] x x x x x x x
Teber et al. (2009) [174] x x x x x

Image guidance for tumour excision

A large number of image guidance solutions aim to support the intraoperative planning
and execution of the tumour resection. To this end, multiple research groups propose pro-
viding the surgeon with 3D models of the patient anatomy and pathology intraoperatively
to support tumour localisation [87, 85]. Moreover, means of overlaying these 3D models
on the surgical scene in AR visualisations have been introduced (e.g. Figure 4.4a) [172,
76, 96, 113, 173, 174]. A similar reported strategy involves the intraoperative generation
of 3D models (using cone-beam CT imaging) and visualising them in a software assistance
setting [175]. All of these models include the segmented tumour and overall parenchyma.
However, the scope of other structures and information differs between the publications.
Table 4.1 provides an overview of the structures included in each publication’s navigation
solution.

A second cluster of proposed solutions aims to visualise information about the required
resection margins and the resulting ideal incision line during the resection planning.
Ukimura and Gill [106] propose rendering colour-coded resection margins around the
tumour. Another solution visualises the planned incision path in an AR visualisation [96].
This approach has been further pursued for completely endophytic tumours: Chauvet
et al. [172] use the position of the resection tool port to project the tumour contours
onto the kidney surface from the perspective of this port (Figure 4.4b). This serves to
support the identification of an optimal incision path. One further AR-based solution
displays colour-coded uncertainty margins around the estimated tumour contours [94].
The uncertainty visualisation encodes the segmentation uncertainty of preoperative
probabilistic segmentation results.

Other publications employ intraoperative, laparoscopic ultrasound to provide infor-
mation about intrarenal structures. This includes multiple publications that localise
the tumour using ultrasound probes [176, 177, 178, 175, 154, 166]. Cheung et al. [179]
and Pratt et al. [88] propose overlaying the intraoperative ultrasound images onto the
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laparoscopic view by tracking the ultrasound probe and laparoscope. The latter solution
further augments this overlay with a virtual window animation to provide visual guidance
with regards to the displayed ultrasound plane (Figure 4.4c). Kawahara et al. [180]
introduce a real-time segmentation solution that automatically detects tumorous tissue
in intraoperative ultrasound frames. A similar solution uses the segmentation of intraop-
erative ultrasound data for projective AR guidance. The segmented tumour is projected
onto the kidney surface with a visually tracked, laparoscopic projector [73]. Finally, one
publication reports the intra-corporeal ultrasound examination of the resected volume
after it has been stored in a saline-filled retrieval bag. This examination investigates and
aims to confirm the presence of negative tumour margins [181].

The fourth cluster of solutions proposes the use of fluorescent agents to support the
intraoperative planning and execution of the tumour resection. ICG at the right dosage
permeates into the parenchymal tissue but not to the same extent into the tumour
tissue. It can, therefore, be used to distinguish healthy parenchymal tissue from tumour
tissue [182] (see Figure 4.4e). Two research groups report employing this method for
the intraoperative resection planning for (partially) exophytic tumours [149, 153]. A
modified version of this approach has been reported by Tobis et al. [183]. This approach
employs an AR overlay of the fluorescence image onto the regular laparoscopic video
stream for resection margin planning. Two other research groups propose an intermittant
use of ICG during the resection itself [164, 184]. This serves to progressively localise and
develop the resection plane and ensure that it remains within healthy (i.e., fluorescent)
tissue. One publication proposes a different, orally administered fluorescent that marks
tumour tissue (5-aminolevulinic acid) [185]. This fluorescent agent is used to inspect
the resected volume and the resection bed in order to assess the presence of tumourous
tissue in the resection plane. Remaining fluorescence in the resection plane indicates
positive margins and, therefore, implies that further resection is required.

Finally, two solutions focus on conveying the spatial relationship between the laparo-
scopic instruments and the tumour during the resection phase. Singla et al. [95] utilise
visual instrument tracking and real-time segmented ultrasound data for this purpose
(Figure 4.4d). Similarly, Simpfendörfer et al. [175] use real-time segmented fluoroscopy
data. Both groups visualise the spatial relationship between the instruments and the
tumour in dedicated views rather than employing AR visualisation. Both these solutions
aim to support the preservation of negative margins throughout the resection.

Image guidance for resection wound repair and other objectives

While most of the identified image guidance solutions can be assigned to one of the first
two challenging surgical phases as reported above, some solutions’ objectives lie outside
these phases. The review did not identify any dedicated image guidance solutions that
were developed to support the resection wound repair phase of LRPN. However, the
AR display of intrarenal structures has been reported to have been applied during this
phase in one instance [76]. The authors report displaying the anatomical model of the
intrarenal vasculature and the collecting system after the resection for the identification
of potential lesions in these structures. Beyond the resection site repair, four publications
propose the use of ICG fluorescence imaging to confirm the expected perfusion of the
remaining kidney tissue after renorrhaphy is completed [147, 186, 184, 149]. One of these
further explores the use of ICG in non-oncological, pediatric LPN [186].
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(a) AR overlay of a tumour and kidney model
on the laparoscopic view. Figure reprinted
from Sengiku et al. [173] with permission from
Springer Nature.

(b) Projection of the tumour margins for incision
path estimation. Figure reprinted from Chau-
vet et al. [172] with permission from Springer
Nature.

(c) AR overlay of the laparoscopic ultrasound with
virtual window visualisation. Figure reprinted
from Pratt et al. [88] with permission from
Springer Nature.

(d) AR visualisation of the spatial relationship be-
tween the instruments and the tumour. Figure
reprinted from Singla et al. [95] under CC-BY
license.

(e) ICG fluorescence-based distinction of healthy tissue (fluorescent) and tumour (hypo-fluorescent).
Figure reprinted from Sentell et al. [182] with permission from Wiley and Sons.

Figure 4.4: Selected examples of image guidance solutions for the intraoperative planning
and execution of the tumour excision.
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4.4.3 Software assistance and surgical information needs
The literature review yielded publications proposing various solutions for a range of
surgical challenges. An overview of the comparison and assignment between the proposed
solutions and the previously identified challenges is provided in Table 4.2. The results
suggest a clear trend of solutions primarily supporting the challenging surgical phases
of hilar and vascular management (I) and tumour excision (II). The third challenging
surgical phase of repairing the renal defects (III) is currently not addressed by dedicated
image guidance solutions in the literature.

Within phases I and II, some surgical challenges were identified for which currently no
software assistance concepts exist. One such challenge is the intraoperative decision if
the tumour can be enucleated, or needs to be resected with greater margins (II.3). There
are also no current solutions that help the surgeon to react to unexpected anatomies
or pathologies (II.5). No dedicated solutions have been reported for the challenges
of preserving the perfusion for the remaining kidney tissue (II.7) and for the decision
whether retroactive clamping is required during the resection (II.9). However, multiple
publications report visualisations of segmental kidney perfusion (see challenge I.4). These
solutions may also be applicable during the resection phase. Based on the number of
identified publications, a primary focus of research seems to lie in the identification and
localisation of the tumour and the intraoperative resection planning (II.1, II.2).

Concerning the visualised structures, most publications focus on the kidney, tumour,
and vasculature (with varying degrees of detail). Only five solutions that are based
on general virtual 3D models of the kidney addressed the collecting system. While
a preoperative planning system has been published, which supports the surgeon in
protecting the collecting system [187], the review did not find any intraoperative software
assistance solutions primarily dedicated to the collecting system.

Table 4.2: LRPN image guidance literature compared against the surgical challenges and
information needs previously identified (see Chapter 3).

Challenge Information needs Proposed solutions
Phase I: Hilar and vascular management

I.1 Decision: Is
clamping
required and, if
so, which
vessels require
clamping?

Information about tumour
size, position, and tumour
supplying vasculature.

Preoperatively created models of the vascular
anatomy / pathology [155, 156, 157, 158, 159,
160],
AR visualisation of the hilar anatomy [96, 113],
AR visualisation of the vascular anatomy /
pathology [85, 161, 76, 113, 162].

I.2 Hilar
dissection in
highly variable
individual
patient
anatomy.

Information about ureter,
major extrarenal vessels,
renal vascular tree, and
highlight inferior pole.

Preoperatively created models of the vascular
anatomy / pathology [155, 156, 157, 158, 159,
160],
AR visualisation of the hilar anatomy [96, 113],
AR visualisation of the vascular anatomy /
pathology [85, 161, 76, 113, 162],
Ultrasound exploration of the hilar configura-
tion [154],
Localisation of the renal vessels with Doppler
ultrasound [150, 151], ICG [153], or laparo-
scopic image processing [152].

Table continues on the next page.
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Table 4.2 – continued from the previous page
Challenge Information needs Proposed solutions

I.3 Identify,
localise, and
dissect all
relevant
vascular
branches.

Intraoperative availability
of preoperative imaging
data (and processed
versions thereof).
Highlighting of occluded
vessels. Information about
instrument proximity to
major arteries.

Preoperatively created models of the vascular
anatomy / pathology [155, 156, 157, 158, 159,
160],
AR visualisation of the vascular anatomy /
pathology [85, 161, 76, 113, 162],
Localisation of target artery with ICG [164],
Detection of hidden vessels with Doppler ultra-
sound [163], ICG [149], or laparoscopic image
processing [165].

I.4 Decision:
Have all rele-
vant vascular
branches been
clamped?

Information about segmen-
tal perfusion. Confirma-
tion that clamps are fully
closed.

Inspection of segmental parenchymal perfusion
with ICG [147, 169, 170, 171, 113], Doppler ul-
trasound [163, 167, 154, 166], ultrasonographic
contrast agent SonoVueTM [168, 158], or la-
paroscopic image processing [152].

Phase II: Tumour excision
II.1 Localise
and navigate
to tumour.

Intraoperative availability
of preoperative imaging
data (and processed
versions thereof).
Information about tumour
position.

Display of 3D models of the overall kidney,
tumour, hilum, and extrarenal vessels [87, 85],
AR display of the overall kidney [172, 76, 96,
113, 173, 174], the tumour [94, 172, 76, 96, 113,
173, 174, 106], the hilum [76, 96, 113, 173], and
the extrarenal vessels [96, 113, 173],
Tumour detection and localisation with ultra-
sound [176, 177, 178, 175, 154, 166],
AR overlay of ultrasound images onto laparo-
scopic video [179] with virtual window visuali-
sation [88],
Automatic tumour slice detection in real-time
ultrasound frames [180].

II.2 Find the
ideal resection
plane.

Intraoperative availability
of preoperative imaging
data (and processed
versions thereof),
endophytic parts of
tumour, tumour depth,
spatial relationship
between tools and tumour,
preoperative excision plan.

Display of 3D models of the overall kidney, tu-
mour, intrarenal vessels [87, 85], and collecting
system [85]
AR display of the overall kidney [172, 76, 96,
113, 173, 174], the tumour [94, 172, 76, 96, 113,
173, 174, 106], the intrarenal vessels [76, 113,
173, 174], and collecting system [76, 113, 173,
174]
Intraoperative cone beam CT segmentation
and AR overlay of the tumour and renal blood
vessels [175],
AR visualisation of the tumour contours with
segmentation uncertainty [94], safety mar-
gins [106], planned incision path [96], or a
calculated incision path based on the tool po-
sition [172],
AR overlay of ultrasound images onto laparo-
scopic video [179] with virtual window visuali-
sation [88],
Ultrasound-based projective AR visualisation
of the tumour [73],

Table continues on the next page.
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Table 4.2 – continued from the previous page
Challenge Information needs Proposed solutions

Automatic tumour slice detection in real-time
ultrasound frames [180],
ICG highlighting of partially exophytic tumour
tissue [182, 149, 153] with optional AR overlay
of the fluorescence image onto the laparoscopic
video [183].

II.3 Deci-
sion: Can the
tumour be
enucleated?

- -

II.4 Identify
current
resection plane
and
surrounding
tissue.

- Display of 3D models of the overall kidney, tu-
mour, intrarenal vessels [87, 85], and collecting
system [85]
AR display of the overall kidney [172, 76, 96,
113, 173, 174], the tumour [94, 172, 76, 96, 113,
173, 174, 106], the intrarenal vessels [76, 113,
173, 174], and collecting system [76, 113, 173,
174]
Real-time visualisation of the spatial relation-
ship between the tumour and the instruments
based on tracked ultrasound [95] or real-time
fluoroscopy [175],
Intermittant ICG administration to distinguish
tumour tissue [164, 184]

II.5 React to
unexpected
anatomy or
pathology.

- -

II.6 Identify,
localise and
protect risk
structures
(vessels,
collecting
systems).

Information about or
highlighting of
parenchyma, major
tumour-supplying vessels,
collecting system.
Intraoperative availability
of preoperative imaging
data. Highlighting of
major occluded vessels.

Display of 3D models of the intrarenal ves-
sels [87, 85] and collecting system [85]
AR display of the intrarenal vessels and col-
lecting system [76, 113, 173, 174]

II.7 Preserve
perfusion to
the remaining
renal tissue.

Information about segmen-
tal perfusion.

The solutions for segmental perfusion visual-
isation that have been proposed for Challenge
I.4 may be applicable here but have not been
reported in the literature to be used at this point
during the operation. ICG imaging has, how-
ever, been used to confirm segmental perfusion
after the completion of the resection (see be-
low).

Table continues on the next page.
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Table 4.2 – continued from the previous page
Challenge Information needs Proposed solutions

II.8 Detect and
manage lesions
to risk struc-
tures (vessels,
collecting sys-
tem).

Information about lesions
of the collecting system.
Information about tumour
tissue in the resection
plane.

Intermittant ICG administration to distinguish
tumour tissue [164, 184]

II.9 Decision:
Is retroac-
tive clamping
required?

Information about segmen-
tal perfusion.

The solutions for segmental perfusion visual-
isation that have been proposed for Challenge
I.4 may be applicable here but have not been
reported in the literature to be used for this
point during the operation.

II.10 Decision:
Was the
resection
oncologically
successful?

Information about tissue
type in resection bed.

Fluorescent-based inspection of the resected
volume and resection bed for the detection of
remaining tumour tissue [185],
Intracorporeal, ex-vivo ultrasound inspection
of the resected volume [181].

Phase III: Repair of renal defects
Various poten-
tially targeted
challenges
(III.1, III.2,
III.3, III.5,
III.6)

Information about in-
trarenal vessels and
collecting system.

AR visualisation of preoperative models of the
intrarenal vessels and collecting system. [76]

IV: Other solutions
- - ICG fluorescence inspection of the perfusion

in the remaining kidney after the resection is
complete. [147, 186, 184, 149].

4.5 Discussion
4.5.1 Discussion of the literature review

The literature review that is reported in this chapter aimed to provide a comprehensive
overview of previously reported or proposed image guidance solutions for LRPN. The
search can be seen as mainly successful within this scope. However, the necessary
definition of a search scope, inclusion criteria, exclusion criteria, and data analysis
approach may have entailed some limitations for the results. The greatest limiting
factor among the inclusion and exclusion criteria is the focus on the operation itself, i.e.
LRPN. Numerous further image guidance concepts exist for other minimally invasive
surgical interventions [11]. However, the profile of surgical challenges is likely to vary
for different surgeries. While particular challenges (e.g., localisation of target vessels
or risk structures) is common across surgical domains, the particular combination and
sequence of challenges is likely to be unique to each surgery. Within the domain of
LRPN, the search did not differentiate between LPN and RPN. This is due to the fact
that the overall workflow and the available information are similar in both approaches
(see Chapter 3).

The second major selection criterion is the limitation to intraoperative navigation
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solutions. The research and development of assistance systems for patient-specific
preoperative planning is a very closely related field [188, 189]. There is an overlap
between the fields of preoperative planning and intraoperative navigation because many
preoperatively created plans will be consulted during the surgery, thus assisting the
surgeon. For the purpose of a clearly defined scope, this review excluded publications
on preoperative planning if they did not specify how, when, or for what purpose the
resulting plan would be accessed during the surgery. Without this information, the
assignment of preoperative plans to a surgical phase or challenge would have been highly
speculative.

Besides the literature selection criteria, the approach for data analysis and information
extraction poses a major scope characteristic. The herein reported literature review
primarily focused on the information that different solutions present to the surgeon
and clinical purpose that the information serves. The review did not investigate how
advanced the development of the identified solutions was and, thereby, how close they
were to application in the clinical use case. Some solutions can already be viewed as
common clinical practice. For example, multiple participants in the previously reported
interviews reported using ICG fluorescence for the assessment of segmental perfusion or
using ultrasound for the localisation of the tumour. Other solutions have been reported
at earlier development stages (e.g. the automatic estimation and visualisation of incision
paths [172]). This aspect will require further investigation to assess which challenges
have been addressed (and potentially solved) by clinically viable solutions and for which
challenges there are initial ideas in the research community. A similar question has been
investigated for urological AR solutions in general [140]. Bertolo et al. investigated the
level and quality of clinical evaluations for various AR solutions. More generally, the
method of evaluation and its degree of clinical realism are listed as key characteristics of
image guidance systems [14]. Taking this aspect into account poses a potentially valuable
extension and follow-up of this review. However, the review (in combination with the
previously conducted interview study) was able to detect some surgical challenges that
have not been addressed in the current literature. These research gaps may offer valuable
opportunities to improve LRPN and they are discussed in detail in the next section.

4.5.2 Current research gap
Table 4.2 and Figure 4.2a illustrate that a clear majority of the identified image guidance
solutions address challenges that arise during the first two challenging surgical phases.
Within these, the localisation of the tumour (challenge II.1) and the planning of and
navigation within the resection plane (challenges II.2, II.4) seem to have attracted
particular attention from the research community. There are two challenges (as per
Chapter 3) that none of the identified solutions can be clearly assigned to: firstly, the
intraoperative assessment and decision whether the tumour can be enucleated (II.3)
and, secondly, the surgical demand to react to unexpected anatomy or pathology (II.5).
Moreover, no clear information needs were identified for these challenges. One AR
solution was reported to have aided the decision for enucleation by supporting the
ultrasound-based assessment of the tumour-supplying vasculature [76]. Speculatively, it
is also possible that real-time processing of intraoperative imaging may present effective
approaches for these challenges. However, further research is required to investigate
whether and how technical assistance like image guidance can support the surgeons with
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facing these challenges.

Ensurance and post-resection assessment of the perfusion of the remaining, healthy
kidney tissue (II.7, II.9) have also not been explicitely addressed in the LRPN image
guidance literature. However, various solutions for perfusion assessment during other
surgical challenges have been reported. Clinical research may indicate whether these
solutions can also aid the perfusion assessment during and immediately after the resection.

The most significant gap lies in the lack of dedicated image guidance support assistance
for the resection wound repair in LRPN (phase III). One identified AR solution reported
aiding the identification of severed urinary and blood vessels by overlaying the overall
anatomical model [76]. However, this model display does not reflect the removal of
tissue and intrarenal structures in the model. One source of information to support
suture placement may lie in the anticipation and visualisation of the endophytic needle
trajectory [190]. However, no such applications have been identified in the review.
Dedicated preoperative planning assistance solutions for the prediction of severed risk
structures have been published [187]. However, there are multiple design and engineering
challenges that may have prevented the use or adaptation of the general image guidance
concepts identified in this review for the phase of resection wound repair. These challenges
are discussed in the next section.

Finally, the interview study reported in Chapter 3 identified four distinct surgical
challenges that were outside the three main challenging surgical phases. Two of these
challenges arise during the position planning and placement of the trocars. The AR-
ssist [191] assistance concept aims to support the first assistant in the operating theatre
by means of a HMD AR solution. One of the ARssist ’s objectives is the support during
the trocar planning and placement. This solution was not included in the systematic
literature review because it is not specific to LRPN (or explicitely aimed at LRPN).
However, the concept is likely to be transferrable to LRPN.

Another challenge was reported to lie in the identification of additional, intra-
parenchymal tumours (IV.3). This is a challenging problem as it specifically affects
tumours that were not preoperatively identified. One potential alleviation may lie in the
automatic real-time segmentation of ultrasound frames [180]. However, this is speculative
and does not address isoechoic tumour tissue. Further research is, therefore, required to
identify potential solutions for this challenge.

The final challenge that was identified is the occupation of one robot arm or access
port for tools that hold the kidney in case of full mobilisation (IV.4). This is primarily a
logistical problem that is unlikely to be directly addressable through image guidance or
software assistance. It may be possible to reduce the required degree of mobilisation with
optimised resection planning or substitution of visual access by image guidance solutions.
However, this general approach is speculative and likely to require a combination of the
various challenges and solutions that have been previously discussed. Therefore, reducing
the need for mobilisation may be considered an additional, latent objective for assistance
solutions that primarily target other surgical challenges.

4.5.3 Challenges for image guidance during resection wound repair
The development of a navigation concept for the resection site repair phase faces a
number of specific challenges. Firstly, a geometrically undefined tissue volume has been
removed from the kidney at this stage. While preoperative plans for the resection volume
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exist, the actual resection plane often deviates from them due to unexpected anatomy.
Therefore, the preoperative data and models provide limited information about the
position of intrarenal risk structures in relation to the resection plane. Secondly, the
phase of tending to the resection wound is conducted under significant time pressure.
The reason for this time pressure depends on the vascular clamping strategy that is
applied in a given case: if the renal artery has been clamped, then any delay increases
the risk of ischemia-induced kidney damage [44]. If the artery has not been clamped,
then the renorrhaphy phase is conducted with bleeding, causing an increased blood
loss [47]. Therefore, intraoperative re-acquisition of images (e.g., cone beam CT) is
not feasible during this time. Due to the obstacles to utilising real-time data, some
dedicated AR visualisation of preoperative data may be useful to aid surgeons during
the repair of the resection wound. This, however, requires the spatial registration of the
navigation relevant content. The last two challenges concern the use of pre-resection AR
registration: the kidney is moved considerably during the resection. Finally, the kidney
geometry is deformed during the resection. Existing tracking methods for maintaining
AR registration have not been shown to be sufficiently robust against these changes [192,
193].

Thus, a solution to these challenges may be a dedicated AR visualisation that is based
on preoperative or pre-resection information and takes the unknown resected volume
into account. Moreover, a means for fast registration of the relevant content is required
in the post-resection phase.

4.6 Conclusion
This chapter reports a systematic review of the current literature on image guidance in
LRPN. The relevant publications were identified throughout three iterative search phases.
They were then analysed primarily to extract the clinical purpose that the reported
image guidance and AR solutions aim to address and the information that is provided to
the surgeons. The review was conducted with a strong focus on intraoperative support
in LRPN. Related publications for peri-operative support (e.g. in planning or patient
education) were excluded to facilitate the in-depth comparison against the information
needs identified in Chapter 3.

The comparison of the assisting information against the information needs provided a
comprehensive overview about which surgical phases have been addressed more or less
intensely by the current literature. The predominant research gap that was identified
in this analysis is the lack of image guidance concepts for aiding the resection wound
repair after tumour resection (challenging phase III). Specific technical challenges arise
for image guidance solutions that address this phase. Dedicated AR solutions may
be a promising approach. The research objectives arising from this analysis lie in the
development of dedicated AR visualisation and registration methods for the support of
resection wound repair. The following chapters introduce initial AR solution concepts
that address these specific challenges.
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Synopsis
This chapter reports a dedicated registration pipeline that addresses the specific challenges that arise
during post-resection AR navigation. The registration method requires two distinct registration
stages: one before, and one after the tumour resection. The primary registration is used to
place and define artificial, non-invasive fiducials that are recorded after the resection for fast
re-registration. The registration method was tested in a simulated use evaluation to assess concept
viability. The results indicate that the method is faster and potentially more accurate than
registration with anatomical landmarks.

About this chapter
Parts of this chapter have been published in: Joeres, F., Mielke, T., and Hansen, C. (2021).
‘Laparoscopic augmented reality registration for oncological resection site repair’. In: International
Journal of Computer Assisted Radiology and Surgery, pp. 1–10. [194].

Portions of the work reported in this chapter were conducted as part of the Bachelor’s thesis
project of Ms Tonia Mielke (thesis title: Entwicklung eines Registrierungskonzepts für laparoskopis-
che Augmented Reality). Ms Mielke’s Bachelor’s thesis project was supervised by the author of
this dissertation.
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5.1 Introduction

The previous chapters have demonstrated a particular research gap in the context of
AR navigation for LRPN. This gap lies in supporting the surgeons during the resection
wound repair phase after the tumour has been removed from the kidney. Moreover,
it has been discussed in the previous chapters that this may potentially be beneficial
beyond the specific surgery of LRPN.

Chapter 4 has also discussed the specific challenges that arise during this phase for the
design and development of an image guidance or AR navigation system: the resection
wound repair is conducted under time pressure; an unknown tissue volume has been
removed with the tumour; and the organ has been moved and deformed during the
resection process. The first two challenges affect the availability of navigation data and
the visualisation or general presentation of those data. All four challenges affect the
registration of AR navigation content. Therefore, two separate studies were undertaken
to, firstly, address the AR registration and to, secondly, address the AR navigation data
presentation. This chapter reports the registration approach that was developed to
address these challenges. A dedicated AR concept is reported in Chapter 7.

The first challenge is that the resection wound repair is conducted under time pressure
because it is either conducted under ischemic conditions (if the renal blood vessels
have been clamped for resection) or under blood loss conditions (if the vessels have
not been clamped). This means that any unnecessary delay increases the risk of renal
function loss or blood loss [47, 44]. One potential solution for this might be conducting
the registration before the resection and then tracking the kidney during the resection.
However, the kidney is moved and manipulated considerably during the resection process
itself. Current organ tracking techniques [192, 193] have not been shown to be robust
against resection of major volumes from an organ or loss of sight of the organ surface.
Both of these scenarios are realistic during the tumour resection. Moreover, if vascular
clamping is applied, the registration should ideally be conducted before the blood supply
is interrupted. The clamping, however, causes an overall deformation of the organ that
affects the overall registration accuracy [195]. Due to these reasons, it is unlikely that
pre-resection registration results can be directly used for AR navigation during the
resection wound repair.

Therefore, a registration pipeline has been developed that aims to address these specific
challenges and compromises registration speed and accuracy during the time critical
surgical phase after the tumour resection. This method uses internal, artificial landmarks
that allow for fast point acquisition. The intraoperative placement of artificial markers
traditionally requires intraoperative CT [196, 197] or MRI scans [198]. This need has
been eliminated in the herein presented registration method by using a primary, elaborate
registration for the definition of artificial fiducials that is conducted before the tumour
resection. This chapter reports the registration concept and a simulated use evaluation
of its prototypical implementation. The evaluation compares the method’s accuracy and
speed against the reference method of using anatomical landmarks for registration.
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5.2 Related work
Generally, registration methods can be classified as either manual, point-based, surface-
based, or volume-based methods [11]. Manual (e.g. [96]) and volume-based methods
[199] are not suitable for the resection wound repair phase because they require too much
time. While recent laparoscopic AR registration concepts for LPN/RPN tend to rely on
surface point cloud acquisition [200, 201], this method requires general integrity of the
organ surface. This means that it has not been shown to be robust against the resection
of an organ volume. The use of anatomical landmarks as paired point references [99]
may be robust against the removal of tissue if landmarks are chosen that lie outside
the resected area. However, laboratory-based simulations of this task can take multiple
minutes [202]. Another approach makes use of artificial fiducials on the organ [197],
which require intraoperative imaging like computed tomography (CT). The solution
reported in this chapter aims to minimise the registration time during the resection
wound repair phase without the need for intraoperative imaging. A recent approach has
been published that also uses fiducials, which are defined after an initial registration
has been completed [203]. Due to the temporal and conceptual overlap with the work
reported in this chapter, the concept’s relevance and the parallels between the results
are examined in the Discussion section of this chapter.

5.3 Registration method
5.3.1 Registration concept
The overall two-stage registration procedure is summarised in Figure 5.1: a primary
registration process is completed before the resection is started, but after the intraop-
erative resection planning is complete. The primary registration should be conducted
before vessel clamping in order to reduce the time pressure on this registration procedure.
The focus for this registration lies in the accuracy rather than the speed. This can be
conducted by any established means, as described in the literature.

In the implementation reported in this chapter, the primary registration consists of
two steps: an initial alignment and a surface-based refinement step. The initial alignment
is achieved with the paired point method, using four anatomical landmarks on or around
the kidney [204]. The ICP algorithm [103] is used for surface-based refinement. In the
clinical application, this may be further refined by non-rigid deformation adaptation.
However, this was outside of this work’s scope for reasons discussed further below. Other
registration methods may also be used for this primary registration.

After the primary registration is complete, the process is continued under the as-
sumption that the virtual and physical kidneys are registered as accurately as possible.
The surgeon then places four artificial markers around the planned incision path and,
consequentially, around the intended resection area. It is important that these markers
remain on the kidney during the resection. Adhesive markers [197] are a well-suited,
non-invasive option for this. These markers’ positions are recorded by touching them
with an optically tracked pointing tool. The recorded positions are stored in the virtual
model for later re-registration. It should be noted that the recorded positions of the
tracked pointing tool are situated slightly above the organ surface. This is because the
adhesive markers are not thin slices but rather of unknown thickness. The position is
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Figure 5.1: Overview of the proposed two-stage registration procedure.
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stored as it is recorded, i.e., slightly above the virtual organs’s surface. Due to any
remaining registration errors from the primary registration, the recorded point may be
located below the virtual model’s surface. In that case, the point is also stored as it is
recorded. After this step, the surgeons can proceed with the tumour resection while
the artificial markers remain in place. No specific tracking measures or precautions are
required during the resection.

When the resection is completed, the secondary registration is conducted by the surgeon.
At this point, the system’s graphical user interface (GUI) displays the virtual model with
the previously recorded points. Following the order that is instructed by the GUI, the
surgeon records the artificial markers with the tracked pointing tool. In the concept’s
current implementation, the re-acquired points are then used for a rigid re-registration.
The aim of providing the artificial landmarks during the secondary registration is to
increase the speed and accuracy of the landmark identification and, thereby, the point
acquisition, compared to the ‘naive’ acquisition of anatomical landmarks.

5.3.2 Prototype implementation

Augmented reality infrastructure

The general AR infrastructure reported in this section was used for the prototypes
and experiments in this chapter and in the next two chapters (see Chapters 6 and 7).
The overall software prototype was developed in Unity 2018 (Unity Software, San
Francisco, USA). The laparoscopic video stream was generated with an Einstein Vision©

3.0 laparoscope (B. Braun Melsungen AG, Melsungen, Germany) with a 30◦ optic in
monoscopic mode. A standard laparoscopic grasper was used as a pointing tool. The
pointing tool was used for different purposes in the separate prototypes and studies but
the general technical solution for the pointing tool that is reported here was applied in
all cases.

The laparoscopic camera head and the tool were spatially tracked with a NDI Polaris
Spectra infrared tracking camera (Northern Digital Inc., Waterloo, Canada). In addition,
a stationary object was tracked to provide a reference coordinate system and ensure
robustness against accidental movement of the tracking camera.

The laparoscopic camera calibration was based on a pinhole model [77] as implemented
in the OpenCV library [79]. Within this prototype, the commercially available OpenCV
for Unity package (Enox Software, Japan) was used. The optical camera parameters were
determined by use of ChArUCo markers [205]. The hand-eye calibration (i.e. translation
vector and rotation between the laparoscope’s tracking marker shield and the camera) was
conducted by attaching the ChArUCo pattern to a bespoke, spatially tracked calibration
board (Figure 5.2a). The transformation of the calibration pattern in the tracking
camera’s reference space TTrack�Calib was tracked by means of this calibration board.
The pose transformation between the calibration board and the laparoscopic camera
itself (TCalib�Lap) was one of the results of the pinhole calibration method. Finally, the
camera head’s marker body’s transformation in the tracking camera’s reference space
(TTrack�Mark) was directly tracked. The transformation between the camera’s marker
body and the camera, TMark�Lap, could then be determined as follows (Equation 5.1;
see also Figure 5.2b):
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(a) Bespoke calibration board with ChArUCo pat-
tern (1) and passive tracking markers (2).

(b) Coordinate transformations for the external
camera head calibration.

Figure 5.2: Overview of the camera calibration board and coordinate transformations.

TMark�Lap = TCalib�Lap · TTrack�Calib · (TTrack�Mark)-1 (5.1)

The resulting transformation was combined with the real-time tracking data for the
camera head to control a virtual camera within the Unity prototype to render any virtual
content from the correct perspective. The virtual camera’s view was then distorted
with the laparoscope’s optical calibration parameters and overlaid on the laparoscopic
camera stream. The display arrangement of the resulting AR-overlaid video stream was
different for each prototype and study (see also Chapters 6 and 7). In the prototype
that is reported in this chapter, a 24 inch medical LCD monitor (Sony Corporation,
Minato, Japan) was placed opposite the user (Figure 5.3). This screen displayed the
unaltered laparoscopic video stream. A second 24 inch standard monitor was positioned
to the right and showed either the laparoscopic video with the AR overlay or the GUI,
depending on the current state of the workflow.

The translation vector between the tool’s tracking markers’ coordinate system and its
tip was determined with pivot calibration using the NDI Toolbox software (Northern
Digital Inc., Waterloo, Canada). The rotational transformation between the tool’s
tracking markers and the tool axis was measured with the calibration body.

Registration interface and workflow

The prototype for the registration pipeline was implemented in the general AR infras-
tructure that is reported above. In this prototype setup, the laparoscopic grasper was
used as a pointing tool to record information about the fiducial positions and for the
surface point cloud acquisition. Beyond its function as the pointing tool, the grasper
was also used to manipulate the artificial fiducials.

An overview of the prototypical workflow implementation is provided in Figure 5.4.

72



5.3 Registration method

Figure 5.3: Display setup of the AR prototype. The left display (1) shows the laparoscopic
stream. The right display (2) is currently displaying the registration GUI.

For the initial landmark-based registration, the user was provided with a GUI displaying
the virtual model. The model view could be rotated, panned, and zoomed in or out with
a mouse. The user was required to select four characteristic points on the organ surface
with a mouse, as currently applied in clinically used AR systems [99]. Participants were
instructed to select characteristic points that they would recognise on the phantom.
After this, the points were highlighted one after the other and the user was required to
record the points’ positions with the spatially tracked pointing tool. The points were
highlighted in three colours (Figure 5.4): the point that was to be recorded next was
highlighted in blue. A green colour marked points that were already recorded. The
points that were yet to be addressed were marked in red. After all four points had
been recorded, the registration transformation was calculated based on the resulting two
paired point clouds [97].

The surface point cloud acquisition was conducted with the same tactile pointing
tool: the user was required to trace it across the phantom surface while activating point
acquisition with a foot pedal. Points were recorded along this path at 2mm distance
while the foot pedal was being pressed. After at least 200 points had been recorded,
the user could trigger the ICP-based registration. There is no optimal number of points
reported in the literature. However, a range of 40-200 points has been reported for
neurosurgery [206]. This step completed the primary registration.

The next step required users to attach simulated adhesive artificial markers to the
kidney phantom. These markers aimed to simulate adhesive surgical markers as reported
by Wild et al. [197]. No specific location instructions were given to the participants.
In the clinical application, the markers would need to be placed around the intended
resection area. Upon completion, the marker positions were recorded and stored in the
virtual model by touching them with the spatially tracked pointing tool. This concluded
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Figure 5.4: Overview of the prototypical workflow implementation. Participants in the
evaluation study always saw both screens simultaneously.
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the simulated workflow that would be expected prior to the resection.

The secondary registration is meant to be conducted after the tumour resection and
during the resection wound repair phase. In the secondary registration, the GUI displayed
the recorded points on the virtual model, highlighting them in the order in which they
were previously recorded. The user was required to record the position of the fiducial
that corresponded to each highlighted point in the virtual model by touching them with
the tracked pointing tool. The highlighting was equivalent to the point acquisition during
the initial alignment. The registration was then completed based on the two paired point
clouds [97]. This concluded the secondary registration process.

5.4 Evaluation methods
The two-stage registration concept was evaluated in a simulated use study. The study
aimed to investigate two aspects: firstly, to evaluate whether the method would improve
registration speed and accuracy during the time critical phase as compared to the naive
use of anatomical landmarks. Secondly, the study aimed to assess the magnitude of
the accuracy loss between the surface-based primary registration and the secondary
registration.

5.4.1 Study design

Regarding the first study objective, the registration performance was compared between
the initial alignment, based on anatomical landmarks, and the secondary registration,
based on the artificial adhesive fiducials. This means that the performance was recorded
and compared at two different stages of the same registration procedure. The independent
variable in this aspect was the method applied at the respective stage of the registration
process.

Four points were defined around each kidney pole that were used as simulated, virtual
surgical targets. The first dependent variable was the registration accuracy for these
four points, which was operationalised as the mean TRE for these targets. The second
dependent variable was the task completion time that was required for identifying
and recording the landmark points / fiducial positions. Regarding the second study
objective, the TRE difference was assessed that occurred between the completed primary
registration’s mean TRE and the mean TRE after the completed secondary registration
of the same workflow.

5.4.2 Sample design

Eighteen (18) participants took part in the study. The participants were medical students
in their fourth and fifth year of training. Participants’ age ranged from 21 years to 27 years
(median 23.5 years). Twelve participants reported having between 0.5h and 14h (median
= 3h) of previous experience with laparoscpoic procedures (either in clinical applications
or in simulators or trainers). Some laparoscopic training tasks were administered to
mitigate the different levels of prior experience (see Study procedure). The participants
were paid 20 EUR for participation.
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5.4.3 Study setup

The surgical site was simulated with a partially occluded phantom. This phantom was
created from the CT dataset of a healthy, adult left kidney from a public database [207].
The parenchymal surface was segmented using 3D Slicer [208] and printed with the
deposition modelling method. The virtual surface model was used in the GUI display.
The physical phantom was equipped with an adapter in order to spatially track it from
outside the simulated surgical site (see Figure 5.5a).

The phantom was placed inside a cardboard box that occluded the simulated surgical
site to simulate a laparoscopic workspace. The site could be accessed with the tracked
laparoscope and pointing tool through six holes in the box (Figure 5.5b). The organ
motion that would occur during the resection in real surgery was simulated by varying
the holes through which the workspace was accessed. When the simulated surgical target
was on the upper pole (to the participant’s left), holes one and three were used during
the primary registration and holes two and four were used for the secondary registration.
When the simulated target was on the lower pole (to the participant’s right), holes three
and five were used during the primary registration and holes four and six were used for
the secondary registration.

Approximately half of the phantom was covered with a cloth in each registration
procedure. The cloth extended from one of the kidney poles to the phantom adapter
(Figure 5.5c). The registration was conducted on the non-covered half of the phantom.
This aimed to simulate the fact that not the entire renal surface would be revealed during
intraoperative dissection. Standard, commercial adhesive putty was used to simulate the
adhesive marker paste. Figure 5.5c also displays the simulated adhesive markers that
were applied in the study. The simulated surgical environment and the interaction tools
were placed on a height-adjustable table and the participants stood in front of this table.
The resulting overall study setup is shown in Figure 5.6.

5.4.4 Study procedure

Participants’ written informed consent and demographic information were collected
before the main experiment. Participants were asked to complete two laparoscopic
training tasks to practise the particular hand-eye coordination and spatial understanding
that are required in laparoscopic interaction. The training tasks were self-built versions
of the ‘bean drop’ and ‘checkerboard drill’ tasks [209]. These two tasks require the
targeted, coordinated motion of the laparoscope and a laparoscopic tool, but are not
more complex than necessary for the simulated task. Each task was performed once by
every participant. The training performance was not measured or recorded.

Following this training, participants conducted the registration process for the first
time with step-by-step instructions from the experimenter. They then conducted a second
training trial without explicit instructions but with the opportunity to ask questions.
After all questions had been answered, the experimenter exchanged the targeted kidney
pole (by moving the cloth). Finally, participants performed the registration process in a
test trial in which the required data were recorded. This concluded the experiment.
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(a) 3D printed kidney phantom (1) with tracking adapter (2).

(b) Simulated laparoscopic space with six access points (I-VI).

(c) Partially occluded phantom with the simulated adhesive markers.
The image also shows the GUI that is displayed while the user first
records the marker positions.

Figure 5.5: Components of the simulated surgical scene.
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5 Registration for post-resection AR navigation

Figure 5.6: Overall study setup: (1) Simulated laparoscopic environment, including the
phantom, camera head, and grasper; (2) Laparoscopic screen; (3) AR /
GUI screen; (4) Mouse for registration planning; (5) Foot pedal; (6) Optical
tracking camera.
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Table 5.1: Registration speed and accuracy results for the full sample. SD: standard
deviation, TCT: task completion time in seconds, TRE: target registration
error in mm.

Registration step TCT mean TCT SD TRE mean TRE SD
Initial alignment 42.72 11.81 11.83 5.35
ICP N/A N/A 9.01 4.28
Secondary registration 38.52 8.83 11.36 6.24

5.4.5 Hypotheses and data analysis
One-sided, paired t-tests were conducted for the TRE and task completion time (TCT).
The tests compared data from the initial, landmark-based alignment (prior to surface-
based refinement) and the secondary registration with the alternative hypotheses:

H1,TRE : TREsecondary registration < TREinitial alignment (5.2)

H1,TCT : TCT secondary registration < TCT initial alignment (5.3)

It is inherent in this registration concept that the TRE will systematically increase
between the refined primary registration and the secondary registration. This is because
the latter builds on the former and the registration errors from the primary registration
propagate throughout the secondary registration. Therefore, significance tests for this
difference were not conducted. Rather, the 95% confidence interval was calculated
to provide an estimate for the magnitude of the accuracy loss during the secondary
registration. Modified post-hoc tests were conducted as reported in the Results section.

5.5 Results
5.5.1 Speed and accuracy results
A descriptive summary of the performance results is provided in Table 5.1. The point
acquisition phase could be conducted significantly faster during the secondary registration
than during the initial alignment (T = 1.80, p = 0.045, Fig 5.7a). The registration
accuracy was not significantly higher across the full sample (T = .025, p = 0.402, Fig
5.7b). The mean TRE difference between the primary surface-based registration and the
secondary registration amounted to 2.35mm (CI95 = [0.47mm, 4.23mm]).

5.5.2 Data exclusion and post-hoc analysis
The surface-based registration step is conducted to refine the landmark-based initial
alignment. It is generally expected to increase registration accuracy [210, 211]. However,
data analysis showed that six of the participants produced a higher TRE during surface-
based refinement than during the initial landmark-based alignment.

This registration error increase during what is intended to be a registration refinement
step is likely to be caused by a number of use errors that are detailed in the Discussion
section below. These errors are unlikely to be encountered by experienced surgeons,
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(b) Accuracy results

Figure 5.7: Performance results for the full sample. The error bars represent the standard
error. IA: initial alignment; ICP: iterative closest point refinement; SR:
secondary registration.
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Figure 5.8: Accuracy results of the post-hoc analysis for the reduced sample. The error
bars represent the standard error. IA: initial alignment; ICP: iterative closest
point refinement; SR: secondary registration.

i.e. the intended user population for systems like this. Therefore, a post-hoc analysis
was conducted in which these six participants were excluded. The post-hoc analysis
comprised a repetition of the paired t-test for the TRE with the reduced sample. When
excluding these cases, the TRE was significantly lower after secondary registration than
after the initial alignment step (T = 4.00, p = 0.001, Fig 5.8).

5.6 Discussion
5.6.1 Discussion of the results
The results indicate that the two-stage registration solution can improve registration
speed and may be able to improve the accuracy for laparoscopic AR applications in
time critical surgical phases. The speed improvement that was measured in this study
appears to be only gradual (42.7s for point acquisition in the initial alignment and 38.5s
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in the secondary registration). However, the time for the initial alignment is based on
the assumption that no further planning or definition of the landmarks is required. This
assumption may not be accurate for the post-resection phase: only parts of the kidney
surface are usually exposed during LRPN. Sufficiently characteristic landmarks that can
be defined prior to resection and that are still available / accessible after the resection
may be difficult to find. Therefore, additional registration planning may be required with
the naive method. This would considerably increase the speed benefit of the secondary
registration with artificial fiducials. The artificial fiducials’ placement is less constrained
and can be selected by the surgical team regardless of the availability of characterisic
natural landmarks. In cases in which new anatomical landmarks have to be defined
after the resection, the speed benefit grows considerably because the overall registration
process with anatomical landmarks can take more than three minutes to complete [202]
(see also Chapter 6).

One limitation of the registration accuracy results is the unusually low overall accuracy
of the surface-based primary registration. There are two potential reasons for this: firstly,
the required point clouds were recorded with a pivot-calibrated standard laparoscopic
grasper. This instrument was chosen because it is readily available in the operating
theatre. However, it is rather flexible and bends easily under mechanical load. This affects
the tooltip tracking because the result of the pivot calibration is a rigid transformation.
An interesting follow-up objective of the work reported in this chapter may lie in the
measurement and quantification of this tool deformation and its contribution to the
overall registration error. This has not yet been systematically investigated and reported
in the literature. Secondly, the participants had very limited experience with handling
laparoscopic tools. It was anecdotally observed in the experiment that several participants
accidentally recorded some points after the tooltip had slipped off the phantom surface.
Participants also applied high pressure when tracing the instrument across the phantom
surface, which increased the issue of instrument deformation. Moreover, it was difficult
for some participants to keep the tooltip rather than the side of the tool on the surface
because of the typically constrained tooltip motion. These difficulties are likely to have
contributed to the high inaccuracy that was observed in the surface-based registration
for some participants. It seems unlikely that experienced laparoscopic surgeons would
experience these specific difficulties. The assumption that these difficulties are caused
by the participants’ limited experience and are unlikely to occur with the intended user
population motivated the post-hoc analysis that has been reported above.

Inaccuracies in the surface-based primary registration are passed onto the secondary
registration. This is because the fiducial location in the virtual model is determined after
and based on the primary registration. Thus, there is a discrepancy between the physical
fiducial’s position on the kidney and the fiducial’s recorded position on the virtual model.
This ‘fiducial storage error’ is caused by two components: firstly, the registration error
that persists after the primary registration is complete. The second contributor to the
fiducial storage error is the placement inaccuracy that occurs when the user records
each fiducial’s position. This fiducial storage error is added to the fiducial localisation
error that occurs during the secondary point acquisition. The impact of the resulting
accuracy loss (fiducial storage error plus fiducial localisation error) has been quantified
with a TRE growth of approximately 0.47mm to 4.23mm (95% confidence interval).
Improvement of the accuracy in the surface-based primary registration, therefore, leads
to increased accuracy in the secondary registration. This is illustrated by the results of
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the post-hoc analysis of the reduced sample.

5.6.2 General discussion
While this chapter presents a successful proof-of-concept evaluation for the two-stage
registration method, it does not yet demonstrate clinical applicability or benefit. The
obvious follow-up question for the results is whether the method’s speed and accuracy
are sufficient to make AR support feasible and useful during the time critical phase of
resection wound repair. Specifically, three questions arise: firstly, is the added registration
task with an estimated duration of 40 seconds during a time critical phase justified by
the clinical benefit? That is, can the resection wound repair either be accelerated enough
to compensate for the additional 40 seconds or does the additional information make
the process more safe and effective? This entails the investigation of further process
acceleration by supporting the user in the fiducial acquisition. For example, the fiducials
could be detected and highlighted in the video stream. The second follow-up question
is: is the registration accurate enough to provide meaningful information about the
position of risk structures? Finally, the study participants’ experience does not reflect
the skill level of the experienced surgeons that would use the system in a real application.
The different levels of experience may influence users’ abilities to recognise landmarks /
fiducials due to a better understanding of the surgical site and to record those landmarks
/ fiducials / surface point clouds due to a higher skill level at using the laparoscopic
tools. The third question is, therefore: which accuracy levels can experienced surgeons
achieve with this approach? These questions remain to be answered in future work.

Besides the study participants’ skill level, the greatest limitation to the study’s
external validity lies in the experimental setup and the simulated surgical environment.
In particular, the organ deformation that occurs during the tumour resection was not
considered in the experimental setup. Organ deformation in abdominal AR registration
is a major limiting challenge and an active field of research [212, 195]. Promising concepts
exist in the literature to mitigate this by applying biomechanical models to the virtual
content and, thereby, simulating the physical organ’s deformation. One approach [192]
informs a biomechanical model via fiducial marker locations and is, therefore, promising
for the herein reported method as it is also based on fiducial positions. However, current
biomechanical models [192, 193] assume that the kidney is deformed but structurally
intact. In the application of post-resection AR navigation, however, the kidney is
additionally deformed from its preoperative state by removing an unknown tissue volume.
Some data have been published on the surface deformation caused by a single straight-line
incision [212]. However, a biomechanical model for this application would also have to
consider the intrarenal structure deformation that is caused by the removal of a tissue
volume. While this requires further research, a deformation study for the liver [213] has
shown that intraoperative deformation is very limited on a local scale. Thus, within
the area of the four fiducials and resection wound, rigid registration may even prove to
be sufficient. This needs to be further investigated in more realistic circumstances (e.g.
with ex vivo human or porcine kidney phantoms).

The two conditions that were compared in the evaluation study were measured in
a fixed order. This may have led to training effects between the two stages of the
registration process. Specifically, participants were more familiar with the surgical object
(in this case, the phantom) during the secondary registration than during the primary

82



5.7 Conclusion

registration. A part of the fiducial acquisition acceleration may be attributed to this
fact. However, this familiarisation process with the surgical site can be considered to be
realistic and, therefore, does not affect the validity of the results.

Overall, registration accuracy in a clinical setting may be higher due to better surface-
acquisition methods, or it may be lower due to organ deformation. Thus, the absolute
TRE values from the study are of limited external validity. However, the effects indicate
that the registration concept may be a viable approach for AR support during the
resection wound repair phase of LRPN. Future research is required to investigate
whether the general two-stage registration concent may be suitable for other image
guided surgery applications in which the registration process is conducted under time
pressure or in which the opportunities for intraoperative imaging or preoperative fiducial
placing are limited.

Finally, an equivalent approach for re-registration with fiducial points [203] was pub-
lished approximately simultaneously with the article on which this chapter is based1 [194].
Kavoussi et al. propose the same strategy for AR registration in RPN. They report
using the robot’s kinematic tracking information for point acquisition and the fiducials
for re-registration are drawn onto the kidney surface with surgical ink. The resulting
accuracy loss between primary and secondary registration (as measured in a phantom
study) is reported at approximately 1.7mm and, thereby, slightly lower than the mean of
2.35mm that was observed in this study. The main reason for this is likely to be found in
the higher accuracy of the primary registration itself: Kavoussi et al. report a mean TRE
of 2.5mm and 4.9mm respectively for two phantoms whereas this study found a primary
registration TRE of 9.0mm for the full sample (Figure 5.7b) and 7.7mm in the post-hoc
analysis (Figure 5.8). The primary registration error propagates through to the fiducial
recording error and, thereby, affects the secondary registration accuracy. The probable
reasons for this relatively low accuracy have been discussed above. Moreover, the fiducial
design may have further contributed to the difference in accuracy: surgical ink dots may
be recorded and re-acquired more accurately and reliably than volumentric putty-like
fiducials. However, the volumentric shape and potential fluorescence of the herein used
marker concept may increase visibility and, thereby, speed in a clinical setting. Overall,
the simultaneous development of the two very similar methods for laparoscopic and for
robot-assisted PN and the two studies’ similar results highlight the potential benefit
of this re-registration method. Moreover, the results of Kavoussi et al. support the
feasibility of using rigid re-registration after the resection has been completed.

5.7 Conclusion
The work reported in this chapter introduced and evaluated a two-stage registration
method with artificial adhesive fiducials for AR support during the post-resection phase
of LRPN. Specifically, the method aims to reduce the required registration time for AR
support during this surgical phase. The concept was successfully implemented and tested
in a simulated use evaluation. The results indicate that the method is faster and has the

1The article authored by Kavoussi et al. [203] was published online on 11th Nov 2020 with a first peer
reviewed pre-print available online on 12th Oct 2020. The article authored by Joeres et al. [194] was
initially submitted for publication on 29th Oct 2020 and published online on 2nd April 2021. The
Bachelor’s thesis was submitted on 02nd Sep 2020.
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potential to be more accurate than a state of the art landmark-based method, and that
it is faster than the surface-based registration. While the results do not conclusively
demonstrate clinical applicability, they represent a promising proof-of-concept evaluation
for the two-stage registration method. Further research is required to investigate the
tissue deformation during tumour resection in order to achieve valid clinical feasibility
for any (rigid or non-rigid) post-resection registration approach. This chapter focused
on the challenges for AR registration during the resection site repair phase. Further
challenges arise with regards to the display and interaction with the navigation content.
Chapter 7 introduces a dedicated display and interaction concept. Finally, future work
will be needed to investigate whether the two-stage registration method can be used
in other laparoscopic AR applications that require a fast registration of the navigation
content with limited availability of intraoperative imaging capabilities. Overall, the
results indicate that a two-step registration approach may be a promising route for AR
navigation for resection site repair.
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6
Interaction methods for interactive AR
registration

Synopsis
This chapter introduces two interaction methods for the manual registration of laparoscopic AR
content or the general manipulation of virtual objects in the laparoscopic AR space. One method
uses the spatially tracked laparoscopic camera head and aims to minimise the hardware that is
introduced to the workflow for the registration. The other method uses a spatially tracked surgical
instrument as a pointing tool and aims to make the manipulation more natural by employing
realistic interaction metaphors. Both methods were comparatively tested in a user study. They
were tested against a landmark-based registration method as a reference. The results showed
that the laparoscope-based method is inferior to the reference method. The instrument-based
method did not outperform the reference method. However, potential design improvements were
identified and are briefly introduced in this chapter. The findings indicate that this method may
be a promising approach after the implementation of these improvement measures.

About this chapter
Parts of this chapter have been published in: Joeres, F., Heinrich, F., Schott, D., and Hansen,
C. (2020). ‘Towards natural 3D interaction for laparoscopic augmented reality registration’.
In: Computer Methods in Biomechanics and Biomedical Engineering: Imaging & Visualization
189.194, pp. 1–8. [202].
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6.1 Introduction
Effective (laparoscopic) AR navigation requires an accurate and efficient AR registration
process. Chapter 5 has introduced a complete registration pipeline for the specific scenario
of laparoscopic AR navigation during the surgical phase after a tumour resection in LRPN.
A broader range of solutions has been proposed for the general field of laparoscopic AR
registration, as outlined in Chapter 2. While rigid or non-rigid surface-based methods
for accurate registration refinement are an important and potentially the most promising
area in laparoscopic AR registration research [105, 193, 201, 214, 215], they require
an initial transformation to build upon. Initial registration means that no prior rough
alignment is required. Generally, multiple methods for initial registration have been
proposed in the literature. Amongst these methods, one can distinguish between static
and interactive methods [11]. Landmark-based methods, being a popular static approach,
calculate the registration transformation (consisting of translation, rotation, and scale)
on the basis of anatomical or artificial landmarks. Interactive methods allow the user
to set some, or all of these, parameters manually. These interactive methods allow
the user to conduct the registration iteratively and correct minor registration errors
[216]. Most current research prototypes for AR in LRPN that have reached the stage
of clinical testing seem to rely on manual or interactive registration methods [76, 113,
173]. Nevertheless, little research has been conducted to investigate and design dedicated
interaction methods for this task. This chapter investigates interactive registration for
virtual kidney models.

Interactive AR registration is an application of manual manipulation of virtual 3D
objects. The interactive manipulation of virtual 3D objects has been well researched in
the field of virtual reality, particularly for the case of objects in the user’s peripersonal
space. The most promising approach seems to lie in mimicking natural interaction with
real objects [117, 217, 218]. These approaches have shown to be highly effective in 3D
object manipulation tasks [219]. In laparoscopic surgery, the natural interaction with
physical objects occurs via the laparoscopic instruments and video stream. This chapter,
therefore, introduces two interaction methods that aim to apply the simulated natural
interaction approach to the laparoscopic domain. This is achieved by controlling the
virtual content by gestures that are performed with a tracked laparoscopic instrument or
the laparoscopic camera head. The interaction methods were comparatively evaluated
against a landmark-based reference method in a simulated registration task.

6.2 Related work
One common initial registration approach determines the registration transformation
from the positions of a set of paired landmark points. Landmark points can be anatomical
or artificial landmarks, as well as external or internal landmarks [11]. Conrad et al. [99]
use four internal anatomical landmarks. These are manually selected in the preoperative
virtual model and then recorded with a tracked pointing tool. This is the method that
was also used in the work reported in Chapter 5 [194]. A similar approach that aims
to reduce the impact on the surgical workflow uses landmarks that are relevant to the
surgical procedure anyway [100]. A different static approach is the use of laparoscopic
(stereoscopic) still images with camera tracking. Characteristic landmarks are selected
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in the left and right camera’s images and on the virtual model. Triangulation is used to
determine the registration transformation [162].

Interactive registration methods allow the user to set some or all of the up to seven
degrees of freedom by manual input [11]. This can increase the cognitive workload for the
operator and the resulting accuracy depends on the operator’s skills [136]. On the other
hand, interactive approaches allow for an iterative approach and real-time adjustments
of the registration [216]. One example is the manual rotation and translation of a 3D
model until it correctly matches a recent screenshot of the laparoscopic image screen
using a classic desktop interface [87] or a 3D input device [113]. Another approach
[96] determines the translational part of the registration by identifying and recording
one landmark and then setting the rotation manually. For the closely related field of
intraoperatively correcting registration in video see-through AR, Léger et al. [112] provide
a manual input interface on the AR display device (a tablet computer). Finally, 3D
joysticks have been used to adjust the display of virtual models to the laparoscopic video
stream in robot-assisted laparoscopic surgery [220].

Multiple approaches exist that aim to introduce intuitive three-dimensional manip-
ulation to the interactive registration process: for 2D/3D registration of x-ray images,
Gong et al. [221] propose using hand gestures to spatially manipulate the virtual model
relative to the screen’s coordinate system. In their second approach, a virtual tool is
placed next to the virtual model. A corresponding tracked tool is then placed next to
the physical structure. By moving the tracked, physical tool, the virtual model can be
manipulated to match the 2D image. In a similar approach, Thompson et al. [222] track
a tool relative to the screen’s coordinate system and manipulate the overlaid 3D model
accordingly.

6.3 Interaction methods
Two interactive registration methods were developed: the Instrument Control method
(hereafter InstControl) and the Laparoscope Control (LapControl) method. Both of
these methods are rigid registration methods that do not currently accommodate means
for scaling the virtual content.

6.3.1 InstControl registration method
In the InstControl method, the user sets the virtual model’s translational and rotational
degrees of freedom manually. The concept is based on the idea of natural interaction
in virtual reality and transfers this idea to the laparoscopic working space. It aims
to simulate natural manipulation of the virtual content as if it were located in the
laparoscopic surgical space. Moreover, this concept aims to reduce the invasiveness of the
additional registration task to the surgical workflow. This is achieved by utilising only
devices that are already present in the workflow. Thus, the InstControl method enables
the user to ‘grab’ and manipulate the virtual object with a spatially tracked laparoscopic
instrument or pointing tool. This registration method employs two interaction devices:
one optically tracked laparoscopic pointing tool and an input device with at least four
buttons. In the clinical application scenario, this could be the laparoscopic camera
head or a separate input device that is combined with the surgical tool. In summary,
this approach aims to mimic natural interaction with the virtual object as realistically
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as possible. This is attempted by using the same instrument that would be used to
manipulate a real object.

The registration workflow is initiated by pressing a Start button, which places (i.e.
displays) the virtual model 100mm in front of the pointing tool. The start button
is then repurposed for later confirmation to be used again when the registration is
completed. The user now has three modes at his or her disposal that can be activated by
holding down one of the three remaining buttons: the translation mode, the axis rotation
mode, and the free rotation mode. Each mode includes specific interaction gestures for
controlling the virtual model (Figure 6.1).

In the translation mode (Figure 6.1a), the user can grab the virtual model with the
pointing tool and move it by moving the pointing tool. The model then imitates the
tool tip’s trajectory while maintaining the same orientation. In the axis rotation mode
(Figure 6.1b), the user can rotate the virtual model around the pointing tool’s axis by
rotating the pointing tool itself. In the free rotation mode (Figure 6.1c), the user can
rotate the object around any axis that is perpendicular to the tool’s axis by moving the
tool tip. The free rotation is applied to the model on each frame t. It is defined by the
rotation between the vector ~MT t-1 and the vector ~MT t, where ~MT is the vector from
the model’s centre of gravity to the the pointing tool tip. This applies the metaphor of
grabbing the virtual model by the surface point that is close to the pointing tool. The
hereby determined rotation is scaled up by the factor of two to accelerate the rotation
process and make it more convenient for the user. Additional acceleration or deceleration
can be applied by the user because any given tool motion between two frames will cause
a greater rotation of the model if the motion is conducted closer to the model’s centre of
gravity. Finally, the user can conclude the registration by holding down the confirmation
button for two seconds.

6.3.2 LapControl registration method

The LapControl method also allows the user to perform the registration manually.
This method further reduces the number of devices with which the user interacts: the
laparoscope’s camera head itself is used to manipulate the virtual model. Thus, while
moving slightly away from highly realistic 3D manipulation, this method’s key benefit
lies in minimising the number of required devices to just the laparoscope itself.

This registration method requires the user to interact with the laparoscope and an input
device with four buttons. Again, the camera head’s own four buttons can potentially be
repurposed for this.

The registration workflow is equivalent to the InstControl workflow. Upon the initiali-
sation button press, the virtual model is displayed 150mm in front of the laparoscope.
A larger distance is chosen for this method to provide the required overview. The user
can then translate and rotate the virtual model as described above and as shown in
Figure 6.1. However, the laparoscopic camera’s position is used for the translation mode
and for the free rotation mode. The objective’s axis instead of the pointing tool’s axis is
used in the axis rotation mode. One difference between this method’s implementation
and the InstControl method is that the free rotation scaling is doubled to the factor four
in this method. This accounts for the greater distance that needs to be kept between
the camera and the virtual model in order to maintain a sufficient overview.
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Laparoscope

Abdominal wall with trocars

P

Virtual kidney mod

with centre of gravity

(a) Translation mode for position setting.

(b) Axis rotation mode for the rotation setting around the axis parallel to
the pointing tool’s axis.

(c) Free rotation mode. The rotation of the vector between the model and
the tooltip is scaled up.

Figure 6.1: Interaction gestures in the InstControl manual registration concept. Each
mode is activated by the associated button press.
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Figure 6.2: Pointing tool (1) and laparoscopic camera head (2). A mini gamepad with
colour-coded buttons is mounted to the camera head (3).

6.3.3 Paired point registration method
A landmark-based solution was implemented as a reference method to compare to
the proposed interactive methods. This method requires the user to interact with a
mouse or touchscreen interface for registration planning. The user then uses the tracked
laparoscopic pointing tool and an input device with at least one button. This method
utilises anatomical, internal landmarks. During an initial planning phase, the user
identifies and marks four characteristic points on the virtual model. These points are
then recorded in the patient space by touching them with the tracked pointing tool. The
virtual model’s position and orientation are then determined based on the two paired
point clouds [97]. This method is identical to the initial alignment step of the primary
registration described in Chapter 5 and the implementation was equivalent.

6.3.4 Prototype implementation
The methods were implemented in the same AR infrastructure that was previously
reported in Chapter 5. The InstControl method required a calibration of the pointing
tool and the LapControl method required a calibration of the laparoscopic camera’s
position and orientation in their respective tracking marker reference systems. The
calibrations for the tooltip and the camera’s position were conducted as previously
reported in Chapter 5. The camera objective’s longitudinal axis was assumed to be
equivalent to its marker shield’s longitudinal axis. A mini gamepad was mounted to the
laparoscope’s camera head to simulate repurposing the camera head’s four buttons for
the registration methods (Figure 6.2). The mini gamepad’s buttons were colour-coded
for the clear assignment of GUI functions.

A GUI was developed for assisting the user in the two manual methods (Figure 6.3).
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Figure 6.3: Registration GUI for the InstControl method. The free rotation mode is
currently activated.

The main GUI element consisted of an overview of the availabe functions and their
assignments to the four buttons. When one of the three manipulation modes was
activated, the respective button’s icon was highlighted and a descriptive graphical icon
was displayed. In addition, a small mannequin was displayed in the bottom corner of
the screen and rotated with the virtual model. This served to convey an overview of the
model’s approximate anatomical orientation. The landmark-based reference method and
its GUI were implemented as previously reported in Chapter 5.

6.4 Evaluation methods
The three registration methods were comparatively evaluated in a user study with a
simulated intraoperative registration task. The registration methods were compared
with regards to three evaluation criteria: registration accuracy, registration speed, and
participants’ subjective usability perception.

6.4.1 Study design
The study was conducted in a within-subject repeated measures design. The applied
registration method was the independent variable with three levels. Each participant
performed all three registration tasks in a counterbalanced order.

The evaluation criteria were operationalised into four dependent variables: the transla-
tion error was measured as the translational offset between the registered virtual model’s
and physical model’s centres of gravity. Rotation error was measured as the rotational
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offset between the virtual and physical models in degrees. Registration speed was mea-
sured as the time that was required to complete the registration process (task completion
time, TCT). The time measurement started when the start button was pressed in the
InstControl and LapControl methods and when the planning was started in the paired
point method. The TCT ended when participants concluded the registration with the
confirmation button in the InstControl and LapControl methods, or by recording the
last landmark point in the paired point method. Participants’ usability perception was
measured using the System Usability Scale (SUS) questionnaire by Brooke [223]. The
questionnaire was translated to German by a native speaker. The translated version is
included in Appendix C. In addition, participants’ qualitative opinion on the registration
methods was collected in an open interview format.

6.4.2 Sample design
Twelve (12) participants were recruited for the study. The inclusion criteria were a medical
background (medical students and physicians) and initial experience with laparoscopy.
Training experience with a simulator was sufficient for participation because it provides
experience with the particular hand-eye coordination that is required when working
laparoscopically. Participants were paid 40 EUR for participation. Two participants
were excluded from the data analysis during the initial data exploration (see the Results
section for details). The following demographic data describe the remaining sample of
10 participants (five males, five females). The participants were 23 years to 36 years old
(median = 24.5 years). Eight were medical students in their fourth and fifth year and
two were physicians with two and nine years professional experience, respectively. One
physician reported approximately 200 hours experience with operating laparoscopically;
the remaining participants reported between one to 20 hours of laparoscopic trainer
experience (median = 2h).

6.4.3 Study setup
The kidney models for the simulated registration task were created from a public CT
database [207]. Three cases with a tumour-free kidney were selected and their healthy
kidneys’ parenchymal surface was manually segmented using 3D Slicer [208]. The
segmentations were reviewed by a senior urologist and converted to surface mesh models.
The selected models included two left kidneys and one right kidney and are shown in
Figure 6.4a. One of the models was the same model that has been previously described
in Chapters 5. All three models were equipped with a mounting structure for a tracking
marker geometry (see also Chapter 5, Figure 5.5a) and printed with the fused deposition
modelling method.

A simulated laparoscopic operating environment was created with a torso model
for laparoscopic surgical training (EasyLap training system, HumanX GmbH, Wildau,
Germany). One kidney phantom at a time was mounted into the torso (Figure 6.4b).
It should be noted that the anatomical position was more superior than would be
anatomically correct. This was due to the fixed structures inside the torso model.

The torso model was then closed up and the simulated surgical site was made accessible
with two 12mm trocars. The trocars were placed slightly contralaterally but close to
the medial plane. The surgical site could then be accessed with the laparoscope and
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(a) Kidney phantoms. (b) Torso (1) with kidney phantom (2). The kidney
phantom is mounted via the spatially tracked
adapter geometry (3).

Figure 6.4: Components of the simulated surgical environment.

the laparoscopic grasper. It was not specified which trocar should be used for which
tool. The simulated surgical environment and the interaction tools were placed on a
height-adjustable table and the participants stood in front of this table. The resulting
overall study setup is shown in Figure 6.5.

6.4.4 Study procedure
The experiment started with an introduction to the study. The participants’ written
informed consent and demographic information were collected during this introduction.
This was followed by one trial block for each registration method (i.e. three blocks overall).
The order in which the registration methods were performed was counterbalanced across
participants. Each registration method was performed with a separate kidney model.
The order of the kidney models was fixed, thus counterbalancing the assignment between
registration methods and kidney models.

At the beginning of each trial block, the experimenter briefly explained the general
principle of the respective registration method to the participant. The participant
then performed a first practise trial (i.e. the registration process) with step-by-step
instructions from the experimenter. Following this, the participant performed a second
practise trial independently but with the freedom to ask questions. After all questions
were answered, the experimenter exchanged the kidney phantom and virtual model for
new ones. The participant then conducted a final test trial on the new model. The
data were recorded during this test trial. Finally, the participant completed the SUS
questionnaire for the tested registration method. After the completion of all three blocks,
the experimenter conducted a brief interview with the participant. This interview aimed
to elicit participants’ qualitative feedback on the three registration methods.

6.4.5 Data analysis
A one-factorial, repeated-measures analysis of variance (ANOVA) was conducted for
each of the four dependent variables. Data sphericity was tested with Mauchly’s Test.
Greenhouse-Geisser (GG) correction was applied in case of sphericity violation. In case of
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Figure 6.5: Overall study setup. The laparoscopic tools are inserted in the trocar ports (1)
of the torso model (2). The left screen (3) displays the unaltered laparoscopic
video. The right screen (4) is currently showing the InstControl GUI. The
optical tracking camera is to the top left, outside the photograph’s field of
view and the mouse is located behind the torso model (to the user’s right).
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Table 6.1: Descriptive results for all dependent variables with N = 10. All entries are in
the format: <mean value (standard deviation)>

Method TCT [s] Translation error [mm] Rotation error [◦] SUS rating
InstControl 224.68 (89.70) 11.74 (4.91) 23.77 (18.82) 63.25 (18.41)
LapControl 270.39 (128.11) 12.44 (4.76) 29.73 (19.39) 49.75 (21.71)
PairedPoint 207.57 (75.19) 11.12 (4.78) 12.87 (6.46) 77.75 (11.27)

Table 6.2: ANOVA results for the registration method’s effects on all dependent variables.

Sphericity GG
Variable violated Correction Test statistic p η2

TCT Yes Yes F (1.15, 10.31) = 1.21 0.306 0.072
(ε = .573)

Translation error No No F (2, 18) = 0.171 0.844 0.014
Rotation error No No F (2, 18) = 2.682 0.096 0.174
SUS No No F (2, 18) = 11.82 < 0.001* 0.317

significant findings in an ANOVA, post-hoc pairwise T-tests with Bonferroni correction
were conducted. Participants’ comments during experiment performance or from the
interview were labelled, clustered and qualitatively analysed by one investigator.

6.5 Results
6.5.1 Data exclusion
Two participants were excluded from the data analysis: one participant performed with
a rotation error of 142.8◦ in the paired point condition, which equivalates to a z-score of
4.15. This indicates that they exchanged the upper and lower kidney pole. The second
participant had a translation error of 30.5mm (z = 3.24) in the paired point condition.
This indicates that at least one highly inaccurate point was selected. These are likely to
be visualisation issues rather than interaction issues.

6.5.2 Quantitative results
The experiment’s descriptive results are listed in Table 6.1. The ANOVA results for all
dependent variables are shown in Table 6.2. No significant results were found for the TCT
(see also Figure 6.6a), translation error (Figure 6.6c), and rotation error (Figure 6.6d). A
significant effect was found for the participants’ SUS rating (Figure 6.6b). The post-hoc
pairwise t-tests found significant differences between the LapControl method and the
InstControl method (p = 0.047), as well as between LapControl and the paired point
method (p = 0.01). The difference between the InstControl method and the paired point
condition was not statistically significant (p = 0.077).

6.5.3 Qualitative participant feedback
Nine general categories of participant comments emerged during qualitative data anal-
ysis. These included comments about the methods’ general impression, their clinical
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(a) Results for the task completion time.
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(b) Results for the System Usability Scale.
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(c) Results for the position accuracy.
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(d) Results for the orientation accuracy.

Figure 6.6: Statistical results for all dependent variables. The error bars show standard
errors. The asterisks in (b) indicate pairwise significance in the post-hoc
t-tests.

applicability, the interaction devices, interaction handedness, characteristic landmark use,
camera use, translation manipulation, rotation manipulation, and interaction metaphors.
The comments for each interaction method are summarised below. These data are
qualitative and no conclusions should be drawn from the reported numbers. These are
not necessarily representative due to the open interview question format.

Instrument control

Participants found this method to be particularly well suited for adjustment and correction
of registration results. One participant was concerned about potential ‘false positives’,
i.e. false confidence in an incorrect registration. Three participants criticised that the
method required bimanual interaction with the laparoscope and its buttons in one hand
and the pointing instrument in the other hand. However, three other participants gave
positive feedback on this aspect as it provides a ‘division of labour’ between both hands.
Two participants commented that the translation setting with this method was simple,
but they and three others reported that rotation was not intuitive. The first reason was
that the instrument’s own axis was not aligned with the image plane. The second reason
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was that the model’s behaviour was difficult to predict in free rotation - particularly when
the instrument tip was outside the field of view (FoV). Two participants commented
that the grasp-and-manipulate metaphor was generally realistic and intuitive.

Laparoscope control

Three participants commented that the system is too ‘compressed’ because the entire
workflow is completed with one hand. They stated that they would usually hold the
laparoscope with their non-dominant hand. The two main points of criticism expressed
by participants concerned the FoV and the rotation mode: four participants criticised
that the FoV’s continuous motion during the process affected their sense of direction
and repeatedly removed the area of interest from the FoV. One participant said that
the motion might make them feel dizzy over time. The free rotation was perceived
to be rather unpredictable, but one participant said that the axial rotation was easier
to imagine than in the InstControl method. Finally, one participant stated that the
interaction metaphor was rather unrealistic because the camera usually does not directly
interact with objects in the surgical site.

Paired point registration

Overall, four participants stated that they found this method to be the easiest and ‘most
trustworthy’ one. However, it was mentioned that a second person might be needed
in a clinical setting to perform the planning. One participant also criticised that the
method would not allow for corrections. Two participants reported that they were very
used to using mouse-and-screen interfaces and that this was, therefore, easy to them.
However, two participants mentioned that point acquisition required them to monitor
the laparoscopic screen and the recording progress bar on the second screen at the same
time.

6.6 Discussion
6.6.1 Discussion of the results
The evaluation results indicate that the LapControl method may not be well suited for
the task at hand. No statistically significant inferiority was found for the TCT and
accuracy parameters. However, the descriptive results suggest that this method did not
perform well in these measures. Moreover, participants provided rather negative feedback
on this method - both quantitatively and qualitatively. The main issue seems to be the
FoV’s instability when moving the camera as an input device. This effect is exacerbated
by the fact that targeted laparoscope motion is often distinctly used to gain a better
spatial understanding [5]. Using the LapControl method was likely made more difficult
by using a laparoscope with a tilted camera because this offsets the tool axis from the
optical axis. However, this is a realistic (and likely worst-case) application scenario and
therefore a suitable testing scenario. The method grants qualitative benefits by limiting
the interaction to one device that is naturally present in the workflow. Nevertheless,
these benefits seem to be outweighed by the usability drawbacks that the study exposed.

The InstControl method was rated significantly more usable than the LapControl
method by the participants. The data also showed trends that it may perform better with
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regards to TCT and accuracy. However, descriptive results suggest that, in its current
form, it may not perform as well as the paired point method. This potential deficit is
particularly evident for the rotation accuracy and the subjective feedback. The qualitative
feedback suggests that this may have been caused by unintuitive model behaviour during
the free rotation, whereas the position setting seems to have performed similarly to the
paired point method. Moreover, the descriptively observed TCT difference between the
InstControl method and the paired point method is only small (approximately 17s, no
statistical significance). This time difference is likely to be caused by the confusion that
participants (observably and reportedly) experienced with the manual rotation setting.
This drawback requires further research as it can be largely mitigated with adjustments
to the interaction technique. These potential adjustments are discussed in the following
section.

6.6.2 General discussion
The evaluation study’s results indicate that the LapControl method is likely to be inferior
to current methods for initial registration. In contrast, the InstControl method may
be a promising approach but requires further design iteration for the rotation setting
interaction. The first approach for this may lie in improving the interaction with the
current metaphors: firstly, the free rotation may become more intuitive by implementing
auxiliary visualisations. One such visualisation could show the vector between the
manipulation tool and the model’s centre, visualising the point where the resulting
line crosses the model surface (Figure 6.7a). An additional benefit of this visualisation
concept is that it highlights the pivot point around which the model is rotated. This
information may convey a better understanding of the spatial relationship and make
the free rotation more predictable for users. Equivalently, the rotation axis could be
displayed during the axis rotation mode (Figure 6.1b). A different approach to making
the free rotation more intuitive could be restricting when it can be applied. This could
either be restricted to situations when the pointing tool is within a maximum distance
from the model, or it could be restricted to situations in which the tool is in the camera’s
FoV. The latter restriction would have the additional benefit of preventing tissue damage
from tool motion outside the FoV. However, the issue of using the manipulation tool
outside the FoV is unlikely to occur in the real application: anecdotal observation during
the study indicated that experienced users primarily used the tool when in FoV.

Alternative interaction concepts for the manual rotation setting may also improve the
registration method’s overall usability. One option may be the restriction of the rotation
setting to the axes of a defined coordinate system. Figure 6.7c shows a potential solution
concept that uses the surgical tool’s screen motion (as calculated from the tracking
data) to rotate the model around the axes of a camera or screen-based coordinate
system. This mirrors more conventional object manipulation with mouse or touchscreen
interfaces [112]. Another option could be the bimanual rotation setting with two tracked
surgical tools (Figure 6.7d). This requires a registration mode activation with foot pedals
or alternative input devices and allows the rotation manipulation by tracking the vector
between the two instruments’ tooltips.

Besides the necessity of improving the rotation setting interaction, there is a practical
issue with the herein reported implementation of the InstControl method. The interaction
buttons are currently located on the laparoscope’s camera head. In surgical scenarios,
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(a) Visualisation of the controlling vector ~MT t for
the free rotation mode.

(b) Visualisation of the rotation axis for the axis
rotation mode.

(c) Screen-based coordinate system for a restricted
rotation setting concept.

(d) Visualisation aid for a bimanual rotation set-
ting concept.

Figure 6.7: Interaction and visualisation concepts for improving the InstControl rotation
setting.
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the laparoscope is often guided by an assistant. Therefore, an alternative means of
interaction might be useful. This might either include moving the buttons to the pointing
tool or implementing a touchless interaction technique, such as gesture or speech control.

In addition to these concept-related issues, there are some limitations concerning
the evaluation study itself. The evaluation setup aimed to simulate a realistic surgical
scenario. However, several design aspects are not representative of real surgery and may
have influenced the results: the kidney phantoms were placed openly in the surgical site.
Thus, the entire surface of one kidney side was visible to the participants. In contrast,
surgeons only dissect the kidney surface parts that need to be accessed. The trocar
setup was another deviation from a realistic surgical environment. Two 12mm-trocars
were used to enable participants to choose which one to use for the laparoscope and
which one to use for the pointing tool. Some participants used this setup to migrate the
laparoscope back and forth between the trocars during a trial to gain a better spatial
understanding. This is not realistic during surgery. Finally, the participants’ experience
with laparoscopic instruments was very limited and their performance was recorded in
only one trial for each method. This may have influenced the difficulty of interacting
with the laparoscopic surgical space.

It stands to be investigated how the depth perception limitations in the study may
have affected the outcome. The interactive registration methods relied solely on optical,
monoscopic depth cues. Even more so when the manually operated pointing tool was
outside of the FoV and, therefore, unusable as a reference. The paired point method,
however, provided additional haptic feedback when recording the points on the physical
kidney phantom. This may have increased the level of difficulty of the interactive
methods. Stereoscopic display and the constraint to have the tool in the FoV may help
to mitigate this impact.

The two interaction methods have been evaluated as means for the initial alignment
of the virtual AR content. Another potential application may lie in intraoperative
registration correction (e.g. after organ movement or deformation). Future research
is required to investigate whether this is a feasible application. This slightly altered
application may even mitigate some of the drawbacks of the LapControl method because
the required alignment changes would be only gradual and not as extensive as in this
experiment.

Finally, one important scope limitation should be discussed: the interactive methods
were compared to a landmark-based method. This reference method was selected because
landmark-based methods seem to be a well-established standard approach for initial
registration. However, the evident follow-up questions arising from this, are: firstly, how
do the methods compare to previous interactive methods? Secondly, how do existing
interactive methods compare to landmark-based methods? Future comparative research
will need to show which overall approach is more suitable.

6.7 Conclusion
This chapter introduces two interaction methods for initial AR registration in laparoscopic
surgery. One interaction method, the InstControl method, aimed to facilitate natural
interaction metaphors for the object manipulation. The LapControl method aimed
to minimise the hardware that needs to be introduced to the workflow specifically for
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the registration. The interaction methods were compared to each other as well as to a
reference landmark-based registration method in a simulated laparoscopy environment.
The user study’s results show that the LapControl method is inferior to the reference
method and they provide a detailed explanation for this apparent inferiority. These
findings can lay the groundwork for the development of future interaction methods for
laparoscopic AR systems. The InstControl method did not outperform the reference
method. However, the study yielded a number of findings that will help improving
natural interaction with virtual objects in laparoscopic AR settings.

Three immediate follow-up research activities arise from the herein reported results.
Firstly, the improvement measures concluded from the findings need to be integrated
into the InstControl method and tested to determine if and how they improve the
effectiveness, efficiency, and usability of this method. Secondly, it should be investigated
how interactive methods generally compare against landmark-based methods for initial
registration. Finally, the improved InstControl method should be compared to other
interactive methods.

In the wider scope, some follow-up questions arise about the interaction method’s more
general applicability. This includes the applicability in other laparoscopic interventions
with AR navigation support. It also includes the investigation of using the interaction
method for the registration correction throughout the intervention. Finally, the method
can be converted to robot-assisted applications where the input of the surgeon console
controls could even be directly used for natural object manipulation without having to
physically move a tool inside the surgical space.

Overall, this chapter does not present a finalised solution for manual registration
or, more generally, natural manipulation of virtual objects in the laparoscopic space.
However, this work generated valuable findings that can help to improve the overall
registration process for laparoscopic AR and, thereby, to extend its applicability.
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7
Audiovisual AR concept for resection
wound navigation

Synopsis
This chapter reports a visual AR and an auditory navigation concept. Both concepts aim to
support surgeons in laparoscopic subsurface structure navigation during the resection wound
repair phase of LRPN. Both concepts are controlled by the user with an optically tracked surgical
instrument. The concepts were evaluated in a simulated use study. The results indicate potential
aptitude of the navigation concepts but further research, particularly into the auditory display, is
required.

About this chapter
Parts of this chapter have been published in: Joeres, F., Black, D., Razavizadeh, S., and Hansen,
C. (2021). ‘Audiovisual AR Concepts for Laparoscopic Subsurface Structure Navigation’. In:
Proceedings of Graphics Interface 2021 (Virtual event), pp. 224–230. [224].

Portions of the work reported in this chapter were conducted as part of the Master’s thesis project
of Mr Seyedsina Razavizadeh (thesis title: Virtual torchlight / stethoscope: An augmented reality
tool for resection site repair phase during laparoscopic partial nephrectomy). Mr Razavizadeh’s
Master’s thesis project was supervised by the author of this dissertation. Significant conceptual
input towards the auditory display development was provided by David Black.
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7.1 Introduction
Chapter 4 has identified a potential benefit from navigation aids during the resection
site repair phase of LRPN. This phase bears some particular challenges for the design
and development of AR navigation solutions. While Chapter 5 has investigated the
implications for AR registration, two of these challenges specifically affect the availability
and presentation of navigation-relevant data: firstly, the resection wound repair is
conducted under time pressure and, secondly, an unknown tissue volume has been
removed with the tumour. This chapter reports an audiovisual AR concept for navigation
content presentation during the resection wound repair.

The audiovisual AR concept reported in this chapter aims to support the surgeons in
the identification and localisation of intrarenal structures that have either been severed
during the tumour resection or that lie immediately under the newly created resection
surface. The former are relevant because they may require individual suturing if the
lesion is too big to be closed by the general wound closure. The latter are relevant for
the placement of the general wound closing suture. The structures of interest may be
interarenal blood vessels or branches of the urinary collecting system.

Due to the time pressure during resection wound repair, the proposed system relies
on preoperatively created virtual models of the structures of interest. Beside the time
pressure, the second specific issue to be considered is the unknown position and geometry
of the resection wound surface. This means that, in the preoperative model, it is not
possible to identify which (urinary or blood) vessel branches either cross or lie close
to the resection plane. The proposed solution to this is a data presentation that is
interactively controlled by the surgeon by means of a spatially tracked tool. The tool
can be moved along the resection surface and only structures that lie in front of the tool
can be included in the (auditory or visual) display.

Finally, this chapter reports a laboratory-based simulated use study with a simplified
task that provided a proof-of-concept evaluation for the audiovisual AR concept’s
prototypical implementation. The AR registration was omitted in this study and has
been previously investigated in Chapter 5.

7.2 Related work
An overview of the relevant literature on image guidance and AR in LRPN has been
reported in Chapter 4. No dedicated solutions exist in the current literature to support
surgeons during the resection wound repair phase. One application has been reported in
which the general AR model of the intrarenal structures was used during renorrhaphy [76].
This approach, however, does not address the unknown resection wound surface geometry
and potential occlusion issues. It was also not specifically evaluated for its suitability
during resection wound care.

Multiple solutions have been proposed to visualise intrarenal vascular structures. These
include solutions in which a preoperative model of the vascular structures is rendered in
an AR overlay [85, 161, 76, 113, 162]. This may be less informative after an unknown
tissue volume has been resected. Other methods rely on real-time detection of subsurface
vessels [165, 163, 164, 149]. However, these are unlikely to perform well when the vessels
are clamped (suppressing blood flow and pulsation) or when the organ surface is occluded
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by blood.
Outside of LPN/RPN, such as in angiography exploration, visualisation methods have

been developed to communicate the spatial arrangement of vessels. These include the
chromadepth [90] and pseudo-chromadepth methods [91, 92], which map vessel depth
information to colour hue gradients. Kersten-Oertel et al. [93] showed that colour hue
mapping, along with contrast grading, performs well in conveying depth information for
vascular structures.

One strategy to make a visualisation independent from the knowledge about resected
tissue geometries may be the interactive control of visualisations with phsical instruments.
The visualisation of structures based on tool position has inspired work both inside
and outside of the field of LRPN: Singla et al. [95] and Simpfendörfer et al. [175]
proposed visualising the tool position in relation to the tumour during the intraoperative
resection planning in LRPN. Multiple visualisations have been proposed for the spatial
relationship between intracorporeal needles and the surrounding vasculature [225]. These
visualisations are intended for minimally-invasive needle interventions in interventional
radiology where the instrument is moving between the structures of interest. This is not
possible in the given application because the structures of interest are below the organ’s
surface. Another example for tool-based AR visualisation is the virtual window technique
for displaying real-time ultrasound [88]. However, direct ultrasound visualisation in
LRPN has only been reported for tumour localisation and not for vessel identification.

In addition to visual approaches to supporting LRPN and other navigated applications,
surgical tasks can be augmented and aided by auditory feedback. Relevant geometrical
or surgical information can be classified or quantified and mapped to parameters of
sounds that are synthesised in real time. A commonly known example for the principle of
parameter mapping is the parking assistance in cars where the sound’s rhythm encodes the
distance between the vehicle and an obstacle. Similar approaches have been developed for
navigational use in medical interventions. A comprehensive overview has been provided
by Black et al. [226]. Applications include robot-assisted neurosurgery [227], needle
placement for tumour ablation [228], bone drilling in otologic surgery [229], skull base
surgery [230], open liver surgery [231], endoscopic, and force feedback substitution in
robot-assisted surgical suturing [232]. These approaches have demonstrated increased
spatial awareness and accuracy while, on the other hand, increasing task completion
times.

7.3 Navigation methods
Two routes were pursued to provide navigation content to the operating surgeon: the first
approach is the AR visualisation of preoperative anatomical information in a video-see
through setting. The second approach is an auditory display.

7.3.1 AR visualisation
The AR concept aims to provide information about intrarenal risk structures to the
surgeons. The visualisation is based on preoperative 3D image data of the intrarenal
vasculature and collecting system. These were segmented and exported as surface models.
The resection volume and resulting wound geometry are preoperatively unknown. Simply
overlaying the preoperative models onto the laparoscopic video stream would include all

105



7 Audiovisual AR concept for resection wound navigation

Figure 7.1: Colour spectrum for blood vessels (top) and urinary tract (bottom). The
colour values are in RGBA format.

risk structures that were resected with the resection volume. Therefore, a tool-based
visualisation is applied that allows the user to interactively adjust the visualised volume
of interest. In this concept, only information about risk structures in front of a pointing
tool are rendered and overlaid onto the video stream. To this end, the surgeon can
place a spatially tracked pointing tool on the newly created organ surface (i.e. resection
ground) and see a representation of the risk structures beneath: a virtual circular plane
is placed around the tooltip. This plane is perpendicular to the tool axis with a diameter
of 20mm. The structures in front of this plane (following the tool axis direction) are
projected orthogonally onto the plane and rendered accordingly.

The visualisation encodes the structures’ type, size, and distance from the rendering
plane. The two different structure types are visualised with two different colour scales
(Figure 7.1). The scales visualise the distance between a given structure and the plane.
The scale ends are equivalent to a minimum and maximum probing depth that can be
set for different applications. The scale hues were selected based on two criteria: firstly,
the hues were selected for the maximisation of contrast visibility in front of laparoscopic
videos. Secondly, the choice of yellow for urinary tracts and blue-magenta for blood
vessels is consistent with conventions in anatomical illustrations and should be intuitive
for medical professionals.

For the urinary tract, colour brightness and transparency are changed across the
spectrum. For the blood vessels, colour hue, brightness, and transparency are used.
These colour spectrums aim to combine the colour gradient and fog concepts that were
identified as promising approaches by Kersten-Oertel et al. [93]. An example for the
resulting visualisation (using a printed kidney phantom) is provided in Figure 7.2. The
blue line marks the measured tool axis and the green circle delimits the circular detection
and visualisation plane.

7.3.2 Audio navigation
The audio navigation concept is based on the principle of parameter mapping. The
volume for which navigation feedback is provided is a half sphere around the tooltip,
pointing forward along the tool axis. Three parameters are encoded for the relevant
model structures inside the volume: the strucutre type, an artificial structure density
variable, and structure distance from the tooltip. After three preliminary designs were
evaluated informally with 12 test users, an auditory display consisting of two contrasting
sounds was developed to represent the different structure types. The sound of running
water represents the presence of collecting system branches and a synthesised tone
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Figure 7.2: Laparoscopic view of a printed kidney phantom with the visual AR overlay.

represents blood vessels. The size and number of the vessels in the scanning area are
encoded in a three-level density score. The density score is determined separately for
each structure type. The density is then mapped to the water sound’s pitch for the
collecting system, symbolising a higher water pressure, and to the synthetic tone’s pitch
for blood vessels. Higher pitch indicates a higher structure density. Finally, the rhythm
of each tone represents the distance between the instrument tip and the closest point on
the targeted structure, with a faster rhythm representing lesser distance. The distance
variable is also categorised in three distance categories: distant, near, and inside the
vessel.

7.3.3 Prototype implementation
The prototype was implemented in the AR infrastructure that was previously described
in Chapter 5. The display setup was slightly altered: the user was presented with the AR
stream on a standard 24 inch LCD monitor that was located where the laparoscopic video
monitor would normally be placed. A second standard 24 inch LCD monitor was placed
to the participant’s right. This second monitor displayed the experiment’s GUI. For the
prototype reported in this chapter, AR registration was outside of the project scope.
The kidney registration was based on the predefined spatial transformation between the
kidney phantom and its tracking markers (see Study setup section).

AR visualisation implementation

The circular plane was placed at the tooltip and perpendicular to the tool’s axis as
provided by the real-time tracking data. The registration between the visualisation
(i.e. the tooltip location) and the camera was provided by the abovementioned tool
and camera calibration and the real-time tracking data. The plane was then overlaid
with a mesh with a rectangular vertex arrangement. The vertices had a density of 64
pts/mm2 and served as virtual pixels. Repeated ray-casting requests along the tool axis
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direction were conducted for each vertex. For each ray that hit the surface mesh of the
structures in the virtual navigation model, the respective vertex was coloured according
to the structure type and ray collision distance of that structure. The visualisation was
permanently activated in the study prototype. Interactive activation and deactivation
would be required in a clinical prototype or in the real clinical application.

Auditory display implementation

The synthesic tone qualitatively contrasted the water sound to ensure distinction between
the structure types. The synthesised sound was created from the base frequencies of
65.4 Hz, 130.8 Hz, and 261.6 Hz (C2, C3, and C4 notes) and harmonised by each
frequency’s first to eighth harmonics, creating a complex tone. The blood vessel density
was encoded in this pitch, representing low, medium, and high density, respectively. For
the urinary vessels, three water sounds were devised that imitated water running at
three different pressures - also representing three density stages. The repetition time of
the tones expressed the distance between the instrument tip and the closest point on the
targeted vessel. A continuous tone represented a far-away vessel, while a close vessel was
heard as the tone being repeated every 500 ms with a duration of 400ms. Being inside
the vessel triggered an alert sound, playing every 125 ms accompanied by the tone every
250 ms. The auditory display was implemented using Pure Data [233].

7.4 Evaluation methods

A simulated use proof-of-concept evaluation study was conducted with N=11 participants
to investigate whether the concepts can effectively support the surgeons in locating
subsurface structures in laparoscopic surgery.

7.4.1 Study task

The specific challenges of identifying relevant subsurface structures in resection wound
repair are difficult to replicate in a laboratory setting. A study task was devised that
aimed to imitate the identification of specific structures beneath an organ surface:
participants were presented with a printed kidney phantom in a simulated laparoscopic
environment. A 3D model of the same kidney was displayed on a 24 inch screen. This
virtual model included surface meshes of the vessel tree and collecting system inside
that kidney (Figure 7.3). Participants could manipulate the view of that model by
panning, rotating, and zooming. For each study trial, a point on the internal structures
(a blood or urine vessel) was marked in the virtual model with a red dot (Figure 7.3).
The target points were arranged into four clusters to prevent familiarisation with the
target structures throughout the experiment. The participants were then asked to point
the surgical tool at the location of that subsurface point in the physical phantom as
accurately and as quickly as possible by placing the tool on the surface and orienting it
such that the tool’s direction pointed towards the internal target point.
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Figure 7.3: Virtual kidney model with the target point clusters. The model is shown from
a medial-anterior perspective, corresponding to the participant’s position.

7.4.2 Study design
The study investigated the impact of the visual and auditory support on the performance
and perceived workload of the navigation task. Two independent variables were examined
with two levels each (2 × 2 design): the presence or absence of the visual support and
the presence or absence of the auditory support. The condition in which neither support
modality was present was the control condition. Three dependent variables were measured
and analysed: firstly, the task completion time was measured. Time started counting
when the target point was displayed in the 3D model. It stopped when participants gave
a verbal cue that they were confident they were pointing at the target as accurately as
possible. Secondly, the tool pointing accuracy was measured. Accuracy was measured as
the closest distance between the tool’s axis and the target point (point-to-ray distance).
Finally, the NASA Task Load Index (NASA-TLX) [234] questionnaire was used as an
indicator for the subjectively perceived workload. The NASA-TLX questionnaire is
based on six contributing dimensions of subjectively perceived workload. Participants
weighted the scores by relevance in pairwise rankings and the weighted scores were
combined into an overall workload score.

7.4.3 Study sample
Eleven (11) participants took part in the study (six females, five males). All participants
were medical students between their third and fifth year of training. Participants were
aged between 24 and 33 years (median = 25 years). All participants were right-handed.
Four participants reported between one and five hours of experience with laparoscopic
interaction (median = 3h) and seven participants reported between one and 15 hours
of AR experience (median = 2h). Finally, eight participants reported to be trained in
playing a musical instrument. No participants reported any untreated vision or hearing
impairments. The participants were paid 20 EUR for participation.
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7 Audiovisual AR concept for resection wound navigation

7.4.4 Study setup

The virtual kidney model and its physical phantom were created from a public database
of abdominal computed tomography imaging data [207]. A healthy left kidney was
segmented using 3D Slicer [208]. The parenchymal surface, the vessel tree, and the urinary
collecting system were exported as separate surface models. The parenchymal surface
model was printed with the fused deposition modeling method and equipped with an
adapter for passive tracking markers (see also Chapter 5; Figure 5.5a). The resulting rigid
phantom had a length of 112mm from pole to pole (original scaling). The phantom was
placed in a cardboard box to simulate a laparoscopic working environment (Figure 7.4a).
The screen with the laparoscopic video stream was placed opposite the participant and
the screen with the virtual model viewer was placed to the participant’s right. A mouse
was provided to interact with the model viewer and a standard commercial multimedia
speaker was included for the auditory display. The simulated surgical environment and
the interaction tools were placed on a height-adjustable table and the participants stood
in front of this table. The overall study setup is shown in Figure 7.4b.

7.4.5 Study procedure

Participants’ written consent and demographic data were collected upon arrival. The
participants then received an introduction to the visualisation and auditory display
of the navigation information. Participants conducted one trial block per navigation
method (i.e. four overall blocks). In each trial block, they were asked to locate the three
points of one cluster, with one trial per point. After each trial block, one NASA-TLX
questionnaire was completed for the respective navigation method. The order of the
navigation methods and the assignment between the point clusters and the navigation
methods were counterbalanced. The order in which the points had to be located within
each trial block was permutated across the participants.

7.5 Results

During the initial data exploration, a trend became apparent that participants took more
time to complete the first trial they conducted with each method than in the second and
third trials (Figure 7.5). Therefore, the first trial for each method and participant was
regarded as a training trial and excluded from the analysis. The data (time and accuracy)
from the remaining two trials from each block were averaged and a repeated-measures
two-way ANOVA was conducted for each dependent variable.

The descriptive results for the three dependent variables are listed in Table 7.1 and an
overview of the data is plotted in Figure 7.6. The ANOVA results are listed in Table 7.2.
Two significant main effects were found in the ANOVA. The presence of the visual
display was shown to significantly reduce the pointing error (p < 0.001) and the and the
NASA-TLX rating (p = 0.03). The significant effects are plotted in Figure 7.7.
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7.5 Results

(a) Simulated laparoscopic environment with access holes for the
laparoscopic camera head and the pointing tool.

(b) Overall study setup, including the simulated laparoscopic environment (1), the laparoscope and
pointing tool (2), the AR screen (3), the speaker (4), the GUI screen (5), the mouse for model
manipulation (6), and the optical tracking camera (7).

Figure 7.4: Study setup components.
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Figure 7.5: Task completion times during the first, second, and third trials for each
display condition. The red points indicate the mean values.

Table 7.1: Descriptive results for all dependent variables. All entries are in the format
<mean value (standard deviation)>.

Navigation condition Task completion time [s] Accuracy [mm] NASA-TLX
Virtual 3D model 29.92 (18.59) 12.54 (4.21) 14.14 (2.18)
With visual AR 36.02 (19.21) 4.39 (3.49) 10.87 (3.86)
With audio support 41.44 (22.9) 9.69 (5.14) 12.93 (3.46)
With visual AR and au-
dio support

38.12 (22.48) 6.45 (5.08) 11.93 (3.3)
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(a) Task completion time
data.
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(b) Pointing accuracy data.

10

15

20

V
ir

tu
a
l

3
D

 M
o
d
e
l

W
it
h

v
is

u
a
l 
A

R

W
it
h

a
u
d
io

 s
u
p
p
o
rt

W
it
h

v
is

u
a
l 
A

R
 a

n
d

a
u
d
io

 s
u
p
p
o
rt

Display condition

O
ve

ra
ll 

N
A

S
A

−
T

L
X

 r
a
ti
n
g

(c) NASA-TLX rating data.

Figure 7.6: Overview of the experimental data for all navigation display conditions.
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Table 7.2: ANOVA results for all variables. AD: auditory display, VD: visual display.
All cells are in the format: <F value (degrees of freedom); p value>.

Dependent vari-
able

Main effect AD Main effect VD Interaction AD:VD

Task completion
time

1.41(1,10); 0.263 0.17(1,10); 0.688 1.47(1,10); 0.253

Accuracy 0.11(1,10); 0.748 28.01(1,10); <0.001* 2.67(1,10); 0.133
NASA TLX 0.01(1,10); 0.911 6.35(1,10); 0.03* 1.47(1,10); 0.253
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(b) Visual display main effect on the NASA-
TLX rating.

Figure 7.7: Significant ANOVA main effects. The error bars represent standard errors.

7.6 Discussion

7.6.1 Discussion of the results

The most evident result from the evaluation is that the visual display increases the
accuracy and reduces the perceived workload of identifying subsurface vascular and
urinary structures in the tested, simplified task. At the same time, the visual display
method did not reduce the task completion time. Generally, there were non-significant
trends that all tested conditions with visual or auditory display performed more accurately
and tended to cause a lower perceived workload. However, the navigation support
conditions tended to perform less quickly than the control condition. This may be due
to the fact that the required mental spatial transformations are reduced, but a greater
amount of information needs to be processed by the participants.

This explanation is also supported by the result that the combined auditory and visual
display performed worse than the visual-only condition within the sample. While this
trend is not statistically significant, it poses a question: were the auditory display designs
somewhat misleading or distracting, or is the combination of multimodal channels for
the same information in itself potentially hindering in this task? The trend of auditory
support performing slightly better than the control condition within the study sample (no
significance) may indicate that the latter explanation is more likely. Another aspect may
be users’ lower familiarity with auditory navigation than visual cues. The descriptive
exploration of the task completion times across the trial order (Figure 7.5) shows that the
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7 Audiovisual AR concept for resection wound navigation

performance speed continued to improve across all three trials for the control condition
(Virtual 3D model) and for the audio support condition. This may also indicate that
participants were still undergoing a training process and that three trials may have been
too few to reach ideal performance in these conditions. This means that the effect of the
visual AR may be smaller with more training. However, this also means that the audio
support concept may be more effective with additional training. Thus, greater participant
experience may reduce the difference between the visual and auditory navigation aids.

The AR visualisation was well suited for the abstracted task in the proof-of-concept
evaluation. In the clinical context, a semi-transparent display of the visualisation may
be better suited to prevent occlusion of the relevant surgical area. This occlusion issue
can further be reduced by providing a means to interactively activate or deactivate the
visualisation.

Finally, the absolute values reported for the dependent variables are less meaningful
than the comparative effects that were found. Multiple design factors limit the clinical
validity of the study that are discussed in the next section. This means that the absolute
task time or pointing error may well deviate from the reported results.

7.6.2 General discussion
The evaluation study generated preliminary but successful proof-of-concept results for
the audiovisual AR support for laparoscopic subsurface structure navigation during
resection wound repair. The results indicate that audio guidance may be helpful but
no statistically significant evidence for this benefit was found within the study sample.
There are some limitations to the clinical validity of the prototypes and the study setup.

First and foremost, the study task is an abstraction of the actual surgical task: the
surgical task requires not only the identification of major subsurface structures but also
the judgment and selection of a suture path. This task limitation went along with an
abstract laparoscopic environment and surgical site: the kidney phantom imitated an
in-vivo kidney only in its geometric properties. The colour, biomechanical behavior,
and surgical surroundings did not resemble their real clinical equivalents. Moreover, the
phantom was simplified in that it was based on an intact kidney rather than containing
a resection wound. While this simplification is an additional limitation to the study’s
clinical validity, introducing a phantom with a resection bed will only be meaningful
in combination with a more complex simulated task. This is because, in a realistic
setting, the surgeon will be familiar with the wound and aware of potential landmarks
(like intentionally severed vessels) that may help the navigation. This would not have
been the case in the simplified task and for the study participants. One further step in
improving the phantom for increased realism may be the simulation of the deformation
that occurs. This may be achieved by producing one preoperative phantom and one
intraoperative phantom based on simulated intraoperative deformation (e.g. using the
Simulation Open Framework Architecture [235])

As discussed above, a more realistic task could also contribute to an increased clinical
validity for the evaluation. The most valid performance parameter, however, would be
the frequency of suture setting errors. Because these are not very frequent, the study
would require a large sample consisting of experienced surgeons. This is logistically
challenging. The reported approximation can, therefore, be regarded as a good first
indication for the aptitude of the navigation support methods. Future evaluation with a
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more realistic phantom and task should also include the AR overlay of structure models
on the simulated resection wound as an (additional) reference condition.

The study participants were medical students with limited laparoscopic experience:
they were less trained in the spatial cognitive processes that are involved in laparoscopic
navigation than the experienced surgeons who would be the intended users for such a
navigation support system. Thus, the navigation methods presented in this chapter will
need to be further evaluated in clinically realistic settings with a more realistic user
demographic. This may include testing on an in-vivo or ex-vivo human or porcine kidney
phantom. This, however, requires an effective AR registration that is compromised
by the time pressure (for in-vivo phantoms) or post-mortem deformation in ex-vivo
phantoms.

AR registration was excluded from this study’s scope to focus the investigation on
the tested information presentation methods. A dedicated registration method for post-
resection AR is reported in Chapter 5. This could be combined with the dedicated AR
concepts reported in this chapter for future, high-fidelity evaluation and development
stages.

The study task simplification in combination with the novelty of the clinical application
for audiovisual navigation limit the comparability of the results with other solutions
reported in the literature. Evaluation work with a higher task and setup fidelity may
investigate system performance in comparison to AR solutions like the one proposed by
Porpiglia et al. [76]. A pre-clinical audiovisual navigation concept for skull base surgery
reported similar effects on the subjectively perceived workload [230]. However, the study
task in that evaluation included the full simulation of a surgery and no performance
parameters were recorded. Thus, further evaluation work is required under more realistic
conditions in order to assess the concepts’ performance in relation to other solutions
reported in the literature.

Beyond more clinically valid evaluation, some other research questions arise from the
work reported in this chapter: firstly, some design iteration and comparison should be
implemented to evaluate whether the limited success of the tested auditory display was
due to the specific designs or due to a limited aptitude of the auditory modality for
such information. Secondly, further visualisations should be developed and compared
with this initial proposal to identify an ideal information visualisation. Finally, it should
be investigated whether other procedures with soft tissue resection (e.g., liver or brain
surgery) may benefit from similar navigation support systems for the resection wound
repair.

7.7 Conclusion
This chapter introduces an audiovisual AR concept to support surgeons during the
resection wound repair phase in LRPN. This concept was preliminarily evaluated in
a laboratory-based study with a highly abstracted task. Although the results only
represent a proof-of-concept evaluation, they indicate the potential benefits of the
presented concepts.

Two follow-up work objectives arise from this: the first objective is the further
investigation and iteration of the auditory and visual display designs. This investigation
includes the question whether the limited performance of the audio display is due to
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7 Audiovisual AR concept for resection wound navigation

the specific design or due to a general inaptitute of the auditory modality for this task.
Moreover, further design iteration is required for the visual AR display.

The second follow-up objective is the integration of the dedicated registration method
that was reported in Chapter 5. The combined system then requires evaluation in a high
fidelity test environment and surgical simulation to assess whether the overall system
may bring clinical benefit to the surgical phase of resection wound repair in LRPN.
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8
Conclusion

Synopsis
This chapter summarises the contribution and the limitations of the research reported in this

dissertation and assesses the overall scientific contribution. It recapitulates the specific future

work objectives that were identified throughout Chapters 3 - 7. Further, more general research

perspectives for AR in LRPN and laparoscopic surgery are discussed. An examination of the

challenges and potential strategies in this future work concludes the chapter and this dissertation.
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8.1 Research contribution
The laparoscopic surgical approach bears multiple clinical benefits to the patient due
to its minimal invasiveness and the associated low surgical trauma. However, it entails
additional challenges for the operating surgeon that include perceptual, cognitive, and
manipulative obstacles. While robot-assistance can alleviate some of the (primarily
physical) challenges, the broad field of image guidance and AR assistance aims to support
the surgeon in meeting the perceptual and cognitive challenges. This dissertation
investigated - for the application of LRPN - the usefulness of a user needs centred
approach to these AR assistance systems.

Overall, the research reported in this dissertation revealed a new application for
AR assistance in LRPN: the navigation during the resection wound repair. This
new application represents a new result to the initial research question: how can AR
navigation aid the surgical treatment of kidney cancer? Moreover, this demonstrates
that - within this case study - the selected research approach has widened the research
field of AR navigation assistance for this surgery. This successful case study provides
evidence towards the second overall research question: can a dedicated investigation of
information needs advance novel research areas for surgical navigation assistance?

To this end, a literature-based workflow analysis of the surgical procedure of LRPN
was conducted (Chapter 3). The results of this workflow analysis served as the basis for
a qualitative interview study with nine senior urologists that employed CTA methods.
The study identified the surgical phases that are perceived to be particularly challenging
and risk-associated by the clinicians: these were the hilar and vascular management
(phase I), the tumour excision (phase II), and the resection wound repair (phase III).
Moreover, the specific challenges, strategies, and information needs that arise during
these phases were identified. This was the first reported, dedicated analysis of this kind
for a laparoscopic surgery.

The second contribution aimed to put the identified surgical information needs in
the context of the existing relevant literature. A sytematic literature review of image
guidance literature in LRPN identified an open research gap (Chapter 4). This gap lies
in the surgical navigation during the resection wound repair phase of LRPN. Specifically,
the surgeon has to identify blood and urinary vessels that lie close to the newly created
resection surface and that have either been severed or need to be considered in the
suture placement. Chapter 4 also defines the technological challenges that arise from the
surgical conditions during this phase:

1. An unknown tissue volume has been removed at this point, leaving behind an
undefined resection bed.

2. The resection wound repair is performed under time pressure, leaving little time
for the required AR registration and the navigation itself.

3. The kidney has been moved during the resection process.

4. The kidney has been deformed during the resection process.

While the first two challenges affect both, the AR visualisation and registration, the
last two primarily affect the registration. Chapter 1 introduced the three question items
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to be asked in the user centred development of surgical AR systems: what information
should be displayed to the surgeon when, and how? [13]. The findings summarised
above provide answers to the first two of these questions. Moreover, they analyse the
specific challenges that arise in answering the third question: how can and should the
information be displayed?

This dissertation does not report an integrated AR navigation solution that can
answer this third question by solving all four issues. However, Chapters 5 and 7 report
a registration concept and an interactive audiovisual AR navigation concept that aim
to address these four challenges. These concepts have been implemented and tested in
early stage proof-of-concept settings. This prototyping level entails multiple limitations
for their external validity that are discussed in the next section.

Finally, the dissertation introduces a novel interaction technique for the interactive
AR registration in laparoscopic surgery (Chapter 6). This technique is not limited to
the previously discussed application of resection wound repair in LRPN. However, it
may complement the registration pipeline introduced in Chapter 5. Moreover, it may be
useful in other laparoscopic surgeries. The transferrability of this dissertation’s overall
results is a matter for future research as discussed in the next section.

8.2 Research limitations
The main limitations of the research reported in this dissertation fall into three major
categories: the first category comprises the surgical application scope of the information
needs and their potential solutions. While LRPN served as a successful case study for
the user needs centred approach, the results do not provide sufficient evidence to assess
whether the identified needs and solutions may be applicable beyond LRPN. The second
group of limitations concern the external validity of the prototypes and evaluations for
the concepts introduced in Chapters 5 - 7. Finally, this dissertation observes LRPN as
blanket term for LPN and RPN. In a clinical context, however, different detailed design
requirements may arise in LPN and RPN for AR navigation systems. These limitation
categories are discussed in detail below.

The challenges identified in Chapter 3 may be generalisable to other laparoscopic
surgeries. Specifically, they may arise in other surgeries in which an organ is partially
resection (e.g. partial hepatectomy [236]). The data collected in the reported interview
study, however, do not permit any conclusions to this end. Moreover, the research
approach was taylored to the complexity of LRPN. Specifically, a workflow-based written
questionnaire was used to preselect discussion topics with each interviewee. The study
results indicate that this approach was successful in this context. However, there are
two open methodological issues: firstly, some surgical tasks were discussed with only
one or two interviewees. While the interview was able to reveal novel information
needs previously unaddressed, further information needs may still remain undidentified.
Secondly, other surgeries may require an adaptation of the method. They may be simpler
and not require the preselection step. Or they may be even more surgically complex
and require further filtering or selection steps. This case study is not sufficient for any
conclusions about a general scoping and filtering technique for the application of this
method to other surgeries.

Regarding the evaluation validity for the research prototypes reported in Chapters 5 - 7,
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there are three main factors to be considered: the simulated surgical environment, the
study task, and the sample design. The potentially biggest limitation to the evaluation
validity is the neglect of organ deformation in the surgical site. Organ deformation
affects the registration [11] (i.e. the prototypes presented in Chapters 5 and 6), and,
consequently, will affect the accuracy of the navigation information displayed in the
proposed navigation concept (Chapter 7). Multiple factors affect the deformation of the
kidney during laparoscopic surgery. These include the motion of the kidney between the
preoperative imaging and the intraoperative situation [237], the loss of turgor after the
suppression of perfusion by arterial clamping [195], the pneumoperitoneal pressure [238],
and the surgical organ manipulation [212]. The most relevant deformation factor for
the investigated resection wound repair phase is likely to be the removal of a tissue
volume. This deformation factor, however, has not been systematically investigated in the
literature. While Altamar et al. [212] investigated the surface deformation that is caused
by a linear incision, the experiment did not include the kidney’s inner deformation when
a whole volume is resected from the organ. Multiple non-rigid registration approaches
exist for laparoscopic kidney surgery that aim to apply the real organ’s deformation to
its virtual counterpart [215, 239]. However, these, too, do not account for the resection
of tissue volumes. Therefore, further biomechanical research into this matter is required
before it can be incorporated into a resection wound repair assistance system.

The study task factor primarily applies to the solutions for assistance during the
resection wound repair phase (Chapters 5 and 7). The two tasks that are relevant for the
novel concepts are the re-registration after the tumour resection and the navigation in
the resection wound. The experiments reported in this dissertation did not simulate the
resection of a tumour or any other tissue volume. This alteration affects both tasks: the
resection would constrain the pre-resection placement options for the adhesive fiducials in
the registration task. It is trivial that the resection wound navigation is affected by the
presence or absence of a simulated resection wound. The decision to simulate both tasks
with an intact kidney phantom was closely related with the final study validity factor, i.e.
the sample design. The user studies were conducted with medical students with some
basic laparoscopic training. The intended users, however, are highly experienced surgeons
because LRPN is a complex surgery that is primarily performed by senior staff. The
simulation of a tissue resection (both, in the registration study and the navigation study)
would have required participants with extensive surgical knowledge about the procedure.
The navigation study could have hypothetically been conducted with a phantom with
a simulated resection wound. However, the process of planning, understanding, and
executing the resection gives the operating user extensive context knowledge about the
kidney at hand, its anatomy, and the resection geometry. This knowledge could not have
been validly simulated with the participants that were available. Therefore, the resection
was not simulated in the proof-of-concept evaluations reported in Chapters 5 and 7. The
simulation of the resection process itself would also require an advanced kidney phantom.
The three factors of study phantom (resectable and deformable), study task (including
the resection), and study sample (senior urological surgeons) are, therefore, strongly
intertwined. It is challenging to improve the realism of one of the factors in a valid way
without improving the other two factors at the same time.

The study sample factor also affected the evaluation study for the interactive registra-
tion concepts introduced in Chapter 6. The participants had limited experience with the
spatial orientation and motor challenges that arise in laparoscopic interaction. Generally,
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the study participants’ limited experience and the resulting deviation from the intended
users diminishes the aspiration for a user centred research approach that was derived
in Chapter 1. This overall limitation was owed to the logistical challenge of recruiting
senior surgical staff who are truly representative of the intended user population. This
requires (temporal and financial) ressources that were out of the scope of what was
appropriate for the early stage of the tested research prototypes.

Finally, the research reported in this dissertation did not strongly distinguish between
the application of AR navigation in LPN and in RPN. The literature (Chapter 4)
suggests that there is an overlap in the surgical information needs that may arise during
these two surgical approaches to PN. However, different requirements may arise in a
more detailed observation. The effect that this has on the research results’ validity is
different for the various research activities reported throughout Chapters 3 - 7. These
potential effects are discussed below.

The interview study reported in Chapter 3 included urologists who perform both surgi-
cal approaches. No clear differences in their needs arose from the qualitative discussions.
The sample size of N=9 was too small to draw any conclusions from quantitative analysis,
particularly because the various surgical steps were only discussed with subgroups of
the overall study sample. It is likely that the overall information needs would not be
invalidated by a more distinguished investigation of LPN andRPN. Chapter 5 introduced
the two-stage registration pipeline and evaluated it in a simulated laparoscopic setting.
The approximately concurrent publication of an equivalent, successful approach for
robotic surgery [203] indicates that the concept is equally viable in the robotic surgical
approach. The interactive registration approach in Chapter 6 is specific to the interaction
with laparoscopic instruments. Its transferrability to the robotic approach is likely to be
limited. While it may be realistic to use the robotic instruments in a similar fashion,
more intuitive dedicated solutions are imaginable. For example, the robotic controllers’
signal could be directly used for interactive registration input. The concept, therefore,
seems primarily applicable to manual laparoscopic surgery. Finally, the audiovisual AR
navigation prototype that was introduced in Chapter 7 is likely to be applicable in RPN
although it was only tested in a simulated laparoscopic setting. It may be even easier
to use in the robotic approach because the additional joint at the tooltip (da Vinci
EndoWrist technology) would offer the user more freedom in controlling the visualisation.

8.3 Future research objectives
Three groups of future work objectives arise from the research that has been described
in this dissertation. The first group comprises the immediate follow-up questions from
the activities reported throughout Chapters 3 - 7. These research questions have already
been discussed in the respective chapters and are summarised below. The second group
arises from the limitations that have been discussed in the previous section. Additional
work is required to address these limitations and increase the scope and validity of the
reported work. The third group includes research questions and objectives that generally
advance the results obtained during this work.

There are two immediate follow-up questions from the interview study reported in
Chapter 3: the first issue concerns the three challenging surgical phases of LRPN. The
identification of these phases may be useful in the future design of training material for

121



8 Conclusion

LRPN. Future work is required to investigate how the identified challenges and solutions
can be used to better prepare junior surgeons for this surgery. The second open extension
of this work is the inclusion of non-routine scenarios in the investigation. One potential
method for this may be the Critical Decision Method. The literature review in Chapter 4
identified multiple research gaps in the context of AR in LRPN. The biggest gap was in
the support of the resection wound repair phase. This gap has been further investigated
in this dissertation. However, two more relevant challenges were identified that have
not been addressed in the literature: the placement of the trocars and the identification
of additional parenchymal tumours. These require further investigation in the future.
The results of Chapter 5 include the speed and accuracy of the registration process.
These results require further investigation of the speed and accuracy performance that is
required to provide a meaningful and beneficial AR assistance for the resection wound
repair in LRPN. This, however, requires further research on more realistic test conditions
as discussed in the previous section. The follow-up objectives of the work reported in
Chapters 6 and 7 primarily concern design decisions: the interactive registration method
InstControl (Chapter 6) requires further design iteration. The reported concepts need to
be implemented and tested. The audiovisual AR concept (Chapter 7) showed limited
performance for the auditory display. Further research is required to determine whether
this was due to the specific design or whether the auditory display is an inapt modality
for the task at hand. Moreover, the tested AR visualisation is an initial design that may
require further iteration and comparative evaluation against other visualisation methods.

The second cluster of research objectives arise from the limitations discussed above.
The first major limitation is the generalisability of the information needs analysis findings
(Chapter 3). Similar studies are required for other laparoscopic procedures to investigate
whether equivalent information needs arise. If this is the case, it may be possible to
develop navigation solutions that can be applied across different interventions or even
surgical domains (e.g. liver surgery).

Another major limitation lies in the external validity of the evaluation studies for the
proposed registration and visualisation solutions. A more valid evaluation of the concepts
requires four study design factors to be improved: firstly, the prototypes themselves
should be integrated into one navigation system. This should follow the design iteration
steps that were previously discussed.

The second factor limiting the study validity is the surgical environment and, particu-
larly, the kidney phantom on which the surgery was simulated. Ultimately, a test in live
surgery should be the goal, either in human patients or in an animal specimen. This
allows for considerably higher external evaluation validity. However, it does reduce the
control over the test conditions and is logistically and ethically complex [12]. Therefore,
further phantom testing is preferrable for the continued development of a navigation
assistance for resection wound repair. The key challenge is the simulation of the kidney’s
biomechanical behaviour (i.e. its deformation behaviour). This may require the use
of human or animal ex-vivo specimens. This behaviour then needs to be integrated in
existing deformation methods for the virtual model. Moreover, the question needs to be
investigated, whether the deformation needs to be included in the registration process.
Research about the liver’s deformation during hepatic resection has shown that the
local deformation is so small that it can be neglected for some surgical AR registration
applications [213]. The kidney is considered to be slightly more rigid than the liver [11].
Therefore, future research should also investigate whether sufficient registration accuracy
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can be achieved with a rigid registration as proposed in Chapter 5. Finally, the study
task and the testing participants’ qualification should be improved to better represent
the clinical application scenario.

The third major limitation of this work is the simultaneous investigation of LPN
and RPN. Future work is required to analyse the differences that arise in the detailed
solution design requirements. This may include an extension of the information needs
interview study, including enough surgeons from each surgical approach to allow for
a systematic comparison. Potential, more detailed design requirements may also arise
for the audiovisual AR concept. The increased number of DoF in the instrument
manipulation may open more design opportunities for the visualisation and the interaction.
Moreover, dedicated interactive registration concepts are required for robot-assisted
surgery, as the solutions reported in Chapter 6 specifically rely on interaction with
laparoscopic instruments.

The ultimate objective should be the experimental integration of a matured prototype
for AR assistance in the resection wound repair phase of LRPN. Multiple technical
challenges are yet to be overcome until this can be achieved as discussed above. Beyond
these technical challenges, a scientific challenge lies in the generation of clinically valid
evaluation data for academic research prototypes like this [140]. Further methodological
research is required to generate unbiased clinical evidence for the benefit of AR navigation
asssitance during all challenging phases of LRPN.

8.4 Conclusion
This dissertation set out to generate findings towards two overall research questions:

� How can AR navigation aid the surgical treatment of kidney cancer?

� Can a dedicated investigation of information needs advance novel research areas
for surgical navigation assistance?

Three surgical phases were identified during which AR assistance may be particularly
useful. These include the vascular management, the tumour excision, and the resection
wound repair. While multiple solutions exist for the first two phases, this dissertation
proposes initial solution concepts for AR assistance during the third phase. Much research
and development remain to be completed before these concepts can be introduced to
the clinical workflow. Nevertheless, these findings can be seen as an overall contribution
towards the first research question. LRPN served as an examplary case study towards the
second research question. The methods applied in this work identified a new potentially
beneficial application area for AR assistance within this surgery. This indicates that
the user information needs centred approach may benefit the scientific field of surgical
computer assistance by revealing novel research areas. An application of this or similar
methods to other (laparoscopic) surgical domains may enable the systematic comparison
of user needs in different interventions and domains. This may, one day, facilitate the
development of generalised navigation solutions that benefit patients and surgeons across
multiple surgical disciplines.
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A

Appendix A
Questionnaire for the identification of challenging and risk-associated surgical steps in
LRPN (Chapter 3). The questionnaire is in German as used in the study.
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Fragebogen zu minimalinvasiven Nierenteilresektionen (bitte zurück an fabian.joeres@ovgu.de) 
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Herzlichen Dank für die Unterstützung dieser Untersuchung! 
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Studie bitte ich Sie zunächst, den vorliegenden Fragebogen (wenn möglich bis zum 20.07.2018) 

auszufüllen, danach findet das Interview statt. Dieser Fragebogen hilft uns dabei, Ihr persönliches 

Interview optimal vorzubereiten. Der Fragebogen wird etwa 10 Minuten in Anspruch nehmen. 

Erläuterung der Fragebogenstruktur 
Auf den folgenden Seiten ist eine Workflowbeschreibung für minimalinvasive 

Nierenteilresektionen aufgeführt. Sechsundvierzig Arbeitsschritte wurden identifiziert und sind im 

Fragebogen aufgelistet. Zum besseren Verständnis der Workflowbeschreibung beachten Sie bitte 

folgende Punkte: 

 Einige der beschriebenen Arbeitsschritte werden nur in bestimmten Kliniken, unter 

bestimmten Bedingungen oder bei der Anwendung bestimmter Techniken durchgeführt – sind 

also nicht immer Bestandteil der OP. 

 Die Arbeitsschritte werden nicht unbedingt in der aufgeführten Reihenfolge durchgeführt. 

 Einige Arbeitsschritte können sich wiederholen oder sogar während der gesamten OP immer 

wieder auftreten. 

Instruktion Fragebogen 
Bitte führen Sie die folgenden vier Schritte durch, um den Fragebogen auszufüllen: 

1. Bitte lesen Sie die vollständige Workflowbeschreibung, bevor Sie fortfahren. 

2. Bitte identifizieren Sie 2-5 Arbeitsschritte, die Sie selbst als besonders herausfordernd 

empfinden und markieren Sie diese durch Ankreuzen in Spalte (A). 

3. Bitte identifizieren Sie 2-5 Arbeitsschritte, die Sie für besonders herausfordernd für 

Anfänger/Innen halten und markieren Sie diese durch Ankreuzen in Spalte (B). 

4. Bitte identifizieren Sie 2-5 Arbeitsschritte, von denen Sie glauben, dass sie besonders mit 

intra- oder postoperativen Risiken behaftet sind und markieren Sie diese durch Ankreuzen 

in Spalte (C). 

Allgemeine Hinweise 
Ich möchte Sie bitten, den Fragebogen wie oben beschrieben auszufüllen und bis zum 20.07.2018 

zurückzusenden, an: 

E-Mail: fabian.joeres@ovgu.de oder: 

Fax: 0391/67-41164 (Bei Fax bitte diese Deckblattseite mitsenden und Absender kenntlich machen). 

Bei Fragen stehe ich gerne jederzeit unter der oben genannten E-Mail-Adresse oder unter 

0391/67-19349 zur Verfügung. 

Herzlichen Dank für Ihre Hilfe! 

Fabian Joeres 

Computer-Assisted Surgery Group (FIN-ISG) 

Otto-von-Guericke-Universität Magdeburg 

www.cas.ovgu.de 
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(D) Arbeitsschritt (E) Details 

    1 Operationsvorbereitung  

  1.1 Präoperative Planung Bildgebung, Diagnostik, Entscheidung 
operative Herangehensweise 

☐ ☐ ☐  1.2 Patientenvorbereitung Klinische Patientenvorbereitung, 
Harnkatheter legen, Patienten rasieren und 
desinfizieren, Patienten lagern und sichern, 
Tisch einstellen 

    2 Operationseinleitung  

☐ ☐ ☐  2.1 Retroperitonealraum dehnen Nur bei retroperitonealem Ansatz 

☐ ☐ ☐  2.2 CO2-Eintrag zur Weitung 
des Operationsraums 

 

☐ ☐ ☐  2.3 Kamera-Trokar setzen  

☐ ☐ ☐  2.4 Arbeitstrokare setzen  

    3 Navigation zum Operationsfeld  

☐ ☐ ☐  3.1 Navigation zur Nierenfaszie Leber / Milz und Pankreas zurückziehen, 
Peritoneum einschneiden und Darm 
mobilisieren, Verbindungen von der 
Nierenfaszie zur Milz und Leber lösen 

☐ ☐ ☐  3.2 Niere mobilisieren Nierenfaszie identifizieren und öffnen, 
Niere innerhalb der Faszie mobilisieren, 
Tumor identifizieren und offenlegen 

☐ ☐ ☐  3.3 Hilus präparieren Zum Hilus navigieren, abzuklemmende 
Gefäße identifizieren, Gefäße zum 
Abklemmen mobilisieren und präparieren 

Kommentar: Präparation ist abhängig von 
der gewählten Klemmstrategie 

    4 Intraoperative Untersuchung 
und Planung 

 

☐ ☐ ☐  4.1 Fettgewebe abseits des 
Tumors entfernen 

 

☐ ☐ ☐  4.2 Tumor untersuchen  

☐ ☐ ☐  4.3 Weitere Tumore suchen  

☐ ☐ ☐  4.4 Schnittebene planen und 
Einschnitt mit Kauterisation 
markieren 

 

☐ ☐ ☐  4.5 Geplante Schnittebene mit 
Ultraschall bestätigen 

 

☐ ☐ ☐  4.6 Niere für Tumorresektion 
positionieren 

 

☐ ☐ ☐  4.7 Bestätigen, dass alle 
Materialien, die während der 
Ischämie benötigt werden, bereit 
liegen 
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(D) Arbeitsschritt (E) Details 

☐ ☐ ☐  4.8 Diuretikum verabreichen (30 
Minuten vor Abklemmen der 
Nierenblutgefäße) 

 

    5 Sperren der Nierenblutgefäße  

☐ ☐ ☐  5.1 Nierenarterie oder 
segmentäre Arterie abklemmen 

 

☐ ☐ ☐  5.2 Nierenvene oder 
segmentäre Vene abklemmen 

 

☐ ☐ ☐  5.3 Überprüfen, ob relevante 
Blutgefäße ausgelassen wurden 

Überwachung während der gesamten 
Ischämie notwendig 

☐ ☐ ☐  5.4 Uhr für Ischämie-Dauer 
starten 

 

    6 Tumorresektion  

☐ ☐ ☐  6.1 Navigation innerhalb der 
Schnittebene 

Schritte 6.1, 6.2 und 6.3 werden mehrfach 
in unterschiedlicher Reihenfolge 
wiederholt, bis der Tumor vollständig vom 
übrigen Nierengewebe getrennt ist. ☐ ☐ ☐  6.2 Gewebe schneiden 

☐ ☐ ☐  6.3 Blutgefäße kauterisieren 

☐ ☐ ☐  6.4 [Wenn nicht geklemmt] 
Arteriellen Druck senken, 
nachdem Nierenrinde 
durchschnitten wurde 

Nur wenn die Operation ohne Abklemmen 
der Blutgefäße durchgeführt wird. 

☐ ☐ ☐  6.5 [Wenn nicht geklemmt] 
Intrarenale Gefäße identifizieren 
und veröden 

Nur wenn die Operation ohne Abklemmen 
der Blutgefäße durchgeführt wird. 

☐ ☐ ☐  6.6 [Wenn nicht geklemmt] 
Dauerhafte Durchblutung unter 
verringertem arteriellem Druck 
überprüfen 

Nur wenn die Operation ohne Abklemmen 
der Blutgefäße durchgeführt wird. 

☐ ☐ ☐  6.7 Tumor neben der Niere 
ablegen 

 

☐ ☐ ☐  6.8 Biopsie des Schnittbettes 
entnehmen 

 

    7 Reparatur des Nierendefekts  

☐ ☐ ☐  7.1 Kelchsystem und größere 
intrarenale Gefäße schließen 

 

☐ ☐ ☐  7.2 Vollständige Reparatur der 
tieferen Defekte bestätigen 

Visuellen Indikator durch Katheter geben, 
um Verschluss des Kelchsystems zu 
prüfen, arteriellen Druck auf Normalniveau 
anheben (wenn Druck zuvor gesenkt 
wurde), verbleibende blutende 
Nierengefäße identifizieren und reparieren 

☐ ☐ ☐  7.3 Parenchym schließen Hämostatische Medikamente oder Polster 
aufbringen,  Parenchym über Polster 
schließen, Niere in anatomische Position 
zurückbewegen 
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(D) Arbeitsschritt (E) Details 

    8 Entsperren der Nierenblutgefäße  

☐ ☐ ☐  8.1 Diuretika verabreichen (5-10 
Minuten vor Ausklemmen) 

Wird nicht in allen Kliniken verabreicht 

☐ ☐ ☐  8.2 Klemmen öffnen oder 
entfernen 

 So früh wie möglich – wenn möglich, 
schon vor Schritt 7.3, um Ischämie so 
kurz wie möglich zu halten 

 Öffnen / entfernen abhängig vom 
verwendeten Klemmentyp 

☐ ☐ ☐  8.3 Hämostase prüfen Unter reduziertem Peritonealdruck 

☐ ☐ ☐  8.4 [Wenn nötig] Verbleibende 
Blutgefäße schließen 

 

☐ ☐ ☐  8.5 [falls nicht in 8.2 geschehen] 
Klemmen entfernen  

 

☐ ☐ ☐  9 Entfernung des Tumors mit 
Schutzbeutel 

 

    10 Abschluss der Operation  

☐ ☐ ☐  10.1 Extrarenale Defekte 
reparieren 

Schnittwunde mit Zellulose und 
Versiegelung bedecken, Nierenfaszie 
schließen, Übrige Strukturen/ Organe in 
anatomische Position zurückbringen 

☐ ☐ ☐  10.2 Wunddrainage legen  

☐ ☐ ☐  10.3 Nephrektomiebett 5-10 
Minuten nach Deflation der 
Bauchhöhle prüfen und 
Hämostase bestätigen 

 

☐ ☐ ☐  10.4 Trokare entfernen und 
Bauchhöhle schließen 

 

    11 Postoperative Behandlung  

    12 Kommunikation mit anderen 
Team-Mitgliedern im OP 

 

☐ ☐ ☐  12.1 Kommunikation mit 
Assistenzarzt/-ärztin 

z.B. Anweisung zum Werkzeugwechsel, 
Anweisung zum Absaugen (Aufklärung des 
Sichtfelds), Anweisung zum Aufbringen 
von, Anweisung zum Säubern des 
Endoskops, Anweisungen zum Ändern des 
Sichtfelds (z.B. Position, Winkel und 
Vergrößerung des Endoskops) 

☐ ☐ ☐  12.2 Kommunikation mit 
Anästhesie 

z.B. Präoperatives Briefing mit Anästhesie, 
Patientenstatus an Anästhesie melden 
oder empfangen, Status der Operation an 
Anästhesie melden 

☐ ☐ ☐  12.3 Kommunikation mit 
Pflegepersonal 

z.B. Anweisung, welche Materialien 
vorzubereiten sind 
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Surgical phase Challenge Strategies [S], cues [C], and explicitly expressed information 

needs [E] 

I Hilar 

management 

I.1 Decision: Is clamping 

required and, if so, which 

vessels require clamping? 

[S] Initial decision based on CT data. 

[C] Knowledge-based recognition of tumour-supplying vasculature 

based on surgical site, anatomical knowledge and imagery data. 

[C] CT data on tumour size and position. 

I.2 Hilar dissection in highly 

variable individual patient 

anatomy. 

[S] Dissection from multiple directions. 

[C] Landmarks for hilar dissection: ureter, large vessels (aorta, v. 

cava), renal vein, inferior pole. 

[C] Vascular tree complexity is criterion for clamping strategy. 

[C] Dissection is complete when sufficient space for bulldog clamp 

has been created. 

I.3 Identify, localise and 

dissect all relevant vascular 

branches. 

[S] Dissect renal artery centrally and follow to branches that are 

more distal. 

[S] If expected vessels cannot be found: dissection from different 

direction or total clamping. 

[C] Anatomical knowledge as basis for navigation. 

[C] Preoperative use of CT imaging data. 

[C] Preoperative and intraoperative use of three-dimensional 

reconstructed models based on imaging data. 

[C] Anatomical circumstances in the surgical site. 

[C] Doppler US to identify hidden vessels. 

[E] Picture-in-picture of the CT data. 

[E] AR display of CT-based 3D model with highlighted blood 

vessels during navigation to hilum. 

[E] Proximity alarm when dissection instrument gets close to major 

arteries. 

I.4 Decision: Have all 

relevant vascular branches 

been clamped? 

[S] Block renal or segmental vein. If the vein expands, relevant 

arterial branch has been missed. 

[C] FireflyTM (Intuitive Surgical Inc., California, USA) fluorescence 

imaging to visualise renal segment perfusion. (Reported by 

DaVinci (Intuitive Surgical Inc., California, USA) users.) 

[C] Unexpected bleeding during resection retrospectively indicates 

missed arterial branches. 

[E] Electronic control of clamp being closed. 

II Tumour 

excision 

II.1 Localise and navigate to 

tumour. 

[C] General and patient-specific anatomical knowledge 

(remembering three-dimensional anatomy reconstruction from 

CT data). 

[C] Compare surgical site and mental transformation of CT imaging 

data. 

[C] Intraoperative laparoscopic ultrasound. 

[E] Picture-in-picture access to CT data. 

II.2 Find the ideal resection 

plane. 

[S] Resect (perpendicular to the kidney surface) around the contour 

of the tumour until estimated depth of tumour has been reached. 

Then switch to resection parallel to kidney surface to remove the 

resected volume. 

[S] Start resecting in healthy tissue and then move towards tumour. 

In less clearly distinguishable tumour tissue, keep greater 

margins. 

[S] Open multiple resection planes based on resection plane visibility 

and accessibility. 

[C] Optical recognition of tissue in resection site. Landmarks: 

Tumour capsule, collecting system. Unexpected early or late 

appearance of structures indicates deviation from previously 

planned resection plane. 

[C] Memory of CT data and three-dimensional patient-specific 

reconstruction. Shape and size of resected volume is compared to 

the expected geometry. 
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Surgical phase Challenge Strategies [S], cues [C], and explicitly expressed information 

needs [E] 

[C] Ultrasound [Participant comment: Ultrasound is too slow under 

ischaemia time pressure] 

[C] Mental extrapolation of the visible extra-parenchymal tumour 

surface curvature to estimate intra-parenchymal geometry. 

[E] Ultrasound is too slow during ischaemia but faster alternatives 

are not around. 

[E] Visualise tumour depth / display tumour dimensions. 

[E] Display distance from tumour. 

[E] AR visualisation tumour. 

[E] Display planned resection plane in virtual three-dimensional 

model. 

II.3 Decision: Can the tumour 

be enucleated? 

[C] Criteria: solid tumour capsule, which can be bluntly dissected 

from renal tissue? 

II.4 Identify current resection 

plane and surrounding tissue. 

[C] Visual tissue recognition (colour and texture). 

[C] Haptic feel and elasticity of parenchymal tissue is recognisable. 

[C] Frozen section analysis. 

II.5 React to unexpected 

anatomy or pathology. 

[S] Preoperative review of imagery data with radiologist and review 

of three-dimensional reconstructed model. 

[C] Visual tissue recognition. 

[C] Intraoperative ultrasound. 

II.6 Identify, localise and 

protect risk structures 

(vessels, collecting systems). 

[S] If possible, orient dissection away from hilum. 

[S] When hazard to risk structure is suspected, open new resection 

plane. 

[S] Occasionally pull back laparoscope to prevent injuries outside 

field of view. 

[S] Cut major tumour-supplying vessels last. 

[C] Preoperative and intraoperative review of CT data. 

[C] Visual tissue recognition (parenchyma, vasculature, collecting 

system). 

[C] Review hilum to identify unclamped vessels. 

[C] Identification of vessels with FireflyTM fluorescence imaging. 

[C] Track current incision depth into kidney. 

[C] Hypothetically: Administer dye into collecting system to detect 

leakage. [All participants who mentioned this stated that they 

were aware of the possibility but usually do not use this 

technique.] 

[E] Visualise distinction between blood and collecting system 

vessels. 

[E] Display proximity to blood vessels and collecting system. 

II.7 Preserve perfusion to the 

remaining renal tissue. 

[S] Try to avoid renorrhaphy close to the hilum to prevent affecting 

vessels supplying other than the resected segments. 

[C] Test perfusion after clamping and after renorrhaphy, using 

FireflyTM fluorescence imaging or Doppler ultrasound. 

II.8 Detect and manage 

lesions to risk structures 

(vessels, collecting system). 

[S] If possible, treat bleeding vessels with compression or sutures. 

[C] Strong, unexpected bleeding indicates injuries. 

[C] Colour and pressure of bleeding indicate type of injured vessel. 

[C] Visual tissue recognition and urine leakage indicate collecting 

system injury. 

[C] Visual tumour tissue recognition indicates negative margins. 

[E] Visualise collecting system lesions. 

II.9 Decision: Is retroactive 

clamping required? 

[C] Where is the border of the currently clamped segment and what 

is the expected resection volume? 

[C] Review perfusion of remaining, not to be resected, renal 

segments with FireflyTM fluorescence imaging. 
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Surgical phase Challenge Strategies [S], cues [C], and explicitly expressed information 

needs [E] 

[C] Level of bleeding and visibility of resection plane indicate need 

for further clamping. 

[E] Visualise vessels directly supplying the tumour. 

II.10 Decision: Was the 

resection oncologically 

successful? 

[C] Visual inspection of resection bed and resected volume. 

[C] Frozen section analysis. 

III Repair of 

renal defects 

III.1 Apply correct 

positioning, strength and 

distance of sutures. 

[C] "Experience" and, therefrom, "gut feel" as key components. 

[C] Push side of the bent needle into the resection bed. The needle 

sinking into the elastic resection bed helps estimate were the 

needle will enter and exit the tissue when suturing. 

[C] Strength of bleeding (apply deeper stitches in case of stronger 

bleeding.) 

[E] Visualise arteries. 

III.2 Identify, localise and 

manage collecting system 

lesions. 

[S] Continuous suture of lower resection bed closes smaller lesions. 

[S] Compressing parenchyma helps prevent leakage. 

[S] Mental fusion of kidney position, location and size of lesion, 

lumen and orientation of collecting system help to prevent 

blocking of segments of the collecting system with sutures. 

[C] CT imagery data and nephrometry scores are preoperative 

indicators for probability of collecting system lesions. 

[C] Visual recognition of collecting system tissue. 

[C] Administer dye into collecting system to detect leakage. 

III.3 Identify, localise and 

manage major vessel lesions. 

[S] Suture strongest bleeding vessel, then strongest bleeding 

remaining vessel, etc., until remaining vessels do not require 

individual treatment (see below). 

[S] In case of continued bleeding: Improve previous suture, augment 

suture, replace suture, coagulate vessel, or clip vessel. [Note: One 

participant commented that the use of clips entails postoperative 

safety risks.] 

[C] Apply early unclamping (i.e. unclamping before full renorrhaphy 

has been complete) to detect sources of bleeding. 

[C] Reduce peritoneal pressure to detect sources of bleeding. 

[E] Visualise blood vessels crossing the resection area. 

III.4 Prevent and manage 

visibility issues due to profuse 

bleeding. 

[S] Nephrometry scores indicate probability of major vessels in the 

resection area. 

[S] High quality CT arterial phase helps detect all relevant major 

vessels to prevent profuse bleeding. 

[S] Avoid early unclamping to prevent profuse bleeding. 

[S] Remove blood by suction to identify source of bleeding. 

[S] Increase peritoneal pressure to reduce bleeding. 

[S] Apply compression to reduce bleeding. 

[E] Intraoperative visualisation of blood vessels. 

[E] Visualise source of bleeding. 

III.5 Distinguish vessels 

which require individual 

suturing from those which do 

not. 

[S] Suture all visible vessels individually. 

[S] Select based on lumen and strength of bleeding. 

[S] Suture all arteries individually, select veins based on lumen and 

strength of bleeding. 

[C] Observe experienced surgeons perform the procedure to form 

standard for which size of vessels require individual suturing. 

[E] Visualise arteries. 

[E] Quantify and visualise strength of bleeding. 

III.6 Problem: Undetected 

lesions of collecting system or 

vasculature. 

No solution reported by participants. 

III.7 Problem: In deep 

incision sites, the first suture 

[S] Replace the previous suture. 
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Surgical phase Challenge Strategies [S], cues [C], and explicitly expressed information 

needs [E] 

can contract the resection too 

far to apply further sutures. 

IV Other IV.1 Step 2.1: Trocar 

placement is challenging in 

retroperitoneal approach due 

to very limited space. 

No solution reported by participants. 

IV.2 Step 2.4: Trocar 

placement is patient-

individual and challenging 

due to robot arm trajectories 

and constraints. 

[E] Algorithm for ideal placement with maximum tumour 

accessibility and minimum robot arm interference. 

IV.3 Step 4.2: 

Intraparenchymal tumours are 

difficult to detect 

intraoperatively, despite use 

of ultrasound.  

No solution reported by participants. 

IV.4 Step 4.6: The kidney 

may have to be fully 

mobilised. In laparoscopic 

surgery, holding the kidney in 

position binds one of the 

available tools (and arms) for 

the duration of the procedure. 

No solution reported by participants. 
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VP: _________  Methode: ______________________________________________________ 

 

Bitte geben Sie an, wie sehr Sie die folgenden Aussagen ablehnen, bzw. wie stark Sie den folgenden 

Aussagen zustimmen. 

Bitte beziehen Sie sich dabei auf die gerade durchgeführte Registrierungsmethode. 
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 1 2 3 4 5 

1. Ich glaube, ich würde dieses System häufig benutzen. 
     

      

2. Ich fand das System unnötig komplex. 
     

      

3. Ich fand das System einfach zu benutzen. 
     

      

4. Ich glaube, dass ich technische Hilfe bräuchte, um 
dieses System zu benutzen. 

     

      

5. Ich finde, dass die verschiedenen Funktionen des 
Systems gut integriert sind. 

     

      

6. Ich finde, es gibt in dem System zu viel Inkonsistenz. 
     

      

7. Ich glaube, die meisten Menschen würden die 
Benutzung dieses Systems schnell erlernen. 

     

      

8. Ich finde das System sehr aufwendig zu benutzen. 
     

      

9. Ich habe mich bei der Benutzung sehr sicher gefühlt. 
     

      

10. Ich musste viel lernen, bevor ich anfangen konnte, das 
System zu benutzen. 
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