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1. Introduction

An integral part of modern technology is microelectronics in which electronic transport

plays an important part. First attempts to describe the phenomenon of electrical con-

ductivity in metals can be traced back to the work of Drude and Lorentz [1, 2]. The

physical picture was based on the assumption that the electrons do not interact in the

metal and that only elastic collisions occur at the positions of the atoms. In an ap-

plied electrical field these collisions ensure that the velocity of the electrons converges

to a constant value. This rather crude theory gave a satisfactory explanation of the

finite resistivity and the observed Ohm’s law. However, the application of the classi-

cal kinetic gas theory failed completely to describe the behavior of the specific heat.

The experimentally observed linear temperature dependence of the electronic spe-

cific heat at low temperatures could be accounted for in the so-called Sommerfeld the-

ory [3]. Again electrons were treated as independent and non-interacting particles, but

the rules of quantum mechanics were used, most important was the inclusion of the

Fermi-Dirac statistics. The prediction of the correct temperature dependence of the

specific heat was an important breakthrough for the emerging quantum theory. Elec-

trons in a solid, however, do not move independently of each other, they experience a

mutual force mediated by the Coulomb interaction. Hence one would expect the in-

dependent electron picture not to be an inadequate description of electrons in a solid.

Solids exhibit features completely missing in atoms. Those are termed many-body ef-

fects, which are the manifestation of the electron-electron interaction. Ferromagnetism

and superconductivity may suffice as examples. In a ferromagnet the spins at different

lattice sites (within a magnetic domain) align parallel to each other, which is due to

the exchange interaction between the electrons. This is essentially the Coulomb interac-

tion modified by the Pauli principle. Likewise, electrons forming a Cooper pair interact

(within the BCS theory) via electron-phonon coupling [4, 5]. Clearly an independent

electron picture is unable to explain this phenomenon. A concept which describes the

relation between two electrons is the exchange-correlation hole [6, 7]. The possibility

to access this concept via pair emission was theoretically predicted and motivated this

work [8, 9]. The presentation has the following structure:

• Chapter 2 explains the meaning of an effective independent electron picture. For

this we recall some facts of the He atom.

• Chapter 3 will discuss essential aspects of the exchange-correlation hole. We start

with the non-interacting free electron gas [4, 5, 10]. Although the global charge

distribution is uniform within this model it turns out that the charge distribution

around each electron is not uniform. As a matter of fact, each electron is surrounded

by a reduced electronic charge which is called the exchange-hole, the inclusion of

the Coulomb interaction leads to the exchange correlation (xc) hole [6, 7]. We will

present simplified scenarios containing the exchange-hole alone which will provide
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insights in the general behavior of the xc-hole which plays an important role within

the Density Functional Theory (DFT).

• Chapter 4 will discuss that the xc-hole is accessible via pair emission from surfaces.

More precisely, it is predicted by theory that the manifestation of the xc-hole can be

observed in angular distributions via a zone of reduced intensity [8,9]. A simplified

discussion of Double Photoemission will be given which explains the emergence of

this zone. Before the experimental results are shown, a few general statements

regarding coincidence experiments will be made which highlight the challenges

faced.

• Chapter 5 summarizes the key findings of this work by presenting case studies.

In section 5.1 we show that the predicted zone of reduced intensity (“depletion

zone”) exists for electron or photon excitation from insulator surfaces [11,12].

In section 5.2 it is demonstrated that the full angular extension of the “depletion

zone” can be observed including metal surfaces [13–15].

In sections 5.3 and 5.4 two approaches are discussed which allow to disentangle the

contribution of the Pauli principle from the Coulomb contribution in pair emission.

In section 5.3 one uses a spin-polarized primary beam exciting a ferromagnetic

sample. Suitable conditions can be found where the spin of the primary electron and

the collision partner are parallel or antiparallel. It is observed that the “depletion

zones” differ in size [15].

In section 5.4 pair emission upon positron excitation is presented. In this case,

the scattering is described by the Coulomb interaction alone. It is proven that the

process of correlated positron-electron emission exists [16]. Therefore it is possible

to measure angular distributions of positron-electron pairs once a suitable positron

is available.

In section 5.5 a well-known effect is discussed, namely Auger electron emission.

Within a coincidence experiment it turns out that the available energy is shared

continuously between the two emitted electrons. This is in contrast to the

expectation within a simple two-step model [17]. This observation can be brought

into the context of recent theoretical studies on the time evolution of the exchange-

correlation hole [18, 19].

• Chapter 6 summarizes the experimental observations and provides a perspective

for future activities.
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2. The He-atom revisited

It is enlightening to discuss the He atom, before moving to solids. It allows to explain

what is meant by an effective independent electron picture. The Hamiltonian describing

this system can be written as:

H = H1 +H2 + Ve−e (2.1)

H1,2 =
p2
1,2

2m
+

Ze · (−e)
4πε0 · |r1,2 −R| (2.2)

Ve−e =
(−e) · (−e)

4πε0 · |r1 − r2|
(2.3)

The terms H1 and H2 describe the motion of a single electron with charge -e around

a nucleus of charge Ze localized at R. In the case of a He atom we have Z=2. The

coordinates of the electrons are given by r1 and r2. The solution for H1 and H2 can be

derived analytically as demonstrated in quantum mechanics classes. We may write for

the wave functions ψa(r1) and ψb(r2) where the subscripts a and b refer to the appropriate

quantum numbers. The mutual Coulomb interaction between the electrons is given by

Ve−e and the very existence of this term does not allow to write the two-particle wave

function as a Slater determinant of the form ψ(r1, r2) =
√

1
2
(ψa(r1)ψb(r2)−ψb(r1)ψa(r2)).

The true wave function is not composed of terms which contain single particle wave

functions. In a first step we ignore Ve−e completely. Then the binding energy of

the ground state can be determined immediately. The experimental counterpart is

the double ionization energy of the He atom. We recall that the energy to ionize the

H atom is 13.6 eV. This well-known experimental result is matched very well by the

analytically obtained result of the Schrödinger equation. This solution can be extended

to a nucleus of charge Z surrounded by a single electron. In this case we obtain for

the single ionization energy Z2· 13.6 eV=54.4 eV if we set Z = 2. If we completely

neglect the electron-electron interaction one obtains for the energy required to double

ionize a He atom twice the energy of single ionization which is 108.8 eV. This value is

Ze
+

e
-

e
-

r R1-

r R2-

r2-r1

Ze
+

e
-

e
-

r R1-

r R2-
^

a)                                                      b)

Figure 1. a) In a He atom two electrons experience the attractive Coulomb interaction

of the nucleus with charge Z=2 and the repulsive electron-electron interaction Ve−e
among them. b) The approximation of Ve−e described in the text results in a formal

description of non-interaction electrons in the field of a nuclear charge Ẑ.
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different by a large margin from the experimental observation [20]. Using photons to

double ionize the He atom an energy in excess of 79 eV is required. Clearly, ignoring the

electron-electron interaction is too coarse an approximation. Another very serious pitfall

of setting Ve−e =0 is the fact that one can not explain how a single photon can lead to

the emission of an electron pair. Simply put, one can not answer the question how the

electrons “know” about each other. As we will show below, a finite electron-electron

interaction is required to eject an electron pair from an electronic system. Therefore, in

order to improve on the ground state energy and to explain double ionization one has to

include Ve−e at least in an approximate way. With this in mind we rewrite Ve−e which

is still exact:

Ve−e =
e2

4πε0 · |r1 − r2|
=

1
2
e2

4πε0 · |r1 − r2|
+

1
2
e2

4πε0 · |r2 − r1|
(2.4)

The next step consists in making the approximations |r1 − r2|≈|r1 −R| and

|r2 − r1|≈|r2 −R|. We are guided to do this because the 1s electron of the hydrogen

atom is localized near the nucleus. As far as electron 1 is concerned electron 2 appears

to be at the nucleus and vice versa. The net effect is that each electron screens to some

extent the potential due to the nucleus. With this approximation we rewrite Ve−e as:

Ve−e =
1
2
e2

4πε0 · |r1 −R| +
1
2
e2

4πε0 · |r2 −R| (2.5)

The key point is to recognize that the two terms of Ve−e have the same dependence on

the coordinates as the nucleus-electron interaction. Therefore our Hamiltonian can be

written as a sum of single particle Hamiltonians:

H ≈ Ĥ1 + Ĥ2 (2.6)

Ĥ1,2 =
p2
1,2

2m
+

1

4πε0

−(Z − 1
2
)e2

|r1,2 −R| (2.7)

Formally we have an electronic system in which the two electrons experience the

Coulomb interaction of a nucleus with charge Ẑe = (Z − 1
2
)e, but do not interact with

each other. This situation is depicted in Fig.1 b). In this sense we have an independent

electron picture, but the electron-electron interaction Ve−e is incorporated, although only

in an approximation. This model can be refined by setting Ẑ = Z−S where S plays the

role of a screening parameter which we allow to vary. Best agreement with experiment

is adopted for S=0.656. In this case the double ionization energy is 78.8 eV which is

very close to the experimental value of 79.004 eV [20]. The single ionization energy

is predicted to be 24.42 eV, in good agreement with the experimental value of 24.588

eV [20]. We learn an important fact, namely that despite a finite electron-electron

interaction an effective single electron picture can be an appropriate description. At

this point it is useful to make connection to an important theoretical description in

particular for solids. This is the so-called Density Functional Theory (DFT), within

this framework Kohn-Sham equations are contained [21–24]. Formally they have the

structure of a Schrödinger equation for independent electrons although the aspect of

exchange and correlation is included via a potential energy term also known as the

exchange-correlation functional.
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3. The exchange-correlation hole and its relevance for modern solid theory

3.1. The concept of the exchange correlation hole

The concept of the exchange-correlation hole was put forward by Wigner & Seitz and

Slater more than 75 years ago [6,7]. They posed essentially the question what is the joint

probability to find one electron at one location while the second electron has a distance r

from the first one. As we will see, one has to distinguish between parallel and antiparallel

spin orientation as sketched in Fig.2. The probability we seek is closely related to the

pair correlation function g↑↑(r) and g↑↓(r), where the subscripts denote the relative

spin alignment. As shown below, these functions are intimately related to the two-

particle wave function. Even without performing any calculation a few statements can

be made regarding the behavior of the pair correlation function. A fundamental aspect

of quantum mechanics, namely the requirement of the wave function to be antisymmetric

upon particle exchange, will tell us that the joint probability to find two electrons with

parallel spins at the same location has to be zero, see Fig.3 a). Such a strict law does

not exist if the two electrons have antiparallel spins. However, the repulsive Coulomb

interaction between the electrons will make it less favorable for two electrons to be

close to each other. This interaction will of course also tend to keep parallel spins

apart from each other. From these fundamental facts we can conclude that electrons

tend to avoid each other irrespective of the relative spin alignment. The qualitative

behavior of g↑↑(r) and g↑↓(r) is shown in Fig.3 a) which constitutes a slightly modified

presentation of the original figure given by Slater in his landmark paper [7]. It is useful

to compute the average 1
2
(g↑↑(r) + g↑↓(r)) pair correlation function, which is plotted in

Fig.3 b). The net effect is the emergence of a zone of reduced electronic charge around

each electron for which the gray area is a measure. This is the exchange-correlation

(xc)-hole. Furthermore, the amount of charge expelled in the vicinity of an electron is

exactly one elementary charge. The length scale over which the exchange-correlation

r

Figure 2. In an arbitrary electronic system one can ask the question about the joint

probability to find two electrons which are separated by a distance r. We distinguish

between parallel and antiparallel spins.
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function changes is of the order a few Å. It is generally believed that the rearrangement

of the charge due to the Pauli principle takes place over a larger length scale than due

Coulomb correlation. Simply put, the exchange hole is larger than the Coulomb hole as

schematically shown in Fig.3 a). In order to elaborate on these points it is worthwhile to

consider two specific examples which can be solved analytically. These are based on the

problem of an electron in a rectangular potential well with infinitely high barrier. The

solution is a standard exercise in quantum mechanical classes. Extending the solution

to a three dimensional potential well is straightforward. Likewise it is easy to include

“many” electrons as long as their mutual Coulomb interaction is ignored. At this point

we have the model of the so-called free electron gas. The highest occupied state is

characterized by the Fermi momentum kF and Fermi energy EF . First, we discuss

the exchange-hole within the free electron gas model. Second, we explore the charge

distribution near a potential step which serves as a model for a surface. This example

may serve to illuminate the contribution of the Coulomb correlation. Although this work

will focus on solid surfaces, it is important to state that the emergence of an exchange-

correlation hole is not limited to solids, but also exists in atoms and molecules. This we

will demonstrate by a simple one-dimensional model for an atom.

3.2. Exchange hole

The simplest many-electron system we can think of is the non-interacting free electron

gas. Furthermore, the attractive and localized Coulomb potentials due the ion-cores

are replaced by a constant potential also referred to as jellium. The global electronic

charge density is constant and labelled with ρ0. Within this electronic system we want

to determine the joint probability to find one electron at location ri, while the other is

at rj and how does it vary with the difference vector ri − rj. The way to calculate will

become immediately clear if we consider at the beginning a two-particle wave function

ψi,j(ri − rj), where i and j label the occupied states including the spin. The term

|ψi,j(r1 − r2)|2dridrj describes the joint probability of finding an electron at location ri
within a volume dri, while the other electron is located at rj within a volume drj. We

write for the joint probability ρ(ri, rj). For parallel spins we know already from the

Pauli principle that two electrons with the same spin cannot be at the same location.

For very large distances we expect to find with certainty another electron, after all there

are electrons in this model, which are described by plane waves. Consequently what

is left to do is to determine the length scale over which the probability rises from 0 to

1. The calculation of g↑↑(r) is straightforward and was first reported by Wigner and

Seitz [6], it can be found in solid state physics textbooks, e.g. [10,25,26]. Let us sketch

the important steps which lead to the final result. The single particle wave functions

to be used are plane waves eikr. We recall that the total wave function has to be

antisymmetric upon particle exchange. Due to the fact that the spin part for parallel

spins is symmetric, the antisymmetry is contained within the spatial part of the wave
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Figure 3. In panel a) we plot the schematic behavior of the pair correlation

functions g↑↑(r) (solid curve) and g↑↓(r) (dashed curve) for an interacting electronic

system following the idea of Slater [7]. In panel b) we show the average of the two

functions. The shaded area is a measure of the charge missing around the vicinity

of an electron. This amount equals exactly one elementary charge and is called the

exchange-correlation hole.

function for which we write:

ψi,j(ri, rj) =
1√
2V

(eikirieikjrj − eikjrieikirj) (3.1)

This term can be inserted into the expression for the joint probability

|ψi,j(ri, rj)|2dridrj which can be easily simplified to yield:

|ψi,j(ri, rj)|2dridrj =
1

V 2
(1− cos{(ki − kj)(ri − rj)})dridrj (3.2)

The most important point becomes clear if one sets ri = rj. In this case the cosine

term becomes 1 and joint probability is therefore zero independent of the actual values of

the momenta ki and kj. In the free electron gas, momenta up to the Fermi momentum

kF are occupied and what is left to do is to average over all occupied combinations.

Due to the fact that the free electron gas is isotropic, only the length of the distance

vector r = |ri − rj| is of relevance. The integrals which are encountered can be solved

analytically and are tabulated. It turns out that the natural variable is the term kF · r
and the result for g↑↑ is:

g↑↑(kF r) = 1− 9 · (sin(kF r)− (kF r) · cos(kF r))2
(kF r)6

(3.3)
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Figure 4. Pair correlation functions g↑↑(kF r) and g↑↑(kF r) for the free (non-

interacting) electron gas. The solid line shows the dependence for parallel spins, while

the dashed line is for antiparallel aligned spins. The shaded area is a measure of the

charge missing around the vicinity of an electron. This amount equals exactly one

elementary charge and is called the exchange-hole.

We have plotted this result in Fig.4 as the solid line. As expected, g↑↑ is zero for

two electrons being at the same location. We notice that g↑↑ rapidly increases and

at about kF r =4 has essentially approached one. The meaning of this value is that

the two electrons are uncorrelated at this distance. We recall that for metals typical

values for kF are of the order 1-2 Å−1 [4]. This means that, over a length scale of a

few nearest neighbors g↑↑(r), approaches a value indicative of uncorrelated electrons.

For antiparallel spins, the result for g↑↓(r) is particularly simple since it has a constant

value of 1, which is drawn as dashed line in Fig.4. This can be easily understood because

the Pauli principle does not prohibit two electrons to be at the same location if their

spins are antiparallel. At this point we have exactly determined expressions for the

pair correlation functions for our model system. The next step would be to determine

from the pair correlation functions the charge surrounding each electron. In the present

example the global charge density is constant therefore the integration reduces to the

integration of the pair correlation function. More interesting is to ask for the charge

missing around the electron of interest. This missing charge is called exchange or Fermi

hole and is labelled with qx. In our isotropic system the volume integration can be

reduced to a radial integration:

qx = ρ0

∫ ∞
0

dr r2(1− g↑↑(kF r)) (3.4)

The analytical result is qx=-e, this means that exactly one electron is removed from

the vicinity of the electron of interest. This result does hold also for the general case of a

finite Coulomb interaction. The more general case of a non-uniform charge distribution

will be discussed below.
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Figure 5. Schematic view of the of the potential energy near a 1D potential step. In

panel a) we plot the superposition of the Coulomb potentials of the ionic cores which

are marked by the solid circles. The open circle identifies the position of the first

missing ion at the surface. In panel b) we plot an approximation of this potential via

an abrupt step of infinite height.

3.3. Coulomb “hole”and model of screening

One of the first problems taught in quantum mechanics is the 1D potential well with

potential barriers say at z=-L and z=0. It is instructive to recall on which basis such a

model is constructed. For this we may zoom into the region near the potential step at

z=0, see Fig.5. We present in a schematic way the potential experienced by electrons in

the vicinity of the barrier at z=0. We emphasize that the electron-electron interaction

is ignored in the following. The solid circles represent the location of the ion cores which

are responsible for an attractive potential. We assume a periodic structure, hence the

distance between ions is constant. At the barrier the periodicity is broken and the first

missing ion core is marked by a open circle. If we add up all the Coulomb potentials of

the ion cores we end up with the solid line. We observe that the presence of a surface

creates a potential step for the electrons. From an electro-static point of view one can

rephrase this fact by stating that the potential step is created by adding a negative

charge, thereby compensating the last ion’s contribution. In order to make the model

easier in terms of calculation we replace the coulombic potential by an abrupt potential

step of infinite height. Since the charge distribution creating this barrier is not made

by electrons we can, in a formal sense, regard the particles responsible for this to be
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Figure 6. Normalized charge density as function of the position z near an infinitely

high potential step. The vertical dashed line marks the position of the step. The

horizontal line refers to the constant charge density far away from the step.

distinguishable with electrons inside the material. Furthermore, we assume a constant

potential within the system. With this in mind one may ask what is the resulting charge

distribution of the electrons in the vicinity of the surface. Under these circumstances

the wave functions of the electrons are already known from quantum mechanics classes.

They are essentially plane waves along the z-direction with the boundary condition that

the wave function has to vanish at the infinitely high steps at z=-L and z=0. We find

for the wave function ψ(z) ∼ sin(kzz). From this we determine the charge density ρ(z)

normalized to the constant charge ρ0 density deep inside the system:

ρ(z)/ρ0 =
∫ kF

0
|ψk(z)|2dk = 1− sin(2kF z)

2kF z
(3.5)

One important feature of this function is its dependence on the term 2kF ·z. This is very

similar to the dependence of g↑↑(r) except for the factor 2. This function is plotted in

Fig.6 and we see immediately that this function increases rapidly from zero up to values

which are near the global value ρ0 attained far away from the boundary. We can clearly

see that for positive values of z the charge density vanishes because the underlying single

particle wave functions have to vanish at this point. This is followed by an oscillatory

behavior around the global value. The oscillatory behavior via the sin(2kF z) term is

also called Friedel oscillation and our case is a specific example of the Lindhard theory

of screening [4,27]. In this theory it is shown that an positive (negative) external charge

placed within a jellium will attract (repel) electronic charge. This rearrangement is

such that the external charge is compensated exactly within a few Å. Due to the fact

that the jellium is electrically neutral the pile-up or repulsion of electrons has to be

compensated by the charge density far away from the external charge. In this sense the

Coulomb “hole” charge is zero. Formally one can regard an electron within the jellium

as an external charge.



15

The specific examples served to illustrate some general facts of the exchange-

correlation hole. We learned that the charge expelled from the vicinity of an electron

is exactly one elementary charge. The length scale z over which this takes place is

determined by 2kF ·z=2. With typical values of kF in the range 1-2 Å−1 we recognize

that this amounts to distances of a few Å. This means that beyond this length scale

the electrons will not “see” each other. A simple explanation was provided as to why

the exchange hole is larger than the Coulomb “hole”. In summary, we find that the

seemingly unrealistic assumption of a non-interacting electron system can be justified.

The next level of sophistication is the use of a screened Coulomb potential of the form

V∼ 1
r
e
r
λ rather than the bare Coulomb interaction. In this context the screening length

λ is a measure of the lateral dimension of the xc-hole. It is worthwhile to point out that

the theoretical description of the pair emission process from surfaces assumes a screened

Coulomb interaction.

3.4. The exchange-hole for a nonuniform charge distribution

If the global charge distribution ρ(r) is not uniform, the relation between pair correlation

function g and exchange-correlation charge density qx is not as simple given by eq.(3.4).

Therefore it becomes necessary to refine the definitions for the general case. We will

show that the exchange-hole charge density is closely related to a conditional probability

which is only then proportional to the joint probability in the case of an uniform global

charge distribution.

3.4.1. One-dimensional two-electron model Let us discuss this relationship for a two-

electron system with parallel spins for which we ignore the mutual Coulomb interaction.

In this scenario we can express the two-particle wave function in terms of single particle

wave functions. The labels i and j identify the quantum numbers and ri and rj are the

coordinates of the two electrons. The wave functions ψi(r) and ψj(r) are normalized

and orthogonal and we obtain:

ψi,j(ri, rj) =
1√
2

(ψi(ri) · ψj(rj)− ψj(ri) · ψi(rj)) (3.6)

With this wave function, the charge density reads as ρ(r) = |ψi(r)|2 + |ψj(r)|2.
As discussed above, the joint probability to find one electron at ri while the other

is at rj is given by ρ(ri, rj) which follows immediately from the two-particle wave

function. In statistics one discriminates between the joint and conditional probability.

In order to make this important difference clear we want to visualize this by a

simple example, see Fig.7. We consider two independent particles which we associate

with the color blue and red, respectively. Within a rectangular target T with area aT
the particles are uniformly distributed. We further define two circular regions A(blue)

and B(red), respectively. The circles have an overlap region with area a(A,B). The

probability p(A) to find a blue particle within area A is simply given by the ratio of
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the areas of the blue circle aA and the target, hence we write p(A) = aA/aT . Similarly

we obtain for the probability to find a red particle in area B p(B) = aB/aT . Now we

want to calculate the joint probability p(A,B) to find a blue and red particle in the

overlap region a(A,B). This is nothing else but the ratio p(A,B) = a(A,B)/aT . Now

we proceed and discuss the conditional probability p(A|B). By this is meant that we

know already that a red particle is in area B. The probability to find in this instance a

blue particle in the overlap region is given by the area a(A,B) divided by the area aB
rather than the area of region T, because we know already that the red particle is in

area B. Therefore, we can write for the conditional probability p(A|B) = a(A,B)/aB.

Now we can determine the ratio between between conditional and joint probability:

p(A|B)

p(A,B)
=
a(A,B)

aB

aT
a(A,B)

=
aT
aB

=
1

p(B)
(3.7)

We rewrite this result and obtain:

p(A|B) =
p(A,B)

p(B)
(3.8)

This expression was derived within a particular scenario, but the formula also holds for

the general case, where the probabilities p(A) and p(B) are not constants. In such a

case it is important to realize that a small joint probability p(A,B) can still result in

a high conditional probability p(A|B) if the value of p(B) is small. Such a scenario we

will encounter shortly. Let us adapt the above result to our notation. If we ask for the

conditional probability to find an electron at ri while another electron is found at rj we

write ρ(ri|rj):

ρ(ri|rj) =
ρ(rj, ri)

ρ(rj)
(3.9)

We note that there is an important difference between these two probabilities. If the

charge distribution is uniform, as in the case of the free electron gas, both quantities

are proportional. As pointed out above, it is more interesting to calculate the charge

deficit around the electron of interest which is the exchange charge distribution ρx(ri|rj).

BA

T

Figure 7. Blue and red particles are uniformly distributed within a rectangular target

T. We define two circular regions (A,B) of equal area which have an overlap region.
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The charge deficit ρx(ri|rj) is simply the difference of the conditional probability ρ(ri|rj)
from the charge distribution ρ(ri):

ρx(ri|rj) = ρ(ri|rj)− ρ(rj) (3.10)

If we use the wave function of eq.(3.6) and recall that the single particle wave functions

are orthogonal and normalized it is straightforward to write down the expression for the

joint probabilityρ(ri, rj) which is:

ρ(ri, rj) = ρ(rj) · ρ(ri)− |
∑
a

ψ∗a(ri) · ψa(rj)|2 (3.11)

The summation runs over the two occupied states i and j, but it turns out that this

expression is also true for an N-electron system if the summation runs over all N occupied

states. We would like to explore this result by considering two electrons with parallel

Figure 8. The wave function of the ground state and first excited state for a 1D-

potential well with infinite barriers are shown in a) and b), respectively. The resulting

charge density ρ(x) is plotted in panel c). The arrows in c) indicate the two positions

we considered for the electron of interest.
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spins which are localized in a 1D-potential well with infinitely high barriers. As single

particle wave functions ψi and ψj we have chosen the ground state and first excited

state plotted in Fig.8 a) and b). The resulting charge density ρ(x) is plotted in Fig.8

c). We have indicated in Fig.8 c) via two arrows the two positions of the electron of

interest used for further evaluation. The left arrow is relatively close to the boundary

of the potential well therefore the charge density is lower than for locations near the

center of the well as indicated by the second arrow. Let us compute the joint probability

following eq.(3.11) the result of which is shown in Fig.9 a) and c). As expected from

the Pauli principle, we can not find two electrons at the same location xj = xi. A

different picture emerges if we compute the exchange charge density ρx(xi|xj) if the

electron of interest is at the locations marked by the arrow. Panels b) and d) clearly

reveal that the minimum of ρx(xi|xj) does not coincide with the arrow position but it is

shifted. This shift is larger in panel b) compared to d). This may appear at first sight

counter-intuitive but can be readily understood if we recall eq.(3.9). As stated above we

need to consider the conditional probability ρx(xi|xj) rather than the joint probability

ρx(xi,xj). From eq.(3.9) we learn that a small joint probability does not lead to a

small conditional probability if the charge density adopts a small value. Therefore the

Figure 9. In panels a) and c) the joint density ρx(xi, xj) as a function of xj is plotted.

The electron of interest is located at xi which is marked by the positions of the arrows.

The resulting exchange charge density ρx(xi|xj) is presented in panels b) and d). The

total integrated exchange charge is given by the grey area which amounts to exactly

one electronic charge.
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exchange charge density according to eq.(3.10) will not adopt a large negative value.

Another way of looking at this is to realize that the sum rule states that the integrated

exchange charge amounts to exactly one elementary charge. If the electron of interest is

localized in a region of space where the global charge density is low, not enough charge

can be “pushed” aside. The deficit has to be made up at other regions where it is not

strictly forbidden to find another electron. This simple two-electron system may serve

also as a very rudimentary model for a He atom if the two electrons occupy different

states, only then are parallel spins possible. From this we learn that the formation of

an exchange-hole is not a confined to a many-body system, but exist also in a system

which contains only few electrons like atoms and molecules [28–31]. The size of the

exchange hole is of the order of the atom’s size because in this region is appreciable

charge density. We recall that the missing charge has to accumulate to exactly one [32].

After the discussion of a two-electron system we want to go back to a situation

involving a solid where we encounter also a varying charge density.

3.4.2. Exchange-hole near a surface In the previous discussion of the exchange-hole we

used as an example the free electron gas which has a constant global charge distribution

ρ0. As far as the Coulomb “hole” was concerned we employed the infinitely potential step

which has a rapidly changing charge distribution ρ(z) near the potential step, see Fig.5.

Due to the fact that any real electronic system has a non-uniform charge distribution

it is appealing to ask for the behavior of the xc-hole in this context. For simplicity we
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Figure 10. Charge distribution of a jellium/free electron gas system bounded by a

potential step at z=0. The solid line is for an infinitely high step, while the dashed

curve describes a finite step [35, 36]. The chosen electron density amounts to kF=1

Å−1 .
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will focus on the exchange hole in the following [33,34]. As an example for an electronic

system with non-uniform charge distribution we revisit the free electron gas in three

dimensions which is bounded by a potential step parallel to the x and y-direction. The

abrupt step is localized at z=0, which divides the system into a vacuum region for z>0

and an interior region for z<0. For an infinitely high step the charge density ρ(z) can

be calculated analytically and can be found in Sahni [35]. The result is given by:

ρ(z)/ρ0 =
∫ kF

0
|ψk(z)|2dk = 1− 3(sin(2kF z)− 2kF z · cos(2kF z))

(2kF z)3
(3.12)

Again we discover that the natural variable describing the charge density is the term

2kF z. In order to simplify the expressions we continue and set kF=1 Å−1 which

is the free electron value for Cu. A finite barrier requires a numerical approach

which is reported by Lang & Kohn [36]. In preparation for further discussions we

display in Fig.10 the charge distribution ρ(z) for both scenarios. We observe a rapid

increase of ρ(z) upon moving from the barrier towards the interior of the system.

At approximately z=-3 Å the charge density ρ(z) has already adopted the bulk

value ρ0. Compared to this the finite barrier shows weaker oscillations, because the

underlying wave functions do not vanish at the potential step but decay exponentially.

The behavior in the vacuum region is very different but in the interior the systems

display qualitatively the same behavior. For ease in the computation we focus for the

discussion of the interior region on the infinite barrier, because analytical expressions

have been derived [35]. We proceed and show, similar to the 1D two-electron model,

the joint density ρ(zi, zj) for different positions zi of the reference electron indicated by

arrows in Fig.11 while xi = xj = 0 and yi = yj = 0. The Pauli principle demands that

ρ(zi, zi)=0. For zi=-10 Å the electron of interest is furthest away from the surface. In
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Figure 11. Conditional density ρ(zi, zj) for a free electron system bounded by an

infinitely high barrier at z=0 [35].
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this case we notice that within approximately 3 Å a rapid increase of ρ(zi, zj) takes place.

This is in agreement with Fig.4 and tells us that a distance of 10 Å from the surface is

already “infinite”. For zi=-5 Å the situation is rather similar the main difference being

that near the boundary ρ(zi, zj) does not adopt the same maximum value compared

to locations deeper in the interior. Simply put we can say that the reference electron

starts to “see” the surface. If the electron of interest is at zi=-1 Å ρ(zi, zj) can only

take appreciable values towards the interior. This can be understood easily because

in order to have a large value one has to be about 3 Å away from the electron of

interest. However in the vacuum region there is with certainty not another electron due

to the fact that the barrier is assumed to be infinitely high as can be easily read from

the charge density ρ(z) shown in Fig.10. Having determined the joint charge density

ρ(zi, zj) and the charge density ρ(z) we can proceed in presenting the conditional charge

density ρ(zi|zj) by use of eq.(3.7). The result is displayed in a 2D-plot for which we set

xi = xj = 0, see Fig.12. The electron of interest is marked by a red dot and in Fig.10 a)

we show the distribution for zi = −10 Å. The contour lines connect levels of constant

density values and the color coding is such that white stands for no displacement of

charge while black indicates maximum displacement. We clearly observe that ρ(zi|zj)
is spherical in this case and centered at the reference electron. The situation starts to

change when we select zi = −5 Å, now closer to the barrier, and we can clearly see a

distortion from the spherical distribution, see Fig.12 b). Furthermore, we note that the

smallest value of ρ(zi|zj) is not at the location of the electron of interest but slightly

displaced towards the interior. An even more pronounced change from the spherical

symmetry occurs for zi=-1 Å in panel c). Now the contour lines are clearly more

elliptical and the center of the ρ(zi|zj) is significantly separated from the electron of

interest. This distribution is practically unaltered if we set the reference electron at

zi=-0.01 Å as indicated by the red triangle in Fig.12 c). In this case the reference

electron is clearly outside the region where charge displacement occurs, such a situation

arises if the electron of interest resides in a region of low charge density.

So far we have discussed the behavior of the exchange hole in the vicinity of the

potential barrier upon approaching the barrier from the interior. Due to the fact that

the potential step is infinitely high, the charge density in the vacuum region is exactly

zero. Therefore the electronic system is bound by the barrier position. A more realistic

model would assume a finite potential barrier. A typical barrier height of a few eV

will not change the previous results dramatically as we approach the barrier from the

interior. Upon crossing the barrier the charge density will not be zero, but will decrease

exponentially. This means that in the vacuum region we will find electrons which are

part of the many-body system. The immediate consequence is that an electron in the

vacuum region must be surrounded by an exchange-hole. Let us assume an electron to

be at zi=5 Å away from the barrier. The charge density will adopt appreciable values

only for coordinates which are in the interior. This means that only starting at this

distance charge can be expelled from the “vicinity” of the electron of interest. These

general points are confirmed by a calculation the result of which is plotted in Fig.13.
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Analogous to Fig.12 we mark the electron of interest via a red dot. It is apparent that

the shape of the exchange hole is very different from the spherical form deep inside a

jellium and the more elliptical shape close to the barrier, see Fig.12. We also note that

the exchange-hole shows oscillations and becomes more and more delocalized or nonlocal

as the electron of interest is localized further away from the barrier. Also the exchange

hole becomes detached from the electron of interest. We stress that the inclusion of the

Coulomb correlation leading to the xc-hole yields qualitative similar results. In the near

surface region the xc-hole becomes detached from the electron of interest [37–39]. It is

stated that the xc-hole becomes the image charge once the electron of interest is in the
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Figure 12. Conditional charge density ρ(zi|zj) for different locations zj of the electron

of interest which is marked by the red dot. The red triangle in panel c) indicates the

position of the reference electron at zi =-0.01 Å. The color coding for no displacement

of charge is white whereas it is black for maximum displacement.



23

vacuum region [37,38]. A non-spherical xc-hole evolves in bulk Si due to the anisotropy

of the crystal which leads to an non-uniform global charge density. The positions of the

electron of interest and the center of the xc-hole are separated [40]. The three distances

selected for zi in Fig.13 represent also length scales where so-called image potential

states exist. These are electronic states which are energetically localized between the

Fermi level and vacuum level of a metal e.g. a Cu(001) surface. The wave functions of

these states have the maximum in the vacuum region. In other words they are localized

in front of the surface. In the case of a Cu(001) surface the 1st and 2nd image potential

state have the maximum of the wave function at 5 and 15 Å. This would represent the

distance depicted in panel a) and c) of Fig.13. Inspection of Fig.13 shows that this

Figure 13. The reference electron is located at different positions of the coordinate

zi outside the jellium which is bounded by a finite barrier at z=0. The position of the

barrier is given by the black line. The variation of ρ(zi|zj) is shown for a color coding

such that no (maximum) displacement of charge occurs in the white (black) areas.
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should not be a good approximation and is confirmed by a very recent theoretical work

on the exchange-correlation hole of a Cu(001) surface [39].

Up to now we have largely ignored the Coulomb interaction among electrons.

Realistic calculations of material properties must include this interaction. The

determination of the ground state wave function of interacting electrons in a macroscopic

sample is a hopeless task. A major breakthrough in the description of the ground state

properties of condensed matter was therefore development of the Density Functional

Theory (DFT) [21–23]. It was shown that the ground state energy is a functional of the

electron density n(r), likewise are all other ground state properties exactly described by

functionals of n(r). This concept can be put into a computational scheme by the Local

Density Approximation (LDA) leading to the Kohn-Sham equation which formally looks

like a Schrödinger equation of single particle moving in an effective potential veff [21–23]:

{− h̄2

2m
∇2 + veff (r)}ψi(r) = εiψi(r) (3.13)

The effective potential veff (r) includes a term vxc(r)=δExc/δn(r), where the functional

Exc contains all features of the interacting electronic system. The key approximation

Figure 14. Exchange-correlation hole for different locations of the electron of interest

[41]. In panels a) and b) the reference electron is at a location where the charge

density begins to drop while in panels c) and d) it is at the density minimum. Two

different schemes have been employed which are called VMC (variational quantum

Monte Carlo) and LDA. The nonlocal behavior of the xc-hole is clearly visible in

c) which is completely missing in the LDA approximation. Reprinted Fig.1 with

permission from: M. Nekovee, W.M.C. Foulkes, and R.J. Needs, Phys. Rev. Lett.

87, 036401 (2001). Copyright (2001) by the American Physical Society

http://link.aps.org/doi/10.1103/PhysRevLett.87.036401
http://link.aps.org/doi/10.1103/PhysRevLett.87.036401
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of the LDA is the use of the known functional of the homogenous electron gas for Exc
locally. This finally leads to a local potential in the Kohn-Sham equation which aids

tremendously in the computations. It is now well-established that the LDA predicts

properties of condensed matter systems very well, which is somehow surprising given

the rather crude approximation. Let us recall that within the discussion of the uniform

free electron system the exchange-hole is spherical and its size is roughly 3
kF

. This

means a decrease in the global charge density increases the exchange-hole size but

maintains the shape. On the other hand we also discussed the behavior near a surface

where the charge density changes rapidly. This resulted in a non-spherical hole and

non-local behavior. This is not captured by the LDA approximation, nevertheless

state-of-the art calculations approach an energy accuracy of ∼ 0.1-0.2 eV (“chemical

accuracy”). There is a need to go consistently beyond this limit if, for example,

chemical reactions at surfaces are concerned. This requires improved functionals for

Exc. Key quantities for Exc are the pair correlation function g(r, r′) and the exchange

correlation hole. Different approaches have been put forward to improve the LDA

calculations [41–44]. It was recently demonstrated that the inhomogeneity of the

electron gas has a profound effect on the xc-hole which culminates in a nonlocal behavior

completely missing in the LDA [41–43]. As an example of the intense efforts we show

the xc-hole for an electronic system where the charge density depends only on one

coordinate [41], see Fig.14. In this figure, the contrasting behavior within the VMC

(variational quantum Monte Carlo) scheme and the LDA is discussed. In panels a)

and c) the local charge density has the same value but is larger than for panels b) and

d). Within the LDA calculation the xc-hole is spherical and hence the shape does not

change in Fig.14 b) and d). The only difference is an increase of the xc-hole which

scales with 1
kF

as discussed above. The xc-hole is also centered around the electron of

interest. Compared to the LDA calculation the VMC scheme shows a strongly changing

shape. Whereas in panel a) it resembles a spherical shape (although smaller compared

to the LDA hole) it displays two separate regions of reduced charge density. This

can be easily understood by recalling our discussion of Fig.12 and Fig.13 where the

exchange-hole was not centered at the position of the electron of interest. Clearly

the VMC scheme incorporates non-local effects missing in the LDA. A judgement as

to whether an improvement in the calculation has been obtained is the comparison of

lattice constants, energy bands etc. with experimental data. However, a good agreement

with theory and experiment could also be due to a fortuitous cancellation of errors [42].

In this chapter we have learned that the xc-hole is an entity which is a part of any

electronic system. Each reference electron is surrounded by a reduced electronic charge

which amounts to exactly one elementary charge. Within an uniform global charge

density the xc-hole is centered around the electron of interest, but this does not hold

anymore for non-uniform charge distributions. The xc-hole plays an important part in

modern theory and the incorporation of non-local aspects is intensely pursued. The

preceding presentation of the exchange-hole within a jellium model is made within a

stationary theory. One may consider the plots shown in Figs.12, 13 as a snapshot of an
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electron leaving a solid sample. As the electron goes through the barrier it will become

detached from the xc-hole. This electron may reach a detector which constitutes also

an electronic system. Within this system the previously emitted electron is surrounded

again by an xc-hole. A key question would be how the detachment and subsequent

attachment of a new xc-hole occurs which would require a time-dependent description.

The time period by which the xc-hole is being filled once an electron has left a system

is of the order 100 atto sec according to a recent calculation [18].
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4. Electron spectroscopy beyond the effective single particle picture

4.1. General aspects of electron coincidence spectroscopy

We have discussed in the previous chapters the xc-hole and its general relevance. The

question comes to mind whether it is possible to “see” the xc-hole in order to aid further

theoretical development. For this it is necessary to detect two correlated electrons (the

technical term is in coincidence). Highly desirable would be a direct real space imaging,

this is at present not possible. A viable route, according to theory, is the measurement

of the angular (or momentum) distributions of electron pairs from a surface excited by

electrons or photons. The prediction is the emergence of a zone of reduced coincidence

intensity [8, 9, 45, 46], which is beyond the capabilities of single electron spectroscopy.

Before we discuss aspects of the experiment, it is instructive to display this theoretical

prediction which motivated the experimental work. As an example we show the double

photoemission result from a Cu(100) surface from Fominykh et al. in Fig.15 [9]. In this

2D-momentum distribution the emission direction of one electron fixed as indicated by

a white dot in both plots. If the energy and emission direction of an electron is known

the in-plane momentum is determined. Both outgoing electrons have a kinetic energy

of 16 eV, while the photon energy was set to 42.4 eV. Near the white dots the intensity

adopts a small value. At some intermediate distances, a rim of increased intensity

evolves which is followed by a fall-off to low intensity values. The absorption of one

photon and emission of an electron pair is only possible if the electrons interact to be

discussed in some detail below. Another route to study the pair emission is to perform

a scattering experiment in the spirit of Rutherford. From the angular deflections of

Figure 15. Fig.1 c) and d) from Fominykh et al. is reproduced [9] where the 2D-

momentum distribution of correlated pairs is plotted. A Cu(100) surface is excited with

42.4 eV photons while the outgoing electrons have a energy of 16 eV. The emission

direction of one electron is fixed as indicated by the white dot located at (0 a.u.,0 a.u.)

and (0.5 a.u.,0 a.u.) in panels c) and d), respectively. Reprinted Fig.1 with permission

from:N. Fominykh, J. Berakdar, J. Henk, and P. Bruno, Phys. Rev. Lett. 89, 086402

(2002). Copyright (2002) by the American Physical Society.

http://link.aps.org/doi/10.1103/PhysRevLett.89.086402
http://link.aps.org/doi/10.1103/PhysRevLett.89.086402
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Figure 16. Schematic view of the back reflection geometry. A primary particle hits

a surface which reacts by emission of a correlated pair. If the excitation is due to

a photon we term it double photoemission (DPE). In the case of a primary electron

we call the experiment (e,2e). The emission of a positron-electron pair upon positron

impact is named (e+,e+ e−).

the scattered α particles it was possible to make statements of the spatial extension of

the nucleus [47]. Applied to our situation, we need to study the collision between two

electrons due to primary electron impact. We may term such an experiment as an (e,2e)

process. Clearly a finite (e,2e) intensity requires an interaction between electrons and

it is predicted that a zone of reduced intensity similar to Fig.15 is formed [8].

The detection of electron pairs is a straightforward, although experimentally

demanding, extension of single electron spectroscopy. The following approaches are

conceivable. A transmission experiment would require a large kinetic energy of the

primary electron, of the order of 20-100 kV, to pass through a thin foil. Such experiments

have been indeed performed and have given useful insights into the spectral momentum

density [48–50]. The equivalent experiment in a reflection geometry is also possible,

where the primary electron has a kinetic energy of 300 eV [51]. Both approaches choose

the kinematics such that the scattered primary electron looses a small fraction of its

kinetic energy, hence the second electron has a much smaller kinetic energy than the

scattered primary. Further, the momentum transfer of the primary electron is very small.

This constitutes the optical-limit, where the primary electrons acts like a photon [52].

In this sense an experiment similar to photoemission is possible. Starting almost two

decades ago it has been demonstrated that experiments in a reflection geometry are

possible with primary energies of 20-30 eV, which were not confined to the optical

limit [53–63]. In parallel to the experimental development the theoretical description of

pair emission has advanced significantly [8,57,64–69]. The low kinetic energy reflection

geometry adapts better to our aims than the high kinetic energy transmission geometry.

We compare the energy introduced by the primary electron with the energies relevant

for electron-electron correlation. Within the Hubbard model, the strength of the

electron correlation is described by the parameter U, which is of the order of a few

eV. Clearly, the energetics of a transmission experiment is too high to be sensitive

to the electron-electron interaction in contrast to a low kinetic energy experiment.

For electrons to leave the sample, they have to overcome the vacuum barrier. Let



29

sample

channel plate

Figure 17. A schematic view of a time-of-flight (TOF) apparatus for single electron

detection. After the impact of a primary particle, the sample may emit an electron.

The region between the sample and the channel plate detector is field free. Therefore

the impact position on the detector determines the flight path taken and the kinetic

energy can be computed from the flight time.

us regard an outgoing electron as a classical particle. If it approaches the barrier

with an angle of 45◦ with respect to the normal it needs twice the barrier height

in order to leave the sample. For smaller kinetic energies electrons will experience

total reflection. Typical values for the work function of metals are in the range of

4-5 eV. From this simple argument we get a lower bound the primary energy should

have in order cause the emission of an electron pair, we may quote a value of around

20 eV. Single electron spectroscopy is a well-developed technique [70, 71]. Hence, it

appears straightforward to add a second electron analyzer together with a coincidence

circuit to an existing apparatus. Coincidence electronics, a readily available technology,

ensures that only those electrons are counted which have a counterpart in the other

detector. Therefore pair emission studies are in principle possible. Unfortunately

an important aspect has been ignored in this line of thinking. A purely statistical

analysis to be presented below reveals that the uncorrelated pairs quickly overwhelm

in intensity the correlated pairs. The origin of these uncorrelated pairs is related

to the simultaneous impact of two primary particles leading to the emission of two

independent single electrons. These pairs also fulfill the electronic coincidence condition

and are detected. This fact puts severe limitations on the primary flux hitting the

sample and one may quote a typical value of the order 10−15A. Standard surface

science experiments like low energy electron diffraction (LEED) or Auger electron

spectroscopy operate at currents of the order 10−6A. This comparison makes it clear

that electron coincidence experiments will be extremely challenging due to the low count

rates imposed by the low primary flux. This explains that dedicated instrumentation

needs to be devised which detect the emitted electron pairs as efficiently as possible.

In the course of the presented work, different approaches were used. One key aspect
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is to ensure that the angular acceptance is as large is possible. The detection

probability of a single spectrometer will scale with the probed solid angle Ω of the

spectrometer. A coincidence experiment is a measurement of the joint probability

hence the coincidence intensity will scale by Ω2 if two identical spectrometers are

used. Further, it would be highly desirable to be able to detect electrons over a wide

range of kinetic energies. An experiment with high detection efficiency for a large

energy window and a large angular acceptance is required. At the same time a good

energy resolution is desirable. Both requirements can not be fulfilled at the same time.

This work followed two routes. In the first scheme a time-of-flight (TOF) set-up with

pulsed excitation source is used. The second scheme explores a pair of hemispherical

analyzers. Within the TOF scheme used, emitted electrons traverse a field free region

before they are detected. The impact position on a channel plate detector determines the

trajectory the electron took, hence the flight path and emission angle with respect to the

surface are known. The flight time allows to calculate the kinetic energy. A sketch for a

single electron detection is presented in Fig.17 and the conflicting requirements for the

coincidence experiment can be seen. The angular acceptance increases if the detector is

positioned closer to the sample. The drawback is that the flight path and hence the flight

time becomes shorter. The time error remains the same which leads to a poorer energy

resolution. In Fig.18 we display the energy resolution dE as function of the kinetic

energy Ekin of the emitted electrons. Assumed is a flight distance of 100 mm and a time

resolution of 0.5 ns. These are not arbitrary values but reflect operational parameters.

The general trend is an increase in the energy uncertainty which reaches 2 eV for 50 eV

electrons. Acceptable resolution is adopted for electron energies of say 20 eV and below.

This suggests to use excitation values below twice this value. A previous estimate gave

as lower bound for the primary energy a value of 20 eV. This means a time-of-flight

scheme is an appropriate approach for electron coincidence spectroscopy if the primary
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Figure 18. Variation of the energy resolution dE as a function of the kinetic energy

for a TOF instrument, with a flight path of 100 mm and a time resolution of 0.5 ns.
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energy is in the range 20-40 eV. For higher primary energies an electro-static design is

necessary which allows to select the energy resolution independent of the energies of the

emitted electrons. This approach was used in an early Auger-photoelectron coincidence

experiment [72]. Only recently hemispherical analyzers became available which offer a

large enough angular acceptance and the ability to measure a large energy window in

parallel required for the intended studies [73].

4.2. Double photoemission

Photoemission concerns the emission of a single electron from a target (e.g. solid

surface) upon absorption of a photon. This effect was discovered separately by Hertz

and Hallwachs [74, 75] and first explained by Einstein [76]. It has become a widely

used tool to study the electronic properties of matter. In his landmark paper Einstein

already anticipates that the photon energy is not transferred to one electron alone.

We term a process as double photoemission (DPE) if one photon is absorbed and two

electrons are emitted. The cartoon shown in Fig.19 depicts the different scenarios if

a photon is absorbed. Suppose that a photon is absorbed by an electron. In the

absence of an electron-electron interaction other electrons are not affected by this and

no DPE intensity can be observed. However, if a finite electron-electron interaction

exists other electrons are influenced. This results in a finite DPE intensity as observed

in experiments on surfaces, atoms and molecules [55, 72, 77–83]. It is this fact that

makes DPE a tool which is particular sensitive to the electron-electron interaction. This

hand waving argument can be put on a firm theoretical background [64]. Furthermore,

the power to study superconductors and “highly correlated” materials via DPE is

demonstrated [84, 85]. In the latter case it is predicted that the DPE intensity scales

with U2 with U being the Hubbard parameter [85]. Let us extend the derivation of

the transition probabilities for single photoemission to DPE. We recall the basics for a

single electron system with the following Hamiltonian:

H =
1

2m
(p−A)2 + V (r) (4.1)

The coupling of the electron to the electro-magnetic wave is mediated via the vector

potential A. Usually one makes two approximations. First, one assumes the photon

field to be weak such that A can be regarded as a perturbation. Second, the wavelength

of the light is much larger than the atom dimension or nearest neighbor distance. In

this case, also known as the dipole approximation, the transition probability between

an initial state |i〉 and final state |f〉 is given by the matrix elements 〈i|D|f〉 . The

operator describing this transition is D = −er, e being the elementary charge. This

matrix element is non-zero when the dipole moment changes for a transition leading

to selection rules. We extend this description to a two-electron system with vanishing

electron-electron interaction. The Hamiltonian reads now as:

H =
1

2m
(p1 −A)2 + V (r1) +

1

2m
(p2 −A)2 + V (r2) (4.2)
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Figure 19. If the absorption of a single photon leads to the emission of electron we

speak of (single photoemission). If the system reacts by the emission of an electron

pair we talk about double photoemission (DPE).

The indices 1 and 2 refer to the two different electrons. The assumption of

non-interacting electrons allows us to write the wave function as Slater determinant

containing single particles states. If we write |i1, 1〉 it is meant that electron 1 is in a

state characterized by the quantum number i1. Following this notation we find for the

two-particle initial state |i〉 and final state |f〉:
|i〉 = |i1, 1〉|i2, 2〉 − |i2, 1〉|i1, 2〉 (4.3)

|f〉 = |f1, 1〉|f2, 2〉 − |f2, 1〉|f1, 2〉 (4.4)

As it will become clear shortly it is sufficient to focus only on one term, e.g |i〉 =

|i1, 1〉|i2, 2〉 and |f〉 = |f1, 1〉|f2, 2〉. We write for the transition amplitude from an

initial to a final state 〈i|D|f〉 . From the form of the Hamiltonian it is immediately

clear that the dipole operator is now a sum of two (single) dipole operators D =

D1 + D2 = (−er1) + (−er2). These (single) dipole operators act only on one electron.

The consequence is apparent if we focus on one term of the matrix element:

〈i1, 1|〈i1, 2|D1|f1, 1〉|f2, 2〉 = 〈i1, 2|f2, 2〉〈i1, 1|D1|f1, 1〉 (4.5)

= δi2,f2〈i1, 1|D1|f1, 1〉|

The operator D1 does not act on the term |f2, 2〉 therefore it can be moved in front

of D1. There it leads to a Kronecker delta δi2,f2 . Therefore the matrix element term

is zero if the initial and final state of electron 2 are different. It is straightforward to

evaluate all terms of the matrix element 〈i|D|f〉 . It turns out that in each case a

non-zero contribution means that one electron does not change its state if one photon

is absorbed. This can be rephrased by saying that the absorption of a photon by

a non-interacting two-electron system leads only to single photoemission. This fact

suggests that a finite electron-electron interaction is required in order to observe a

finite DPE intensity. A more thorough theoretical account on this issue confirms this

picture [64]. A good starting point is to describe the electron-electron interaction via

a screened Coulomb potential V∝ 1
r
e−

r
λ where the distance between electrons is given

by r. The screening length is labeled with λ. For crystalline solids the Bloch theorem
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holds, leading to a description of the electronic properties in momentum space. This is

essentially a Fourier transformation. Therefore the screened Coulomb interaction takes

the form V∝ 1
k2+λ2

, where k = |k1−k2| is determined by the momenta of the individual

electrons labeled k1 and k2, respectively. From this formula one can derive the following

picture. If electrons are well-separated in momentum space, e.g. |k1| = 0 and k2 large

compared to the the inverse of the screening length, the interaction is weak and one

may consider electrons to be independent. This leads to a vanishing DPE intensity. If

both momenta have the same value the interaction is very strong, but the probability

to find two electrons in such a state is strongly reduced as a consequence of the xc-hole.

The leads to a small DPE intensity. In between these two extremes the DPE intensity

should have a maximum, since it is more likely to find electrons with slightly different

momenta, while the electron-electron interaction is still strong [9].

We expect the DPE intensity as a function of the difference momentum k to show

a minimum for k = 0 which is followed by a maximum for intermediate values of k.

Finally at large k values the DPE intensity vanishes. A dedicated theoretical study of the

DPE intensity from a Cu(100) surface reveals exactly this picture as shown in Fig.15 [9].

Extending this argument to (e,2e) experiments one expects a similar behavior, which

again is also confirmed by a thorough theoretical description [8,46]. Experimentally we

find that the emission direction of the fixed electron is surrounded by a reduced intensity

of the other electron [11–15, 86]. These findings will be presented in chapter 5 in the

context of case studies.

4.3. A fundamental issue of coincidence experiments

Coincidence experiments played an important role in the development of modern

physics. The first report on a coincidence experiment was given by Bothe and

Geiger in 1925 [87] honored by the Noble prize for Bothe in 1954. The scientific

question they pursued was related to the Compton effect. Compton discovered

in 1923 that the spectrum of x-rays scattered from a graphite target displayed

a wavelength shift compared to the original spectrum [88]. The explanation

invoked the model of a binary collision between a photon and a loosely bound

electron. The recoil electrons were identified by Wilson, both observations were

honored by the Noble prize in 1927 jointly awarded to Compton and Wilson.

Important is that the detection of the x-rays and recoil electrons were done

independently. In other words there was no direct proof that the binary collision

model was valid for each collision. This aspect if of relevance because Bohr, Slater

and Kramers suggested that Compton’s law was correct statistically but not for the

individual collision [89]. An experimental test was highly desirable, hence Bothe and

Geiger realized an experiment where the photon and electron is detected by two Geiger-

Müller counters.

The voltage peaks due to particle impact could be observed by a pair of

electrometers. The mechanical deflections of those were projected onto a moving film.
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Figure 20. Reproduction of data shown in the original paper by Bothe and Geiger

[87]. Plotted is the time difference dt between the detection of the photon signal and

electron signal. For dt =0 a peak in the distribution can be noticed which is direct

proof that a binary collision between γ-quant and an electron occurs. The experimental

data have been obtained over a time period of 126 min which required the exposure of

app. 1000 m film and a subsequent visual inspection to determine the time difference

dt.

In a post-experiment inspection of the developed film the time difference dt between the

deflections of the γ- and electron electrometer was determined with a time resolution

of 1 ms. The resulting histogram of events as a function of the time difference dt is

reproduced in Fig.20. If the detected γ-quant and electron are the result of a binary

collision they should be registered at the same time or dt =0 for which there is clear

evidence. This proves the existence of correlated pairs of scattered photon and recoil-

electrons. Bothe and Geiger exposed a moving film (app. 1000 m long) for an acquisition

time of 126 min. Longer experimental runs were not possible. Via a visual inspection

they identified whether two deflections occur at the same time (in coincidence). More

plainly put the coincidence “electronics” consisted in the human eye! Since then the

coincidence electronics has developed significantly and a time resolution of 1 ns or better

is a standard technology. Essentially, the electronic signals originating from the impact

of the correlated particles have to be in close temporal proximity. If this is the case then a

logic “true” signal is generated which serves as a trigger to record relevant experimental

parameters.

A general problem of coincidence experiments is the fact that besides the events

one is interested in (termed true coincidences) also unwanted events (called random

coincidences) are detected. This aspect was already thoroughly discussed by Bothe and

Geiger [87]. The very existence of these random coincidences will impose an upper

limit on the primary flux. The microscopic origin of the two different contributions are
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Figure 21. The process of interest concerns the emission of an electron pair due to

the absorption of a single photon and is called true coincidence. If two photons impact

on the surface each may lead to the emission of electron. This uncorrelated pair will

also be detected via a coincidence circuit and is called random coincidence.

sketched in Fig.21. The process of interest concerns the emission of an electron pair upon

impact of a single photon. If two photons hit the sample it can react via the emission

of two uncorrelated electrons. These very different scenarios can not be separated by

the coincidence circuit. If the true and random coincidence rates are labeled by t and

r, we obtain for the total coincidence rate c:

c = r + t (4.6)

Taking into account that the probability of pair emission is much smaller than for

single electron emission (roughly by a factor of 103) a careful statistical discussion is

required to identify useful operation conditions. We assume a pulsed photon source

operated at a repetition rate f . For present day standard photon sources it is not

possible that each photon pulse contains exactly one photon. The distribution of the

number of photons in each pulse is of statistical nature and is described by the Poisson

statistics. The only adjustment possible is to fix the average number λ of photons in the

pulses. This means that the incoming flux F is determined by the product f · λ. The

probability to find n photons in a given pulse is determined by the Poisson statistics

Pλ(n):

Pλ(n) = e−λ
λn

n!
Pλ(1) = e−λλ Pλ(2) = e−λ

λ2

2
(4.7)

From eq. (4.7) it follows immediately that the ratio of the probabilities to find one

photon versus two photons is given by 2/λ. Therefore the incoming flux allows to us

to vary this ratio. Suppose that we adjusted the flux such that the average number of

electrons per pulse is λ =1. We find for the percentage of pulses containing 0,1 or 2

electrons the values 36.8%, 36.8% and 18.4%, respectively. The pulse can contain also
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Figure 22. The probability of finding n photons in a pulsed photon beam is

determined by the Poisson statistics Pλ(n). The average number of photons in the

beam is given by λ. As examples we selected λ=0.01 and 1, respectively.

more than 2 photons, see Fig.22. Even for an average value of one photon per pulse

the probability to find two photons per pulse is only a factor of 2 smaller than to find

one photon per pulse. Clearly the contribution of random coincidences will overwhelm

the true coincidences. The obvious escape route is to lower the primary flux and as an

example we may select λ=0.01, see also Fig.22. In this case we have for the percentage

of pulses which contain 0,1 and 2 photons values of 99%, 0.99% and 0.00005%. We have

achieved a more favorable situation in which the true coincidences are more important

than the random coincidences. However, we realize that 99% of the pulses are empty

and for this instances no coincidence experiment is performed! This is not a deficiency

of the experimental set-up but dictated by the Poisson statistics.

We simplify the discussion and make some assumption which will not affect the

conclusion for the general case. Suppose we operate an experiment with two identical

TOF detectors, which are symmetrically aligned such that the count rate on each

detector is the same and is given by s, which is proportional to the primary flux F

according to:

s = σ1 · F = σ1 · f · λ (4.8)

The constant σ1 defines the probability for photoemission within the angular

acceptance irrespectively of the kinetic energy. Competing with this process is the

emission of electron pairs and the count rate of these true coincidences is given by t for

which we write:

t = σ2 · F = σ2 · f · λ =
σ2
σ1
· s (4.9)
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Figure 23. Experimental variation of the coincidence intensity as a function of the

singles count rate plotted in a double-logarithmic fashion. The dashed lines are linear

curves fitted to the data in the limit of “low” and “high” flux. The resulting slopes

are indicated. The intercept of these two lines occurs for t/r = 1.

The constant σ2 describes the probability that one electron is emitted within the

acceptance of detector 1, while the other electron is registered by detector 2 irrespectively

of the kinetic energies. The ratio of the true rate and the single rate s is σ2/σ1, a typical

value is of the order 10−3. Therefore λ � 1 and we expand Pλ(n) in powers of λ and

keep only the leading term:

Pλ(0) = 1 Pλ(1) = λ Pλ(2) =
1

2
λ2 (4.10)

The probability of finding two photons in a pulse is given by the term Pλ(2), the

rate by which this occurs is given by the repetition rate f . The probability after photon

impact of one electron to be emitted within the angular acceptance is σ1, therefore we

have the combined probability σ2
1. We finally arrive at the expression for the random

coincidence rate:

r = Pλ(2) · σ2
1 · f =

1

2
λ2 · σ2

1 · f =
1

2
· σ2

1 ·
F 2

f
=

1

2f
· s2 (4.11)

The important result is that the random rate r goes quadratically with the primary

flux F in contrast to the true rate which goes linear. This means that at a high enough

flux the random coincidences determine the coincidence spectrum.

The best choice of the flux F would ensure a high ratio of t/r while maintaining

a high true rate t. For these conflicting requirements no optimum can be found but a

rough operational compromise would be to set t/r = 1. Due to the fact that the singles
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count rate s is strictly proportional to the flux and it is useful to rewrite eq.(4.6) in the

following form:

c = a · s+ b · s2 (4.12)

This functional dependence of the coincidence rate c is of relevance, because it

becomes possible to identify the very existence of true coincidences and to identify the

useful operational conditions of the flux. For this it is necessary to measure for different

singles rate s the coincidence intensity c. If one plots log(c) as a function of log(s) the

contribution of true coincidences is described by a linear curve with slope 1 while the

random coincidences show up as a curve with slope 2. An example of such an analysis is

displayed in Fig.23 and confirms the very existence of true coincidences. The two dashed

lines approximate the behavior for “low” and “high” singles rate, the respective slopes

are 0.92 and 1.91. The intercept of these lines occurs for t/r =1 and would suggest a

reasonable singles rate.
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5. Case studies

From the previous discussion it becomes clear that the experimental challenge asked

for dedicated instrumentation. Consequently, the presented work was performed with

different generations of instruments. These will be described in due course by discussing

key results, more details can be found in the original publications. The focus of

these studies was to investigate angular distributions which showed the existence of

a “depletion zone” which is a manifestation of the xc-hole. The very existence of a

correlated positron-electron pair emission was proven. This observation has the potential

to allow access to the Coulomb part of the xc-hole. The well-known Auger electron

emission was studied and it was demonstrated that the picture of a two-step process

is at odds with the experimental observation. The evidence points clearly towards a

single-step process.

5.1. Manifestation of the xc-hole in pair emission

According to theory, access to the xc-hole is possible if the angular distributions of

electron pairs are measured [8,9,45,46]. More precisely, if the emission direction of one

electron is fixed the intensity distribution for the other electron needs to be determined.

The experimental set-up first envisioned for this task is depicted in Fig.24 which

employed the TOF technique [11, 12]. Upon excitation of the surface with electrons

(or photons), an electron pair may leave the sample. The electrons traverse a field

free region where the hemispherical grids serve to shield the electric field coming from

the multichannel plate. An impact on the channelplate can be either registered on the

collector or on a resistive anode. Detection on the collector is only possible if electron

primary electron

LiF
e1

e2

shield

anode

collector

MCP

hemisperical grids

y

x

Q

Figure 24. A primary electron excites a LiF sample under grazing incidence. The

emitted electrons are detected in coincidence if e1 hits a small collector while e2 is

registered on a resistive anode. The kinetic energies E1 and E2 and in-plane momenta

can be determined by the flight time and flight path taken (from ref. [12]). Copyright

(2006) by the American Physical Society.
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Figure 25. In panel a) we display the momentum distribution of electron e2 for an

(e,2e) experiment on LiF(100) with E1 =7.5 eV and E2 =9.5 eV. The primary energy

was 30.7 eV [11]. In panel b) we present the momentum distribution of electron e2
from a DPE experiment on a NaCl(100) surface. The photon energy was hν=34 eV.

The energies of the outgoing electrons are E1 =5.5 eV and E2 =9.5 eV (from ref. [12]).

Copyright (2006) by the American Physical Society.

e1 is emitted within a narrow cone of 0.02 sr, we call this electron “fixed”. The resistive

anode covers an solid angle of 1 sr and it is important to note that the impact position of

electron e2 can be determined which in turn allows to determine the emission direction.

Geometrical constraints require that the excitation occurs under grazing incidence which

is 12◦ for a polar angle θ=0. From the flight times and the geometry it is straightforward

to determine the energies E1, E2 and the in-plane momenta. As suggested by theory

we select the energies of the pairs and plot the intensity as a function of the in-plane

momentum of electron e2 around the fixed emission direction of the “fixed” electron. In

Fig.25 a) the result of a (e,2e) experiment of a LiF(100) surface is shown [11]. The energy

selection has been made such that valence electrons from the highest occupied state are

emitted. This plot displays a zero intensity at a position where the collector is positioned.

The position and size of this blind spo depends on the angle θ and momentum of the
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“fixed” electron. For θ=0 it is centered at k‖=0 and has a radius of ∼0.1 Å−1. We

clearly observe that the region k‖=0 (outside the blind spot ) is surrounded by a region

of diminished intensity which we call “depletion zone”. The intensity increases for larger

k‖ values and reaches a maximum for k‖ ∼0.55 Å−1 and then falls off rapidly towards

the edge of the channelplate. This fall-off is entirely instrumental due to the finite size

of the channelplate and does not reflect the true size of the “depletion zone”. Varying

the polar angle θ causes this zone to move, but it stays centered around the “fixed”

emission direction.

The question arises as to whether such an observation can be made also for DPE.

The answer is affirmative as Fig.25 b) shows. The electron energies are selected such

that only electrons from the highest occupied state contribute to the intensity. We

note again that the emission direction of the fixed electron is surrounded by a region of

reduced intensity.

We conclude that there is experimental proof of the emergence of a “depletion

zone”. According to theory this zone is a manifestation of the xc-hole. Important is the

fact that both experiments (e,2e) and DPE are qualitatively the same. From theory it

is predicted that the coincidence intensity should drop off again once the emission angle

with respect to the “fixed” emission direction is increased further. The angular range

of the instrument depicted in Fig.24 was not sufficient to investigate this point.
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5.2. Full angular distribution of electron pairs

Having demonstrated the existence of a “depletion zone” a TOF apparatus with

increased angular acceptance was designed, see Fig.26 [13, 14, 86]. Within the drawing

plane emission angles within ±1.57 rad can be detected while a range of ±0.4 rad is

accessible perpendicular to it. Delay line detectors allow to recover the impact positions

even if the two electrons forming a pair hit the same detector.

Each coincident event is characterized by six coordinates which are the individual

energies and emission angles θ and φ. Angular distributions are obtained by the

execution of several steps. First, one has to specify the individual energies of the

electrons constituting a pair. Second, from this reduced data set one selects only those

events in which the emission direction of one electron say e1 is fixed. From this final

data set one presents the coincidence intensity as a function of the emission angle θ

and φ of electron e2. In order to have good enough statistics for the plots the energy

intervals are 1.5 eV which are larger than the energy error. Likewise, the emission

direction window we allow for electron e1 is larger than the angular resolution. Using

this improved apparatus we performed a DPE study on a Cu(111) surface excited with

50 eV photons hitting the sample under an angle of 32◦ with respect to the surface

normal [13]. In Fig.27 we present typical angular distributions in which the energy

of the fixed electron was selected to be 23 eV while the energy of the second electron

was 12 eV. This energy selection ensures that the two emitted electron originate from

the 3d levels. The inspection of the energy spectra showed that in this energy window

the coincidence intensity showed a peak. The advantage of this set-up is that it allows

to measure spectra for different fixed emission directions in parallel in contrast to the

sample

95 mm

detector 1

detector 2

detector 3

32°

q

photon

93 mm

impact

x
z

y
q

f

polarization

Figure 26. Via photon (or electron) excitation a sample is excited. Emitted electrons

can reach one of three detectors . The emission direction is characterized by the angles

θ and φ (from ref. [13]). Copyright (2007) by the American Physical Society.
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Figure 27. 2D-angular distributions and resulting line scans are shown for electron

pairs with E1=23 eV and E2=12 eV. A DPE experiment on a Cu(111) surface was

performed, the photon energy was set to 50 eV. The direction of the fixed electron with

23 eV is is centered either at Θ =-1 rad for panels a) and b) or Θ =1 rad for panels

c) and d). The line scans of the intensity maps in a) and c) are plotted in panels b)

and d). The solid lines are guide to eye, whereas the dashed vertical lines mark the

boundaries of the fixed emission directions (from ref. [13]). Copyright (2007) by the

American Physical Society.

instrument shown in Fig.24 which required a change in the polar angle to achieve this.

We choose a fixed emission direction of either Θ =-1 rad or Θ =1 rad as indicated by

the solid circles in panel a) and c) of Fig.27. In the case of Fig.27 a) we observe a

low intensity on the left detector. If we move to the center detector the intensity has

increased and finally the intensity on the right detector is smaller than on the center

detector. The statistics can be improved via an integration along the Φ direction and

the result is plotted in Fig.27 b). The vertical dashed lines in Fig.27 b) mark the range

of the allowed Θ values for the fixed electron. This intensity of this profile peaks at Θ ≈
0.2 rad, while the fixed electron is centered at Θ ≈-1.0 rad. This means that the angular

size of the “depletion zone” is ≈1.2 rad. More importantly, we see that the coincidence

intensity drops off again if the angle between the two electrons is beyond ≈1.2 rad as

predicted from theory [9, 45]. The equivalent behavior is observed in panels c) and d),

this time the center of the “depletion zone” is on the right side. A systematic variation of

the emission direction from Θ ≈-1.0 rad to Θ ≈ 1.0 rad demonstrates that the “depletion
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zone” moves with the fixed emission direction and has a size of approximately 1 rad. We

found no significant variation of the angular size of the “depletion zone” on the energy

of the outgoing electrons. Therefore we adopted an angular rather than a momentum

distribution in which the size will scale with the kinetic energy. This experiment also

confirms that the “depletion zone” exists for a metal. Using the same apparatus for

(e,2e) experiments on LiF and Cu surfaces demonstrates that the “depletion zone” can

be fully mapped [14]. This observation was confirmed by Hattass et al. who used a

different apparatus [90].
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5.3. Spin-resolved (e,2e)

The possibility to perform spin-polarized (e,2e) experiments on ferromagnetic surfaces

has been demonstrated in earlier work [58–60,62]. The required theoretical background

has been laid down as well [65, 69, 91]. The sketch shown in Fig.28 a) explains what

exactly is meant by a spin-polarized experiment while Fig.28 b) provides a view of the

actual geometry used. A spin-polarized primary electron beam hits a ferromagnetic

surface and two electrons are emitted. The spectra are recorded for either parallel (data

set I+) or antiparallel (data set I−) orientation of the primary spin and the sample

magnetization M . The generation of spin-polarized electron beams is an established

technique [92], likewise the preparation of ferromagnetic surfaces and films is well-

understood. In principle a spin-analysis of the emitted electrons is possible. However,

electron spin analyzers are inherently inefficient and the implementation would increase

the data acquisition time by at least a factor of 104. This renders a spin analysis of the

emitted electrons practically impossible.

In his landmark paper, Slater [7] sketched schematically the pair correlation

function for parallel and antiparallel spins, see Fig.3. If one wants to address this in a

scattering experiment, it is vital to have a spin-polarized primary beam and a target

which has a high spin-polarization. In a joint experimental and theoretical effort the

Fe(001) surface was studied. Within the theoretical description of the (e,2e) process

a layer and spin-resolved band structure calculation has been performed in order to

identify valence states with high spin-polarization. The outcome of this work is that at

a binding energy Ev=-0.8 eV such a state exists for kv‖=0. In order to access this state

we have to recall that the crystalline surface imposes the conservation of the momentum

in the plane:

kv‖ + kp‖ = kl‖ + kr‖ = ksum‖ (5.1)

spin polarized e-gun

Fe film

left

right

x

y

spin up M up

spin down M up

a) b)

Figure 28. In panel a) we sketch a spin-polarized (e,2e) experiment. In panel b)

we show the experimental set-up used to obtain spin-dependent angular distributions

(from ref. [15]). Copyright (2010) by the American Physical Society.
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Figure 29. Geometrical view of the constraint ksum‖ =0 and equal energies in normal

incidence of the primary beam.

On the left side of the equation we have the contribution of the valence electron

kv‖ and the primary electron kp‖, while on the right side the contribution of the detected

electrons kl‖ (“left”) and kr‖ (“right”) can be found. The sum of these two terms is called

sum momentum ksum‖ . Since we operate with a normal incidence primary beam, we

have kp‖ =0. We note that ksum‖ determines the value of the valence electron kv‖ . This

means if one is interested in kv‖=0 one has to set ksum‖ =0. Therefore the two electrons

have to leave the surface in opposite directions if the electrons have the same kinetic

energy, see Fig.29. Since energy conservation has to hold, the energy of the emitted

electrons specifies the binding energy of the valence electron. Therefore the position of

the valence electron within the band structure is uniquely defined.

We proceed to display the result for 25 eV excitation which requires the outgoing

electrons to have an energy of 9.7 eV, see Fig.30. According to our coordinate system

klx is always negative while krx is positive. Therefore, a coincidence event has an entry

on the left and right half of the plot. Let us discuss the experimental intensities I+ and

I− shown in panel a). Starting at |kl,rx | = 0 we note that the coincidence intensity is

zero which is purely instrumental since there is a gap between the detectors. Outside

this blind region, starting at about |kl,rx | = 0.2 Å−1, we observe an increase of the

coincidence intensity for increasing k values. A maximum is reached at |kl,rx | ≈ 0.5 Å−1.

This reduced intensity for small |kl,rx | values is a manifestation of the xc-hole as shown

previously in experiment and theory [9, 11,13,46].

However, important differences between I+ and I− can be noticed. First, the

integrated intensity for I+ is higher than for I−. Second, the intensity distribution for

I+ is very different from I−. Intensities of I− close to the maximum value are confined

to |kl,rx | values near 0.5 Å−1. For I+ the intensity levels are close to the maximum

value up to |kl,rx | of 1.1 Å−1, before a drop can be observed. This is a consequence of
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Figure 30. We compare the experimental and theoretical I+ and I− spectra. A spin-

polarized primary beam hits in normal incidence the Fe(100) surface. Both outgoing

electrons have an energy of 9.7 eV and ksum‖ =0 (from ref. [15]). Copyright (2010) by

the American Physical Society.

the finite angular acceptance of the instrument. Both experiment and theory clearly

show that the maximum intensity for I+ is larger than the corresponding maximum

for I−. Further agreement consists in the larger extension of the “depletion zone” for

I+. In contrast to experiment, theory can investigate the spin state of the outgoing

electrons. It is found that the intensity distribution I+ contains predominantly those

events where the primary spin and valence electron spin is parallel. Likewise one can

show that the intensity I− is dominated by an antiparallel alignment of primary spin

and valence electron spin. This can be traced back to the high spin polarization of

the studied valence state. This intrinsic spin resolution has an important consequence,

namely, the possibility to separate exchange and correlation effects between the two

outgoing electrons. For the parallel spin case I++ ≈ I+ both exchange and Coulomb

correlation determine the size of the “depletion zone”, whereas for the antiparallel spin

case I−+ ≈ I− only the correlation plays a role. The size of the “depletion zone” for

I+ is larger than for I−. Therefore one can say that the size of the exchange “depletion

zone” has to exceed the size of the “depletion zone” due to Coulomb correlation.

5.4. Correlated positron-electron pair emission

So far we have discussed the emission of electron pairs due to primary electron impact or

single photon absorption. In these studies the Pauli principle and Coulomb interaction

needs to be considered on an equal footing. As pointed out before, it is highly

desirable to disentangle the contribution due to the Pauli principle from the Coulomb

correlation. One approach is to perform a spin-polarized (e,2e) experiment which

requires a ferromagnetic sample and a valence state with high spin-polarization. In the

case of a Fe(001) surface we have demonstrated that this condition can be fulfilled [15].

An alternative way to unravel the two distributions is to study the positron-electron pair
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Figure 31. Induced electron charge distribution in the vicinity of a positron immersed

into a jellium [93]. The electron density is determined by rs which set to 1.5 Å, which

is close to the electron density of Cu. The inset zooms into a region where the induced

charge density is approaching zero and Friedel oscillations are visible.

emission upon primary positron impact. Since positron and electron are distinguishable

the wave function does not have to fulfill a symmetry rule upon exchanging particles.

In other words there is no exchange hole around a positron in an electronic system.

Therefore the motion of the positron within the electronic system in entirely governed

by the attractive Coulomb interaction between positron and electrons. Let us visualize

this within a jellium model in which we place a positive charge. The electrons will

rearrange to screen this external charge and the difference to the unperturbed charge

density is given by nind [93]. An example is shown in Fig.31 where the unperturbed

charge density is given by rs = 1.5 Å, where rs is the radius of a sphere in which

one electron is found [4]. This choice is the appropriate value for Cu and it leads to

kF =1 Å. We see a pile-up of induced electronic charge at the location of the positron

which drops quickly and at R=3 it has approached almost 0. We note Friedel oscillations

commencing at this distance, which decay quickly. The key point is the emergence of

a Coulomb hill within a few Å of the positron which screens the positron. Comparing

the angular distributions of positron-electron pairs with those electron pairs obtained

via (e,2e) experiments where the repulsive Coulomb interaction and Pauli is present

allows in principle the envisioned separation. Clearly the motivation to perform such a

positron experiment is very high. However, upon closer inspection one may wonder

whether correlated positron-electron pair emission actually exists. This reservation

comes to mind because it is well-known that if matter and antimatter is brought in

contact they annihilate and the emission (in most cases) of a pair of γ-quanta takes

place. This effect is very interesting and useful in rather diverse contexts. The life
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Figure 32. Comparison of low energy electron diffraction (LEED) and low energy

positron diffraction (LEPD) from a W(110) surface obtained with a primary energy

of 250 eV [95]. Reprinted Fig. 36 with permission from: P.J. Schultz and K.G. Lynn,

Rev. Mod. Phys. 60, 701 (1988). Copyright (1988) by the American Physical Society.

time of positrons in matter is on the picosecond time scale and strongly depends on

the nature of defects. Therefore positron life-time spectroscopy has developed into

a tool to study defects. If one measures the emitted γ-pairs in coincidence one can

learn about the Fermi surface of a material [94]. Positron emission tomography (PET)

is essentially the same experiment used in medicine. The success of the proposed

experiments depends on the life-time of a positron in an electronic system compared

to the duration of a scattering event. Before a positron can annihilate it has to lose

its kinetic energy which occurs on a time scale of 10−12 s . This time is much longer

than the duration of a scattering event which occurs over a time period of 10−15 s [95].

Some more encouraging facts can be taken out of the available literature. Low

kinetic energy positron beams have been used in surface science some 25 years ago

[96, 97]. One experimental motivation was to perform low kinetic energy positron

diffraction experiments which are called LEPD [98–102]. This experiment is the analog

to low kinetic electron energy diffraction (LEED). The advantage of LEPD versus LEED

lies in the fact that for a structural analysis via I-V curves no exchange needs to

be included. This makes the required computations significantly easier [103, 104]. A

http://link.aps.org/abstract/RMP/v60/p701
http://link.aps.org/abstract/RMP/v60/p701
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Figure 33. Simplified view of the experiment, which consists of a pair of hemispherical

analyzers. The specimen is a LiF(100) surface which is exposed to a primary positron

beam impinging along the surface normal. By reversing the polarity of all electron

optical elements one analyzer will be sensitive to positrons rather than electrons (from

Riessen et. al ref. [16]). Copyright (2008) by the Institute of Physics.

comparison of diffraction images obtained by LEPD and LEED is shown in Fig.32.

Schultz et al. studied a W(110) surface with primary positron and electron beam which

had a primary energy of Ep =250 eV [95]. Both diffraction pattern reflect the symmetry

of the substrate and the different relative intensities compared to the specular beam show

that additional information can be extracted from the LEPD experiment. Frieze et al.

explicitly mention that the reflectivity of the specular beam in LEPD is a factor of 2

larger than in the case of LEED. It is a rather general observation that the reflectivities

of LEPD are of the same order as for LEED. We conclude that positron scattering

occurs before annihilation takes place and a high fraction of positrons is reemitted.

Therefore it appears possible that an outgoing positron scatters with a valence

electron leading to the emission of a correlated positron-electron pair. This conjecture

was tested in a pioneering experiment performed at the high-intensity positron source

NEPOMUC at the Research reactor FRM II/Garching [105]. This facility provides a

beam of low kinetic energy positrons with a maximum flux of 5 ·108 e+ per second which

is the highest intensity world-wide. If we convert this into a current, we obtain a value

of the order 10−14 A. This is essentially the upper value before the random coincidences

become too dominant. Due to the fact that a pulsed positron source fulfilling our special

constraints does not exist worldwide, a TOF set-up could not be employed. Therefore we

used an electro-static scheme as depicted in Fig.33. The key instrumentation is a pair of

hemispherical analyzers which are usually operated to detect electron pairs. Changing

the polarity of all voltages applied to the electron-optical components of one analyzer

will ensure that positrons are detected. A LiF(100) surface was exposed to a 85 eV

primary positron beam. If a correlated positron-electron pair is emitted, both particles

will leave the sample at the same time. They will reach the respective detectors at the

same instance within the time resolution of the experiment. Experimentally we set the

http://dx.doi.org/10.1088/0953-8984/20/44/442001
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Figure 34. A LiF(100) surface was excited by a 85 eV primary positron beam. The

measured coincidences of positron-electron pairs are displayed as a function of the

arrival time difference dt. The open symbols refer to all measured pairs whereas the

solid symbols include those events where the energy of emitted positron and electron is

above 20 eV. The emergence of a peak at dt =0 is experimental proof that correlated

positron-electron pair emission exists (from Riessen et. al ref. [16]). Copyright (2008)

by the Institute of Physics.

electronics such that if positron detection and electron detection occurs within a time

window of 100 ns it is regarded as a coincidence. From the accumulated data set we can

compute the arrival time difference dt of the coincidence events and show the result as

a histogram, see Fig.34. In this figure we compare the dt histogram for all coincidences

(open symbols) with those for which the energy of the positron and electron is larger

than 20 eV. We clearly observe peaks in the intensity distribution. The peak position

and width is unchanged, but most coincidences belong to positron and electron pairs

which have low kinetic energies. The width of the peaks is solely determined by the

time resolution of the experiment. The very existence of a peak in the dt histogram

proves that a positron impact does lead to the emission of a time-correlated positron-

electron pair. It is interesting to note that our proof follows the same route as Bothe

and Geiger, see Fig.20. One should emphasize that the total data acquisition time was

only 62 h and experimental problems prohibited us to make use of the total available

flux. Taking this into account one can state that the positron-electron pair emission

intensity is of the order of electron-electron pair emission. Therefore the experimental

evidence strongly suggest that the angular distributions of correlated positron-electrons

can be obtained. The potential benefit of positron-electron pair emission has been

discussed in theory [106]. Moreover, a recent theoretical study on the positron-electron

pair emission from a Cu(111) surface was performed. It was shown that the angular

distributions display a correlation hill rather than a exchange-correlation hole [107].

http://dx.doi.org/10.1088/0953-8984/20/44/442001


52

5.5. Double photoemission illuminates the Auger process

Auger electron spectroscopy is a standard tool of surface science, because it allows

chemical characterization of surfaces [108]. This is achieved by noting that the kinetic

energies of Auger electrons are element specific. The Auger effect is usually explained

via a two-step process in which first a core-electron is ejected. This may be achieved

via the absorption of a photon by a core-electron. After the photoemission event the

vacancy in the core-level is filled by an electron from a higher energy level. The gain in

energy can be transferred to a third electron which may be consequently emitted. This

electron is called the Auger electron [109,110]. The energies of core-levels are specific for

each element hence the photoelectron has a well-defined kinetic energy Eph for a given

photon energy. Likewise, the kinetic energy of the Auger electron EAuger is characteristic

for each element due to the fact that core-levels are involved. From this established

picture it follows that the detection of a photoelectron and Auger electron in a double

photoemission (DPE) experiment should occur only within well-defined energy regions.

Via the choice of the photon energy it is possible to adjust the kinetic energies Eph and

EAuger relative to each other. We assume in the following Eph < EAuger and the expected

2D-Energy distribution is schematically depicted in Fig.35. Auger and photoelectron are

not emitted with a sharp energy, but display finite peak widths. Therefore one expects

coincidence intensity only from the red regions. Experiments detecting an Auger electron

in coincidence with a photoelectron have been reported in the literature [72, 111–116].

Furthermore, DPE experiments causing the emission of two valence electrons have been
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Figure 35. Schematic 2D-Energy distribution if a photo-electron (Eph) and Auger

electron (EAuger) are detected in coincidence on the basis of a two-step process. The

axis E1,2 label the kinetic energy of the detector 1 and 2, respectively. The size of

the red regions reflect the line widths of Auger electron and photoelectron. The solid

diagonal line goes through the center of the red regions which defines a fixed sum

energy Eph + EAuger. Coincidence intensity is expected within the red regions only.



53

Figure 36. In panel a) we display the experimental 2D-Energy distribution. The red

diagonal line marks the onset of pair emission. The black diagonal line goes through

high intensity regions which include Auger and photoelectron pairs. In panel b) we

present the energy sharing curves along the two diagonal lines of panel a).

studied in the literature and this work [13]. An interesting situation arises if the Auger

emission involves besides the core-level also electrons from the valence band. It would

be desirable to capture both processes simultaneously. This became possible with the

instrument already introduced in Fig.33. For the DPE experiment a Cu(100) surface

was excited with a photon energy of 125 eV. The binding energy of the 3p1/2 and 3p3/2

level is 75 and 77 eV, respectively. Therefore the photon energy is sufficient to excite

the 3p level.

The key results are displayed in Fig.36. In panel a) we present the 2D-Energy

distribution of the coincidence events. Two important regions are marked with diagonal

lines. Diagonal lines in such an energy distribution refer to coincidence events which

have a fixed energy sum Esum=E1+E2 of the pair. Energy conservation demands that

the sum energy has an upper bound given by the photon energy minus twice the work

function. The red line marks the onset of DPE from valence states on the basis of

this energy consideration. If we plot the intensity along the red line (labeled valence)
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we obtain a sharing distribution. This is the coincidence intensity as a function of the

energy difference E1-E2. The red data points in Fig.36 b) refer to the onset of DPE. We

note that this curve is continuous and reflects the fact that DPE from valence states

proceeds via a single step. The black diagonal (labeled core) of Fig.36 a) goes through

two narrow regions of high energies. These pockets have the energy coordinates (45

eV, 57 eV) and (57 eV, 45 eV), respectively. These energies can be easily identified as

the Auger electron at 57 eV and the 3p photoelectron at 45 eV. From the arguments

presented at the beginning we expect coincidence intensity only at these energy positions

if the emission process proceeds in two steps. However we can clearly see that there is

also intensity connecting these two pockets. If we compute a sharing curve along the

solid diagonal line we can get a better view. We note a continuous energy sharing, see

black data points in Fig.36 b). A continuous energy sharing is clear evidence that the

Auger process does not proceed via two steps but is a single step process.

This surprising result emphasizes the importance of a time dependent description of

electron emission. In this respect it is worth noting that there is an emerging field of atto

science due to the availability of ultrashort laser sources [117–119]. The connection to

this field becomes clear if we translate the width of the sharing curve through the Auger

and photoelectron peak into a time via the uncertainty relation. We find a value of

roughly 30 atto sec (as), hence the overall process of absorption and decay via emission

of an electron pair takes place in such a short time scale that it is not meaningful to

identify individual steps. There is a relation to the xc-hole if we recall recent theoretical

results [18, 19]. If an electron is suddenly removed from an electronic system it leaves

an exchange-correlation hole behind. This hole can be filled and this occurs on times of

the order 50 as.
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6. Summary and Outlook

In this work it is proven that the important concept of the exchange-correlation hole is

experimentally accessible [11–15, 86]. It manifests itself in the emergence of a zone of

reduced intensity in angular distributions. This is in line with theoretical predictions

[8,9]. It is found that the excitation with electrons or photons gives qualitatively similar

results. The size of this “depletion zone” is insensitive to the value of the primary energy

and the energy of the outgoing electrons. For Cu and LiF surfaces the angular size of

the “depletion zone” is app. 1 rad.

The microscopic origin of the exchange-correlation holes stems from the Pauli-

principle and the Coulomb interaction. One approach to disentangle the different

contributions is to use a spin-polarized primary beam on a ferromagnetic target. It

is demonstrated for a Fe(001) surface that suitable conditions exist where the spin

orientation of primary electron and valence electron is either parallel or antiparallel [15].

This allows the envisioned separation since for anti-parallel orientation only the Coulomb

interaction play a role. We find for parallel spins that the size of the “depletion zone” is

larger than for antiparallel spins. This means that in angular space the exchange-hole

is larger than the Coulomb hole.

In a pioneering experiment it could be proven that correlated positron-electron

emission exists [16]. This provides the potential to separate out the contribution of the

Coulomb correlation, because positron and electron are distinguishable.

A study of the Auger electron emission from a Cu(001) surface is presented in

which the Auger electron is measured in coincidence with the photoelectron. Usually a

two-step model is invoked to explain the Auger electron emission, it is found that this

model is at odds with the experimental observed energy distributions [17].

It is fair to say that the pair emission spectroscopy from surfaces has experienced

a steady development. Studies of this kind will always be demanding due to low count

rates, but the prospect for the future appears bright. One may outline a few aspects:

Most of the presented work has been on materials like insulators of the type LiF and

transition metal surfaces. These are usually not considered to be “highly” correlated. In

contrast to these, oxides of the type NiO and CoO are referred to as “highly” correlated.

By this it is meant that a description within an effective independent picture is not

sufficient to capture important material properties. Therefore it appears warranted to

focus on these materials. As a matter of fact, (e,2e) experiments have already begun

and first results are very promising. An important observation is an increase of the

coincidence intensity by a factor 5-10 compared to a metallic substrate. This is of

course a welcomed message for the experimentalist, but it may also be understood as a

sign of a stronger electron correlation. This is corroborated by a recent theoretical work

on DPE from “strongly” correlated systems [85].

Superconductivity is a phenomenon clearly beyond an effective single particle

description and to detect Cooper pairs via electron pair emission would be of great
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interest. The power of DPE in studying superconductors has been demonstrated in

theory [84]. The experimental challenges are formidable, but could be overcome.

DPE experiments using a TOF set-up need a suitable pulsed light source. The

special requirements of the coincidence experiments make it mandatory to use a

synchrotron source like the BESSY II storage ring. However, the special operational

mode required is offered only 4 weeks per year in the case of BESSY II. This impairs

strongly the possibility to perform systematic studies. An avenue for extending

measurement time is to make use of recent advances in laser technology [117–119].

It is possible to produce light pulses which have a duration of a few hundred atto

seconds via the generation of higher harmonics. The generation of photon energies

in excess of 30 eV is possible. The current challenge lies in tuning the repetition

rate to values appropriate for coincidence experiments. Another advantage of this

type of excitation lies in the much shorter pulse length compared to the synchrotron

pulses which are in the pico seconds range. This allows to address the question

how the size of the “depletion zone” depends on the temporal width of the photon

pulse. It is expected that changes occur on the time scale 100 atto seconds [18, 19].

Correlated positron-electron pair emission is a reality and this warrants further

studies. The available beamtime at user facilities is rather limited. Therefore systematic

work requires the development of a lab-based positron source, which is currently

underway. The ultimate goal would be the availability of a pulsed positron source

to record angular distributions revealing a Coulomb “hill” [107].
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Mapping Out Electron-Electron Interactions at Surfaces

F. O. Schumann, J. Kirschner, and J. Berakdar
Max-Planck Institute of Microstructure Physics, Weinberg 2, 06120 Halle, Germany
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Using a high resolution coincidence technique, we measured for the first time the angular and energy
correlation of an electron pair emitted from the valence band of a single crystal upon the impact of an
electron with a specified momentum. We observe a hole in the measured two-particle correlation function
when the two excited electrons have comparable momentum vectors, a fact traced back to exchange and
repulsion among the electrons. We find the hole is not isotropic, has a finite extension, and is strongly
suppressed when decoherence is operating.

DOI: 10.1103/PhysRevLett.95.117601 PACS numbers: 79.20.Kz, 68.49.Jk

A cubic centimeter of condensed matter contains, typi-
cally, 1023 electrons that repel one another and are attracted
by a comparable number of positively charged nuclei.
Displacing one electron elicits a disturbance in the whole
system. So an adequate microscopic description of all the
electrons appears a desperate undertaking. Surprisingly,
this system of strongly interacting charged particles can
be recast into a simpler one, composed of weakly or even
noninteracting quasiparticles [1], while still capturing the
basic physics of a variety of materials. In the condensed
phase bare electrons are screened or dressed with a cloud
of positive charge, and this composite object is called a
quasiparticle [1–3]. If the Coulomb interactions among the
valence electrons are not sufficiently screened, the quasi-
particle concept is not viable and a number of electronic
correlation-induced phenomena emerge. Prominent ex-
amples are high temperature superconductivity in cuprates
[4] and the colossal magnetoresistance materials [5]. Thus,
it is of a fundamental importance to develop a technique
capable of exploring the details of the electron-electron
interaction in a given sample. Present day experiments
such as single photoelectron emission [6] and electron
energy loss spectroscopy [7] trace the influence of elec-
tronic correlation as modifications and subsidiary struc-
tures superimposed on the single particle spectrum [8]. As
pointed out by Wigner [9], in condensed matter the hall-
mark of the electron-electron Coulomb repulsion is a
‘‘hole’’ in the pair correlation function (the Coulomb or
correlation hole) when the two electrons approach each
other. Slater also indicated [10,11] that, due to Pauli’s
principle, exchange effects result additionally in a reduced
magnitude of the pair correlation function (the exchange or
the Fermi hole) when the two electrons possess equal spin
projections and equal momenta. This theoretical concept of
the pair exchange and correlation is at the heart of past and
current developments in quantum theories for describing
and predicting reliably the behavior of matter [2,3,12–14].
Over the past 60 years numerous theoretical studies ex-
plored various aspects of the exchange-correlation (xc)
hole in the condensed phase [15–21], yet an experimental
realization remained beyond reach. To access information

on the electron-electron interaction, one focuses ideally on
an electron pair in the system and monitors the probability
of finding one electron in some region in momentum space
while changing in a controlled manner the momentum
vector of the second electron; i.e., one determines the
momentum-space pair correlation function. An experimen-
tal technique capable of addressing these issues is the
�e; 2e� spectroscopy in reflection [22–25]. Here we report
on a novel time-of-flight coincidence setup to investigate
the electron pair correlation. As sketched in Fig. 1(a), a
specimen is approached by an electron generated by a
pulsed electron gun with an energy, E0, and momentum
vector, k0, which interacts with another electron residing
in the valence band. The detected electron pair energies
E1; E2 are deduced from their flight times. So the absolute
values of jk1j and jk2j are determined. The impact position
on the resistive anode determines the direction of k2 within
a solid angle of �1 sr except for the center, which is
occupied by the central collector. It is exactly this feature
that constitutes the major experimental advance. The small
collector in turn fixes the direction of k1. In this way we
map out the energy and momentum dependence of the
electron pair correlation. The experimental energy and
momentum resolution are 0.5 eVand 0:1 �A�1, respectively.
As inferred from Fig. 1(b), the energy, �, and the wave
vector, k, of the valence electron follow from the energy
and wave vector conservations, e.g.,

� � E0 � �E1 � E2� �W; (1)

whereW is the energy difference between the vacuum level
and the highest occupied level with the energy �̂ [cf.
Fig. 1(b)]. We have chosen LiF as a sample for the follow-
ing reasons. In addition to a higher coincidence rate com-
pared to metals, the sample remains clean if kept at
�400 K. For LiF the energy W is �14 eV which ensures
a good separation between the elastic peak and electrons
ejected from the valence band in the time-of-flight spec-
trum. In Eq. (1) E0; E1; E2 are controllable experimentally
and can be chosen such that only one valence band electron
is emitted, as done in this work.
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A quantity of key importance for the electronic correla-
tion in an N particle system is the reduced (two-particle)
density matrix, which is given in terms of the (exact) wave
function � as

�2�x1;x2;x01;x
0
2��N�N�1�

Z
��x1;x2;x3; . . . ;xN�

����x01;x
0
2;x3; . . . ;xN�dx3 			dxN: (2)

For fermions this equation dictates that �2�x1; x2; x
0
1; x
0
2� �

��2�x2; x1; x01; x
0
2�. Here xj; j � 1; . . . ; N stand for spin

and position coordinates. The two-particle density derives
from �2 as �2�x1; x2� � �2�x1; x2; x1; x2�. Hence for fermi-
ons �2 vanishes for x2 � x1 � x, i.e., �2�x; x� � 0. On the
other hand, for completely independent particles �2�x1; x2�
is related to the single particle density ��x� via
�2�x1; x2� � ��x1�

N�1
N ��x2�. Thus, even for noninteract-

ing (but overlapping) fermions the antisymmetry of �
implies a correlation among the particles that results in
the existence of the (Fermi) hole in the two-particle density
for x1 � x2. The Coulomb repulsion between the electrons
results in additional contribution to the hole. Usually the
hole is quantified by introducing the xc hole [2]
hxc�x1; x2� �

�2�x1;x2�
��x1�

� ��x2� [26]. To unravel the relation
of �2 to the present experiment we note the following: The
probability Pif for the transition depicted in Fig. 1 is given
by [27] Pif � SifS�if where the Smatrix elements are given

by Sif � h�Ef j�Eii and �Ei��Ef � is the normalized wave
function describing the system in the initial (final) state
with the appropriate boundary conditions. The initial state
with energy Ei describes the incident electron interacting
with an electron in the valence band in the presences of all
other particles in the system. The final state with energy Ef
describes the two electrons that escape the sample. Within
a frozen-core picture, i.e., if we assume the surrounding
medium is not affected while the incident and the valence
band electron are interacting and during the emission
of the two electrons, we can write �Ei 


 Ei�x1; x2���x3; . . . ; xN�.  Ei is the electron pair wave
function in the initial state with the energy Ei � E0 � ���
W�. The surrounding medium is described by �. The
reduced density matrix (2) attains then the form
�2�x1; x2; x01; x

0
2� 
 2 �x1; x2� ��x01; x

0
2�. Furthermore, as-

suming the emitted electron pair state  Ef (Ef �
E1 � E2) to be described by plane waves, we find for the
measured, spin (�j) unresolved probability Pif /

��1;�2;�01;�
0
2

~ Ei��1k1; �2k2� ~ 
�
Ei��

0
1k1; �

0
2k2�, where ~ Ei

is the double Fourier transform of  Ei . Hence what is
measured in our experiment is the spin-averaged diagonal
elements of the reduced density matrix in momentum
space, i.e., the spin-averaged momentum-space two-
particle density �2. Pif possesses all aforementioned prop-
erties of �2; in particular, Pif vanishes for k1 � k2. So we
study correlation within the pair consisting of the ap-
proaching electron coupled to a valence band electron.
The indistinguishability of these two electrons contributes
to the xc hole through the exchange part.

We concentrate in the following on analyzing directly
the measured (unnormalized) coincident probability
Pif�k1;k2�, which we refer to by the intensity I. The
relation between the initial-state correlation and the mea-
sured correlation features (in particular, the xc hole) is
illustrated below: the pair correlation diminishes when
slightly changing the initial state (by changing �) while
keeping the final state (i.e., k1;k2) unaltered. On the other
hand, the spectra are hardly affected for the same initial
state but different final state energy.

Figure 2 shows the energy correlation in the measured
electron pair coincidence intensity, I�E1; E2� with the di-
rection of k1 fixed. Because of their low energies entailing
a short escape depth, only the electrons from the first few
atomic layers of the sample are involved [25,28]. Figure 2
reveals which electron energies are favored by the
electron-electron interaction at surfaces. We recall that
the electron-electron scattering in free space is governed
by the form factor of the Coulomb potential that behaves as
jk1 � k2j

�2. That is, when a swift electron interacts with
another electron the most likely outcome is one fast and
one slow electron so that jk1 � k2j

�2 is maximal. Figure 2
indicates, however, a much more complex energetic de-
pendence of the electron-electron correlation function at
surfaces; theory predicts that generally the behavior shown

FIG. 1 (color). (a) An electron with momentum k0 interacts
with another electron residing at the top of the valence band of
the sample. Two excited electrons with momenta k1, k2 and
energies E1 and E2 are detected in coincidence by a resistive
anode and central collector. (b) Energy position of the ejected
valence band electron.
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in Fig. 2 is determined by the surface electronic and
structural properties [29]. The pair correlation is mapped
out as a function of the momentum of one electron (hitting
the resistive anode). The momentum of the other electron is
fixed because of the small central collector (marked by the
black dot in Fig. 3). The existence of the exchange and
correlation-induced hole is evidenced by Figs. 3(a) and
3(b). In free space the electron-pair correlation function
is dominated by the factor 2���exp�2��� � 1��1 [30],
where � � 1=jk1 � k2j. In a condensed medium the sur-
rounding charges modify decisively the properties of the
electron-electron interaction. While theory cannot provide
yet a general expression for I�E1; E2;k1;k2� the experi-
mental findings in Figs. 3(a) and 3(b) reveal hole features
that are qualitatively different from those known in the
free-space or in atomic species [30]. Crystal symmetry and
the direction of electron momenta determine the hole shape
[31]. If the momentum vector of one electron lies in a
crystal high symmetry plane the hole should possess the
discrete crystal symmetry. In Fig. 3(a) we cannot clearly
resolve the symmetry of the fourfold sample surface due to
insufficient statistics. In Fig. 3(b) we break the alignment
of electron momenta with the high symmetry planes upon a
20 rotation of the sample. As evidenced by Fig. 3(a) the
hole is shifted so as to surround the fixed electron (black
dot), meaning that this hole is, indeed, associated with the
fixed electron. A further key issue is the range of the
electron-electron interaction in a given sample which is
determined by the size of the hole. In free space the bare
electron-electron interaction is of an infinite range
and hence limjk1�k2j!1

I�E1; E2;k1;k2� ! 1=jk1 � k2j.
When the electron pair is immersed in an electron gas,
the electron-electron interaction is screened and the xc hole
shrinks. It is only for a diminishing hole (strong screening)
that the material can be viewed convincingly as a collec-

tion of independent quasiparticles [2]. Hence, the present
technique may serve as a powerful tool to assess the
validity of theory and to trigger new conceptual develop-
ments. In this context it is instructive to compare with the
[vacuum ultraviolet (VUV)] photoemission spectroscopy
(PES) [6] that has been used to study a variety of correlated
materials. One can utilize Eq. (1) to study specific occupied
energy states in the sample, as in PES. In contrast to VUV
photons, electrons can transfer momentum and hence sam-
ple’s electrons with certain energy, and the wave vector can
be selected and, depending on the emitted electron energies
our method can be highly surface sensitive. The energy
scale at which the correlation between the selected sample
electron and the test charge (incident electron) can be
studied is set by E0 � ���W�, which has to be larger
than W. A further key finding of the present experiments is
that the electron-electron interaction, as manifested in the

4 8 12 160
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FIG. 2 (color). Energy-correlation intensity I�E1; E2� (in arbi-
trary units) with the direction of k1 fixed. The incoming electron
has an energy of 30.7 eV and the sample is a LiF(100) surface.

FIG. 3 (color). Intensity of the electron correlation function (in
arbitrary units) versus the surface momentum components (k2x
and k2y) of the electron with energy E2. The energies E1 and E2

are 8 and 9 eV, respectively. The black dot marks the regime
where the central collector is. (a) The primary energy is 30.7 eV.
(b) As in (a) but the sample has been rotated by 20. (c) As in (b),
however, the impact energy is increased to 33.7 eV, i.e., the
valence electron stem not from top of the valence band but from
an energy band with 3 eV width below. Thus, the electron pair
may undergo inelastic scattering processes resulting in decoher-
ence of the electron waves.
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xc hole is fragile to decoherence effects. To our knowledge
this issue is still largely unexplored theoretically in the
present context. Decoherence sets in when the correlated
electron pair scatters inelastically from other surrounding
electrons. We can switch off and on such mechanisms by
tuning appropriately the electron energies: If E0, E1, and
E2 are such that the valence electron resides at the highest
occupied level �̂, i.e., if � � 0 [cf. Fig. 1(b)] the electron
pair does not inelastically scatter from other particles, for
such a scattering entails an energy loss of the electron pair
and hence a violation of the energy conservation in Eq. (1).
Electron wave coherence is not affected by elastic scatter-
ing. On the other hand, as inferred from Fig. 1(b), keeping
the electron pair energies E1 and E2 fixed and increasing
E0 we access, in addition to the state with the energy � �
E0 � �E1 � E2� �W, a band of occupied electronic states
lying between �̂ and �. An electron pair originating from
this band has in the solid the excess energy E1 � E2 � 	.
Because of inelastic scattering from the occupied levels
above �, the electron pair loses the energy 	 and arrives at
the detector with the energies E1 and E2. These scattering
events, whose amount can be tuned by changing 	, ran-
domize the phase of the electron waves and eventually lead
to a loss of correlation within the pair. This situation is
illustrated in Fig. 3(c) for which the energies E1; E2 are
kept fixed to be the same as in Fig. 3(a). When the primary
energy E0 is increased by 	 � 3 eV, the decoherence
channel opens, and a complete loss of correlation within
the pair is observed. Consequently, the xc hole diminishes;
i.e., two incoherent electrons approach each other much
closer than in situations where decoherence is suppressed
and the correlation hole is fully developed [cf. Fig. 3(a)].
This finding is of key importance for the potential use of
correlated electron pairs in solids for quantum information
processing, as discussed in Ref. [32], for such applications
require coherence within the pair. We find in this study that
coherent electron pairs are only those that have the energy
E0 �W, i.e., where one electron originates from the va-
lence band maximum. A realistic theoretical description of
the presented experimental results, especially including the
issue of decoherence is currently beyond the capabilities of
existing theories. It is, however, evident that the present
novel technique can serve as a probe for the nature of the
electron-electron interaction in modern materials, in par-
ticular, as many of those, such as high temperature super-
conductors, are strongly influenced by the correlated
motion of the electrons. A future implementation of a
spin-polarized electron will allow the study of spin corre-
lation of magnetic surfaces. In particular, as the electron
pair interaction in metals is screened on the scale of few
lattice constants the present technique holds the promise of
providing information on the short-range order of the spin
projections.
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Electronic correlations are manifested in many-body effects like superconductivity and magnetism. Estab-
lished theoretical concepts show that the Coulomb and exchange interaction result in a tendency of two
electrons to avoid each other, leading to an exchange-correlation �xc� hole. We will report on double photo-
emission �DPE� experiments using a time-of-flight setup consisting of a small central collector surrounded by
a resistive anode. The first allows detection only within a narrow solid angle, therefore fixing the momentum.
The resistive anode covers a solid angle of �1 sr, the determination of the impact position results in momen-
tum resolution. As a pulsed light source we used synchrotron radiation and we studied a NaCl�100� surface
upon excitation with 34 eV photons. The very existence of coincidences is already a manifestation of the
correlation. The onset of pair emission occurs when energy conservation allows the ejection of two electrons
from the highest occupied level. We have made two key observations. If E1 and E2 are fixed such that a pair
emission from the top of the valence band is possible, a zone of reduced intensity with a diameter of �1.1 Å−1

is visible. Recent calculations on DPE from a Cu�100� surface display exactly such a feature due to the xc hole.
Hence we prove experimentally the very existence of the xc hole in double photoemission. The zone of
reduced intensity disappears whenever emission below the top of the valence band becomes possible, indicat-
ing the sensitivity of the xc hole to inelastic scattering.

DOI: 10.1103/PhysRevB.73.041404 PACS number�s�: 79.60.Bm

I. INTRODUCTION

Electrons in solids constitute a strongly interacting system
and the description via independent particles ought to fail.
However, Landau introduced the concept of quasiparticles.1

It is in essence a transformation of the strongly interacting
electron system to weakly interacting particles �quasiparti-
cles� that still carry the spin and charge of an electron, albeit
a renormalized mass. This concept may be understood in the
context of screening. Intuitively it is clear that two electrons
tend to avoid each other. First, the Coulomb interaction
makes it energetically unfavorable for electrons to be close
to each other. Second, the Pauli principle demands that elec-
trons with parallel spin cannot be at the same location. Av-
eraging over both spin directions still gives a reduced prob-
ability of finding two electrons at the same location. A more
elaborate theoretical treatment for solids confirms this pic-
ture, and a pair correlation g�r ,r�� function can be
introduced.2 This function describes the probability to find an
electron at coordinates r when a second is located at r�. The
key result is that g is essentially constant �usually normalized
to 1� except for small distances �r−r��� a few Å where g
adopts smaller values. The spatial extent of this region is
called the exchange-correlation �xc� hole and describes the
length scale over which the correlation between electrons is
relevant. This result can be rephrased by saying that each
selected electron is surrounded by a positive charge exactly
compensating for the electrons’ charge. This feature is
reminiscent of the screening of the Coulomb potential in
solids. Hence, if the average distance between electrons is
larger than the diameter of the xc hole they can be regarded
as noninteracting particles and the description using
independent-particle theories is appropriate.

Despite the fundamental importance of the concept of the
xc hole, not much is known experimentally about the size

and material dependence of the xc hole. A technique capable
of studying the correlation between electron pairs is electron
coincidence spectroscopy, where the excitation is due to
electrons or photons �either termed �e ,2e� or �� ,2e��.3–7 In
fact, a recent publication theorized that k mapping of the
double photoelectron emission �DPE� intensity opens an av-
enue of imaging the xc hole.8 We will discuss our results
obtained by DPE on a NaCl�100� surface that prove the ex-
istence of the xc hole and provide experimental determina-
tion of its spatial extent.

II. EXPERIMENT

Our experiments were conducted under UHV conditions
featuring a time-of-flight spectrometer depicted in Fig. 1.
The sample was a NaCl�100� surface that was kept at a tem-
perature of �100 °C. This temperature is sufficient to pre-
vent charging up of the sample as evidenced by single elec-
tron spectra. The incident light hits the sample with an angle
�80° with respect to the surface normal. As a pulsed light
source the BESSY II storage ring operating in the single
bunch mode was employed, and the photon energy was fixed
to 34 eV. In order to detect an electron pair, two detectors are
required. A central collector accepts electrons only within a
solid angle of �0.02 sr, the detected electron we may term
as the “fixed electron.” A resistive anode9 serves as the sec-
ond detector which allows for a spatial resolution of the im-
pact position.10 Electrons within a solid angle of �1 sr are
registered, and we term them “free electrons”. It is exactly
this feature that constitutes the major experimental advance.
The time differences between a photonbunch marker signal
from the synchrotron and the fast-timing signals from the
detectors were determined via time-to-amplitude converters
in a coincidence circuit. With knowledge of the flight times
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of an electron pair the energies E1 ,E2 can be calculated. The
total time resolution achieved in both channels was about 1
ns, while the energy resolution of the detected electrons de-
pends on the particular energy value. For the electron ener-
gies discussed here the energy resolution amounts to
�0.5 eV. The impact position on the resistive anode deter-
mines the direction of k1 within a solid angle of �1 sr ex-
cept for the center, which is occupied by the central collector.
The small collector in turn fixes the direction of k1. In this
way we map out the energy and momentum dependence of
the electron pair correlation. The experimental momentum
resolution is 0.1 Å−1. For all experiments the sample normal
was pointing towards the central collector. This means that
electrons reaching the central collector have an in-plane mo-
mentum of �k���0.1 Å−1. The low coincidence count rate
required a data acquisition time of 10 days.

FIG. 1. �Color� Electron pair detection technique. Two electrons
with momenta k1 ,k2 and energies E1 and E2 are detected in coin-
cidence by a resistive anode and central collector.

FIG. 2. �Color� The 2D energy distribution of coincidence elec-
tron pairs from a NaCl�100� surface is plotted. The photon energy
was 34 eV. The energy E1 �E2� refers to the fixed electron �free
electron�. The dashed diagonal line marks the onset of pair emis-
sion, which occurs for a sum energy of �14.6 eV. The square
boxes labeled �a� and �b� indicate the events used to generate the
2-D momentum plots displayed in Fig. 3.

FIG. 3. �Color� The 2D in-plane momentum distribution for two
different energy pairs from a NaCl�100� surface. In panel �a� we
have selected E1=5.5 eV and E2=9.5 eV, whereas in panel �b� we
have chosen E1=5.5 eV and E2=7.5 eV, respectively.

FIG. 4. �Color� The 2D in-plane momentum distribution as in
Fig. 3 but for a LiF�100� surface excited with 30.7 eV electrons.
The energies are E1=7.5 eV and E2=9.5 eV, respectively.
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III. RESULTS

In Fig. 2 we plotted the 2D energy distribution of coinci-
dence of electron pairs upon excitation with 34 eV photons.
The energy of the fixed electron is labeled E1 whereas that of
the free electron is labeled E2. We observe the onset of DPE
when the sum energy E1+E2 equals �14.6 eV. This is indi-
cated by the dashed diagonal line in Fig. 2. This can be easily
understood when considering the known binding energies of
NaCl as determined by photoemission.11 Wertheim et al.
found that the highest occupied level �Cl 3p band� has a
binding energy of EB=9.66 eV with respect to the vacuum
level.11 Since for DPE two electrons leave the solid, this
energy needs to be accounted for twice and subtracting this
value from the photon energy yields the maximum kinetic
sum energy

E1 + E2 = h� − 2EB. �1�

The numerical result is 14.68 eV and is in agreement with
our observation. The very existence of a DPE intensity
already implies the existence of correlation within the elec-
tron pair. This is a key result of a recent calculation by
Berakdar.12 The two-dimensional �2D� energy distribution
shows a preferred emission of the fixed electron with ener-
gies of 6–8 eV, which is not present for the free electron.

More insight can be obtained if we take advantage of the
lateral resolution of the setup. As a first step we select only
those coincidences for which the energies E1 and E2 are
fixed. In other words, we pick a point in the 2D energy
distribution shown in Fig. 2. In order to obtain sufficient
statistics we actually select an energy window of ±0.8 eV
around the respective energies. This has been indicated by
the square boxes in Fig. 2 labeled �a� and �b�. We can now
proceed and plot the coincidence intensity as a function of
the in-plane momentum k� of the free electron. We have se-
lected two different regimes within the 2D energy distribu-
tion highlighted in Fig. 2 by the black squares. In case �a� we
are right at the onset of pair emission. Case �b� describes the
situation if emission below the highest occupied level is pos-
sible. In Fig. 3 we display the resulting momentum distribu-
tions. We would like to point out that all momentum plots
display a zero intensity at a position where the central col-
lector is positioned. The position and size of this blind spot
depend on the momentum of the free electron. For the plots
shown in Fig. 3 this blind spot is centered at k� =0 and has a
radius of �0.1 Å−1. In Fig. 3�a� the energies are E1
=5.5 eV and E2=9.5 eV �region �a� in Fig. 2�. We clearly
observe that the region k� =0 �outside the blind spot� is sur-
rounded by a region of diminished intensity. The intensity
increases for larger k� values and reaches a maximum for
k� �0.55 Å−1 and then falls off rapidly towards the edge of
the channelplate. A dramatically different situation is de-
picted in Fig. 3�b� where we select E1=5.5 eV and E1
=7.5 eV. Now the ring of enhanced intensity is essentially
gone. Energetically the sum energy E1+E2 has been reduced
from 15 eV to 13 eV. This energy difference allows for emis-
sion of a deeper-laying valence band electron or inelastic
scattering losses if the electrons originate from the top of the
valence band. Our results demonstrate the importance of in-

elastic scattering, which is very effective in destroying the
hole shown in Fig. 3�a�.

We may summarize our observations as follows: �i� If we
select the energies E1 and E2 such that the sum energy E1
+E2 has the largest possible value for pair emissions the 2D
momentum plots display a region of reduced intensity that is
centered around the fixed electron. �ii� If the sum energy is
below the maximum value, a more or less uniform momen-
tum distribution is the result.

IV. DISCUSSION

As we stated in the introduction, we expect each electron
to be surrounded by an xc hole. It can be easily shown within
the dipole approximation that a product of a single particle
wave function yields a zero DPE intensity. However, due to
the correlation/interaction such a product of wave functions
is not correct and a nonzero DPE intensity results when go-
ing beyond the single-particle picture.12 Therefore we can
explain the momentum distribution in Fig. 3�a� as a conse-
quence of the xc hole.

Such a notion is corroborated by the more thorough cal-
culation by Fominykh et al. on the double photoemission of
Cu�100�.8 They computed the in-plane momentum distribu-
tion �of the free electron� similarly to the plots shown in Fig.
3 for a photon energy of 42 eV and found that it exhibits a
reduced intensity until k� adopts a value of �1.4 Å−1. At this
point the intensity rises sharply by roughly an order of mag-
nitude. Shortly thereafter the intensity quickly returns to a
small value. The ring of enhanced intensity has a diameter of
2.8 Å−1 and a width of �0.2 Å−1. The important outcome of
the theoretical work is that the reduced intensity is a mani-
festation of the xc hole. Further, it was found that the DPE
intensity also displayed the crystallographic symmetry of the
surface. For NaCl we find the diameter of the reduced inten-
sity region to be �1.1 Å−1 if the energy of the free electron
is 9.5 eV, and this diameter is significantly smaller than the
theoretical value for Cu. Whether this difference is due to a
comparison between different materials �noble metal versus
insulator� is not clear. In that case we may take this as a hint
of a material dependence. We emphasize that the size of the
xc hole has been determined from the diameter of the
maximum-intensity ring, which is near the edge of the detec-
tor, hence it is possible that the ring is even larger. This view
is supported by the observation that the diameter increases
with the increasing energy E2 of the free electron �from 0.9
to 1.3 Å−1 for 7.5 to 13 eV� because the covered momentum
space of the detector becomes larger. According to theory the
xc hole shrinks if E2 is increased.8 Nevertheless, our key
observation of a region of reduced intensity due to the xc
hole remains valid and we quote the value for E2=9.5 eV. In
this context we would like to point out that we have per-
formed a similar series of experiments on a LiF�100� surface,
albeit excited by a primary electron gun.13 As an example of
the resulting momentum distributions we display in Fig. 4
the situation for a primary energy of 30.7 eV. The energies
E1 and E2 are 7.5 eV and 9.5 eV, respectively. With this
selection the sum energy has the highest possible value and
only pair emission without any inelastic scattering of the pair
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is possible. Further, we have chosen the same value of E2 as
that used in Fig. 3�a� in order to facilitate direct comparison.
We immediately notice that there is no qualitative difference
between Figs. 3�a� and 4. The study on LiF also showed that
inelastic scattering destroys the region of reduced intensity
similar to the plot in Fig. 3�b�. Although two different mate-
rials have been studied �NaCl versus LiF� their electronic
properties are very similar. Hence, we conclude that DPE �or
�� ,2e�� and �e ,2e� experiments give qualitatively similar re-
sults despite the fact that the underlying mechanisms bear
some significant differences. This point deserves further
comment. The calculation of Fominykh et al.8 did include
only those contributions to the intensity where two electrons
are ejected simultaneously upon absorption of a single pho-
ton. Energetically single photoemission is also possible
whereby the excited electron may be regarded as a primary
electron of an internal �e,2e� process. Experimentally we
cannot discriminate between these two channels. The ques-
tion arises what fraction these individual contributions make
to the total DPE intensity. A hint is given by another theo-
retical study of Fominykh et al.14 There they calculated the
DPE intensity for Cu�100� and Ni�100� surfaces as a function
of E1-E2 while keeping the sum energy E1+E2 constant at
the highest value possible �pair emission from EF�. They
showed that for Cu�100� the internal �e ,2e� process is much
less efficient compared to that for the Ni�100� surface, due to
the higher density of states �DOS� at EF for Ni.8 From this
study we learn that the contribution of the internal �e ,2e�
process does depend on the system. As far as NaCl and LiF

are concerned, we are not aware of a theoretical study deal-
ing with this aspect and hence we cannot comment on the
significance of this contribution to the total DPE intensity.
Nevertheless we conclude from our work that we have
mapped the xc hole via DPE. In contrast to theory we were
not able to resolve the crystallographic symmetry, which
may be due to insufficient statistics. An aspect not treated
theoretically so far is the sensitivity of the xc hole on inelas-
tic scattering, which is very effective in suppressing the
emergence of the xc hole as this study shows.

V. SUMMARY

We have shown that with momentum mapping of the DPE
intensity imaging of the xc hole is possible. We have deter-
mined the diameter of the xc hole to be �1.1 Å−1 �for E2
=9.5 eV� for a NaCl�100� surface. Qualitatively similar re-
sults can be achieved if a pulsed electron gun is used. A
larger angular acceptance would ultimately allow us to study
the material dependence of the xc hole. In order to disen-
tangle the exchange from the Coulomb part, experiments on
ferromagnetic surfaces with photons of different helicities
appear to be promising.
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Correlation Effects in Two Electron Photoemission
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Many-body effects in solids are ultimately related to the correlation among electrons, which can be
probed by double photoelectron emission. We have investigated the electron pair emission from a Cu(111)
surface upon photon absorption. We are able to observe for the first time the full extension and shape of a
depletion zone around the fixed emission direction of one electron. It has an angular extension of
�1:2 rad, which is independent of the electron energy.

DOI: 10.1103/PhysRevLett.98.257604 PACS numbers: 79.60.�i, 73.20.At

Photoemission has become an indispensable tool to
study the electronic properties of solids. Peaks in the
angle-resolved energy distributions are usually associated
with effective single-particle energies, which can be com-
pared with band structure calculations. High-resolution
photoemission has been able to discover effects of the
electron-electron interaction or coupling to other degrees
of freedom (e.g., phonons and spin waves). These show up
as so-called kinks in the dispersion E�k� curve [1]. A
different and more direct approach to study the electron-
electron interaction in solids is possible via double photo-
emission (DPE), which is the absorption of a single photon
followed by the simultaneous emission of an electron pair.
Within the dipole approximation, a noninteracting electron
system has a vanishing DPE intensity; therefore, a finite
DPE intensity requires a finite electron-electron interaction
[2]. The mutual influence of the electron motion is the
consequence of the Pauli principle and the Coulomb inter-
action. In fact, electrons tend to stay away from each other,
thereby creating a zone of reduced electronic charge
around each electron. This constitutes the concept of the
exchange-correlation (XC) hole [3,4]. It is important to
note that the XC hole also exists in momentum space [5].
The mutual influence among electrons is ultimately re-
sponsible for many-body effects such as magnetism, super-
conductivity, heavy fermions, etc. These ‘‘highly cor-
related’’ systems are the focus of intense research activ-
ities. The possibility to probe the XC hole via DPE exists,
as a theoretical treatment for a Cu(100) surface showed [6].
This is beyond the capabilities of single photoemission.
The experimental possibility to detect a finite DPE inten-
sity from solids has been demonstrated previously [7–11].
In this Letter, we show for the first time that the technique
of DPE has reached a status which allows the complete
mapping of the XC hole. This is of fundamental interest for
solid state theory; e.g., the XC hole is an integral part of the
local density approximation, which is a widely used and a
very successful description for solids [12]. We have studied
a Cu(111) surface and found that the XC hole can be
probed experimentally. It manifests itself as a depletion
zone in the angular distribution of the intensity. More
precisely, the emission direction of one electron is sur-

rounded by a reduced intensity of the other electron. The
size in angular space is �1:2 rad and independent of the
kinetic energy of the electrons. We have therefore proven
that the concept of the XC hole is an experimental reality.

Our experiment consists of 3 channel plate detectors; see
Fig. 1. These ensure a large angular acceptance, which is in
the drawing plane�1:57 rad; perpendicular to it,�0:4 rad
is available. Delay line anodes allow the determination of
the impact positions of electrons even if two electrons hit
the same detector. These events we term as ‘‘double hits,’’
whereas we refer to ‘‘single hits’’ if the electrons are
registered on different detectors. A pulsed photon source
was provided by the synchrotron radiation facility in Berlin
(BESSY II) operating in the single bunch mode; we used
beam line TGM 4. The time period between light pulses is
800 ns, while the flight times for 5 and 20 eV electrons are
72 and 36 ns, respectively. The photon energy was set to
50� 0:2 eV. The propagation direction of the linear po-
larized light has an angle of 32� with respect to the surface
normal. The polarization plane is in the drawing plane; see
Fig. 1. The electron energies are determined via the flight
times, where the time reference comes from the BESSY
bunch marker. A coincidence circuit ensures that only
electron pairs are detected. The ratio between true and
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FIG. 1. Sketch of the experimental apparatus.
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random coincidences is� 1. The single count rate is about
a factor of 500 higher than the coincidence count rate. The
spectrometer is part of an ultrahigh vacuum system
equipped with standard surface science tools. The impact
positions are characterized by two angles measured with
respect to the surface normal. The angle � is in the draw-
ing plane of Fig. 1, while � is perpendicular to the drawing
plane. Each coincident event is then characterized by
6 coordinates, namely, the individual energies and the
pair of angles � and �. The total time resolution is
approximately 1.4 ns. This will lead to an energy-
dependent energy resolution, which is 1.5 eV for 20 eV
electrons. We studied a clean and well-ordered Cu(111)
surface, which was prepared via Ar sputtering and anneal-
ing up to 800 K. The experiments were performed at room
temperature. The crystallographic ��211	 axis is in the
drawing plane of Fig. 1 and was fixed throughout the
experiment.

In the case of double hits, a meaningful label is to term
one electron ‘‘fast’’ and the other ‘‘slow’’ with the energies
Efast and Eslow, respectively. This implies that Efast >Eslow;
consequently we have to label single hits in the same
fashion.

We display the resulting 2D energy distribution contain-
ing both contributions in Fig. 2. The bar on the panel
defines the color code for the intensity, which is given in
counts. Further, we added equidistant contours to the plot
[13]. The onset of the DPE intensity occurs for a sum
energy Esum 
 Efast � Eslow � 40 eV, which amounts to
the photon energy minus twice the work function ( �
5 eV). If Esum decreases from the maximum value, we
note a steady increase of the intensity. For Efast > 20 eV,
most of the coincidence intensity is found for Eslow <
10 eV. In other words, there is a preference of one electron
being fast while the other is slow in this energy regime.

Individual 2D energy plots including only either single or
double hits reveal that this is due to the contribution of
double hits. Since those hits occur on the same detector, we
know that the trajectories of these electrons must include
smaller angles compared to single hits. This aspect will
become important later on. The ratio of single to double
hits is� 6. A 2D angular presentation of our data requires
the execution of several steps. First, we select values for
Efast and Eslow, respectively. In order to select enough
coincidence events, we allow an uncertainty in the energy
of�1:5 eV. This has been indicated by the circles drawn in
Fig. 2. Now we can derive the angular distributions of the
fast and slow electrons. These are not independent of each
other, since electron pairs are detected. We emphasize that
every fast electron has a slow counterpart. As an example,
we show in Fig. 3 the angular distributions for fast and slow
electrons centered at Efast 
 23 eV and Eslow 
 12 eV
[region (a) in Fig. 2]. Both distributions display the highest
intensity if the electrons leave the sample along the surface
normal. The intensity drops for increasing values of j�j.
The above energy selection for Efast and Eslow focuses on
the emission from the 3D states. Contributions from the
Shockley surface state were too weak to be identified in our
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FIG. 2 (color). 2D energy distribution of the DPE intensity
from a Cu(111) surface; the photon energy is 50 eV. One electron
is termed fast, whereas the other is called slow, with energies
Efast >Eslow. The two circles with radius 1.5 eV indicate energy
regions centered at Efast 
 23 eV (Eslow 
 12 eV) and Efast 

23 eV (Eslow 
 6 eV). Coincident events within these windows
are used for angular distributions of the coincidence intensity.

FIG. 3 (color). Angular distributions with Efast 
 23 eV and
Eslow 
 12 eV are displayed. (a) shows the 2D angular intensity
for the slow electron, whereas in (b) the same for the fast
electron is plotted. In (c), we plot the intensity for the slow
electron if the fast electron is constrained to be within the area
defined by the black circle of the center detector 2 in (b). From
(c), a line scan can be computed, which is plotted in (d). The
solid line is a guide to the eye, whereas the dashed vertical lines
mark the boundary of the fixed direction. The intensity is given
in counts, and the color code is on the right-hand side of the plot.
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experiments. In the next step, we impose a geometrical
constraint. We select only those fast electrons which leave
the sample within a narrow angular direction. As an ex-
ample, we have drawn a black circle in Fig. 3(b) which is
centered at � 
 � 
 0 rad. The emission direction is a
cone with an angle of 0.18 rad, which is the radius of the
circle in Fig. 3(b). In other words, we fix the direction of
the fast electron and ask for the intensity of the slow
electron around this direction. This is displayed in
Fig. 3(c) after normalization to the intensity of the slow
electron in Fig. 3(a). This procedure is necessary in order
to take into account varying detection efficiencies. It is
obvious that the intensity on the center detector is lower
than on the left and right detectors.

To emphasize the point and to improve the statistics, we
integrated the data along the � direction and show the
resulting line scan along the � direction in Fig. 3(d). The
vertical dashed lines mark the boundary of the allowed �
values of the fast electron. The solid line through the data
serves as a guide for the eye; the y axis is in arbitrary units
as a result of our normalization procedure. We applied the
same procedure for all line scans. Hence, direct compari-
son is possible. As already evident in Fig. 3(c), we observe
that the fast electron is surrounded by a reduced slow
electron intensity. We find that the intensity reaches a
constant value at a radius �� 1:2 rad, which is well inside
the angular range of our experiment. This is the experi-
mental manifestation of the exchange-correlation hole.
Such a behavior was theoretically predicted for DPE
from a Cu(100) surface [6]. The key observation is that
we are able to show the full extension and shape of the
depletion zone for the first time. It is, of course, possible to
fix the emission direction of the slow electron and deter-
mine the intensity map of the fast electron. The result of
such a presentation is qualitatively and quantitatively iden-
tical as far as the size of the depletion zone is concerned.
The depletion zone could be observed for different values
of Efast and Eslow, where the size was independent of the
selected energies. We will discuss below under which
circumstances we observe an almost vanished depletion
zone.

If we choose the fixed direction to be centered at � 

0 rad, the maximum angle of the counterpart cannot ex-
ceed 1.57 rad if they are to leave the sample surface.
However, it is possible to detect electron pairs whose
trajectories include larger angles and to study the angular
distribution. The significant advantage of our detection
scheme is the ability to select the emission direction of
one electron (either slow or fast) anywhere within the
angular acceptance. We demonstrate this in Fig. 4. The
fixed emission directions are defined by a circle in the 2D
angular distribution equivalent to Fig. 3(b), which again
has a radius of 0.18 rad. The center is at � 
 �1:0 rad for
Figs. 4(a) and 4(b); the case � 
 1:0 rad is depicted in
Figs. 4(c) and 4(d). The vertical dashed lines in Figs. 4(b)

and 4(d) mark the range of the allowed � values for the
fixed electron. We lose the information of the intensity for
� values on one side of the selected emission direction, but
we gain a larger angular range on the other side. In other
words, the maximum angle between the trajectories of the
fixed fast and slow electrons is larger in this direction.
Using the same procedure as before, we finally derive the
2D angular distribution of the slow electron around the
fixed direction of the fast electron. These are plotted in
Figs. 4(a) and 4(c). In the case of Fig. 4(a), we observe a
low intensity on the left detector, if we move to the center
detector the intensity has increased, and finally the inten-
sity on the right detector is smaller than on the center
detector. Again, improving the statistics via an integration
along the � direction is appropriate and gives a more
detailed view; the resulting line scan can be seen in
Fig. 4(b). Two important observations can be made. First,
we see that the intensity peaks at �� 0:2 rad, while the
‘‘fixed’’ electron is centered at ���1:0 rad. This means
that the angular size of the depletion zone is �1:2 rad, in
line with the result shown in Fig. 3(d). More importantly,

FIG. 4 (color). 2D angular distributions and resulting line
scans are shown for electron pairs with Efast 
 23 eV and
Eslow 
 12 eV. The direction of the fixed fast electron is cen-
tered at either � 
 �1 rad for (a) and (b) or � 
 1 rad for (c)
and (d). The line scans of the intensity maps in (a) and (c) are
plotted in (b) and (d), respectively. The solid lines are a guide to
the eye, whereas the dashed vertical lines mark the boundaries of
the fixed emission directions.
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we see that the coincidence intensity drops off again if the
angle between the two electrons is beyond �1:2 rad. An
equivalent situation is observed in Fig. 4(d) despite the
breaking of symmetry. We have to emphasize that the
photon beam hits the sample with an angle of 32�; see
Fig. 1. Therefore, we cannot a priori expect to observe a
symmetric behavior as we do. We can clearly see that the
reduced intensity regime follows the fixed emission direc-
tion. The falloff of the coincidence intensity for large
angles between the fast and slow electrons is expected,
because ultimately two electrons are not correlated if they
are well separated (in angular or momentum space).

Because of the size of the depletion zone, it is also
justified to allow the fixed direction to be rather large.
We have found no significant variation of the angular
size of the depletion zone for other values of Efast and
Eslow. This means that in momentum space the depletion
zone size will scale with the square root of the energy. It
would be desirable to compare our experimental depletion
zone size with theory. This is, however, beyond the capa-
bility of current solid state theory. Eventually, the com-
parison of theory and experiment of the depletion zone
may lead to an improved description of the exchange-
correlation hole in solids.

We would like to come back to the 2D energy distribu-
tion shown in Fig. 2. We have pointed out before that most
of the coincidence intensity occurs for Eslow < 10 eV. This
preference was mainly due to double hits. Detection on the
same detector implicitly means that the trajectories of the
electrons include small angles; hence, they are ‘‘close’’ to
each other. If we select the energies centered at Efast 

23 eV and Eslow 
 6 eV [region (b) in Fig. 2], we are
focusing on such events and ask how the angular distribu-

tions are affected. The result for the slow electron around
the fixed direction of the fast electron is plotted in Fig. 5.
We observe that the depletion zone has been ‘‘filled,’’ and
an almost constant intensity as a function of � is observed.
This filling of the depletion zone occurs gradually if we
varyEslow from 12 to 6 eV. More specifically, the size of the
depletion zone stays essentially constant, but the minimum
is filled up. A simple picture of the electron-electron
scattering, where the interaction between the electrons is
mediated by the Coulomb interaction, shows that if the
trajectories are forced to be close to each other, one elec-
tron is fast while the other is slow. In general, two electrons
tend to avoid each other (due to the Pauli principle and
Coulomb interaction), leading to the concept of the deple-
tion zone. Our experiments confirm this picture as long as
the individual energies Efast and Eslow are not too unequal
as just shown.

We conclude that we are able to fully map the depletion
zone. This statement constitutes the major achievement of
our work. We find for the depletion zone from electrons
originating from a Cu(111) surface a size of �1:2 rad
independent of the energy of the electrons. We also dis-
covered a correlation in energy space proven by an almost
disappearing depletion zone if the electron energies are
very unequal. The prospect of investigating the material
dependence of the depletion zone is promising.

We acknowledge the expert assistance by H. Engelhard
and D. Hartung. We thank the staff of the BESSY storage
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Abstract. Many-body effects in solids are related to the correlation among
electrons. This mutual interaction between the electrons can be probed
by electron pair emission spectroscopy. We have investigated the electron pair
emission from a LiF(100) surface upon excitation with low kinetic energy
electrons. Our angular distributions clearly show that the emission direction of
one electron is surrounded by a reduced intensity of the other electron. This
depletion zone of electronic intensity is a manifestation of the exchange and
correlation hole. We show that we are able to observe the full extension and shape
of the depletion zone. It has an angular extension of≈1.2 rad and is independent
of the electron energy. Additionally, we discovered that the angle between the
trajectories of the electrons has a profound effect on the two-dimensional energy
distribution.
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1. Introduction

Electronic transport is an integral part of modern technology, if we recall microelectronics for
example. First attempts to describe the phenomenon of electrical conductivity in metals can be
traced back to the work of Drude [1] and Lorentz [2]. The physical picture they devised was
based on the assumption that the electrons do not interact in the metal and that only elastic
collisions occur at the positions of the atoms. In an applied electrical field, these collisions
ensure that the velocity of the electrons converges to a constant value. This rather crude theory
gave a satisfactory explanation of the finite resistivity and the observed Ohm’s law. However,
the application of the classical kinetic gas theory failed completely to describe the behavior
of the specific heat. The linear temperature dependence of the electronic specific heat at low
temperatures could be accounted for in the so-called Sommerfeld theory [3]. Again electrons
were treated as independent and non-interacting particles, but the rules of quantum mechanics
were used, most important was the inclusion of the Fermi–Dirac statistics. Electrons in a solid,
however, do not move independently of each other, they experience a mutual force mediated
by the Coulomb interaction. Hence one would expect the independent electron picture to be an
inadequate description of electrons in a solid. This apparent contradiction could be resolved
by the fundamental work of Wigner and Seitz [4] and Slater [5], introduced more than 70
years ago. This can be understood by recalling that the Pauli principle demands that two
electrons cannot be at the same location if they have parallel spins. The Coulomb interaction
makes it energetically more favorable for electrons to be separated. The net effect is that each
electron is surrounded by a missing electronic charge, this electronic depletion zone has been
termed as the exchange-correlation (xc)-hole. The xc-hole has a spatial extension of the order
of a few ångström and amounts to exactly the charge of an electron. This means that over
distances larger than the size of the xc-hole each electron is screened from the other electrons.
Another description would be to regard the electron and the xc-hole as a ‘quasi-particle’ with
no charge. The work of Wigner and Seitz and Slater explains why the approximation of Lorenz,
Drude and Sommerfeld, namely a non-interacting electron gas, can give reasonable results.
However, it is clear that many-body phenomena like magnetism, superconductivity and heavy
fermions to name a few are beyond the independent electron picture. The determination of
the ground state wavefunction of interacting electrons in a macroscopic sample is a hope-
less task. A major breakthrough in the description of the ground state properties of condensed
matter was therefore the development of the density functional theory (DFT) [6]–[8]. It was
shown that the ground state energy is a functional of the electron density n(r), likewise all
other ground state properties are exactly described by the functionals of n(r). This concept can
be put into a computational scheme by the local density approximation (LDA) leading to the
Kohn–Sham equation, which formally looks like a Schrödinger equation of a single particle
moving in an effective potential [6]–[8]. An important contribution to this potential comes
from δExc/δn(r), where the functionalExc contains all features of the interacting electronic
system. Key quantities forExc are the pair correlation functiong(r , r ′) and the xc-hole (function)
nxc(r , r ′). The first quantity is the probability to find an electron at coordinatesr , when a second
is located atr ′ [4, 5, 9]. As discussed before,g is essentially constant (normalized to 1) except
for small distances|r − r ′

| of the order of a few ångström, whereg adopts smaller values.
The term xc-hole is linked to the pair correlation function vianxc(r , r ′) = n(r ′)[g(r , r ′) − 1].
Simply put, the LDA, a very successful description for condensed matter, incorporates the
xc hole. Different approaches have been put forward to improve the LDA calculations via
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different choices fornxc(r , r ′) [10]–[15]. It would be therefore desirable to access the key func-
tion nxc(r , r ′) via experiment. This is not yet directly possible, but we are able to measure the
angular distribution. Due to the electron–electron interaction, electrons will scatter from each
other while moving in the solid. Scattering is also the key to studying the electron–electron
interaction, and scattering experiments have a long tradition in physics. The angular
distributions of the projectile have been used to study the interaction between projectile
and target. We recall the landmark experiments by Rutherford and co-workers, their angular
distribution of the scatteredα particles led to the discovery that most of the mass of an
atom is confined in a small region of space. Clearly, studying the electron–electron interaction
via a scattering experiment is most appropriate [16]. Our experimental approach reflects this
argument and we excite the solid surface via a primary electron beam and measure the angular
distribution of the emitted electron pairs. Recent advances on the experimental side have made
it possible to address the aforementioned concept of the xc-hole [17, 18]. In this paper, we show
that it is experimentally possible to measure the full angular distribution of the electron pairs
ejected from a solid surface. Our studies highlight the fact that the xc-hole is an experimental
reality.

2. Experiment

Before we discuss our experiment in detail, a few general statements about our experimental
approach are in order. Our goal is to study the electron–electron interaction in solids and
the size of the exclusion zone or xc-hole. The most obvious experiment is to perform a
scattering experiment in the spirit of Rutherford. Applied to our situation, we need to study
the collision between two electrons after a primary electron hits the sample. We may term such
an experiment as an (e, 2e) process. The detection of electron pairs is a straightforward, although
experimentally demanding, extension of single electron spectroscopy. The following approaches
are conceivable, a transmission experiment would require a large kinetic energy of the primary
electron, of the order of 20–100 kV, to pass through a thin foil. Such experiments have been
indeed performed and have given useful insights into the spectral momentum density [19, 20].
The equivalent experiment in a reflection geometry is also possible, where the primary electron
has an kinetic energy of 300 eV [21]. Both approaches choose the kinematics such that the
scattered primary electron loses a small fraction of its kinetic energy, hence the second electron
has a much smaller kinetic energy than the scattered primary. Further the momentum transfer
of the primary electron is very small. This constitutes the so-called optical-limit, where the
primary electron acts like a photon [22]. This allowed comparison with photoemission results.
Over the past decade it has been demonstrated that experiments in a reflection geometry
employing primaries with energies of 30 eV are possible, which were not confined to the optical
limit [ 23]–[25]. In parallel to the experimental advances the theoretical description of the (e, 2e)
process made significant progress, too [24], [26]–[29]. The low kinetic energy reflection
geometry adapts better to our aims than the high kinetic energy transmission geometry. The
energy introduced to the system by the primary electron needs to be compared with the
energies relevant for electron–electron correlation. Within the Hubbard model, the strength
of the electron correlation is described by the parameter U, which is of the order of a
few electron volts. Clearly, the energetics of a transmission experiment is too high to be
sensitive to the electron–electron interaction in contrast to a low kinetic energy experiment.
The key for a successful reflection experiment is a high probability of reflection, which is
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Figure 1. Sketch of the employed geometries and definition of the angles
2 and8.

demonstrated by the widely used technique of low electron energy diffraction (LEED). The
primary electron is reflected back elastically, though energy losses via excitations of plasmons,
phonons, exciton etc are possible and have been observed in electron energy loss spectroscopy
(EELS). However, the contribution of the losses compared to the elastic peak is orders of
magnitude smaller. The key result is that one can regard the reflection experiment we perform
as a kind of transmission experiment through the topmost layers, where the reflected primary
beam has a well-defined energy and momentum. Clearly, such an experiment will have a small
cross-section: electrons in a solid try to avoid scattering from each other, up to ‘disguising’
themselves as neutral quasi-particles. This means that our experiments observe only that small
fraction of scattering events where two quasi particles come sufficiently close (i.e. less than
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the screening length) to ‘feel’ each other. In figure1, we provide a schematic view of our
time-of-flight (TOF) experimental set-up and the two geometries employed. The electron gun
uses a BaO cathode and with that the overall energy spread is 0.4 eV. The pulsing is achieved via
electro-static deflection of the electron beam across a small aperture within the gun. Pulse widths
of 0.5 ns can be achieved at a repetition rate of 2 MHz. The primary current on to the sample
is about 10−14 A. By performing LEED with our set-up the width of the diffraction spots are
defined by the angular divergence of the gun. This is usually expressed in terms of the transfer
width, we calculate a value of 140 Å−1. A coincidence circuit ensures that only electron pairs
emitted from the surface are being registered thereby suppressing the large contribution of single
electron emission. The TOF of the electrons depends on the energy and the emission direction,
since the latter defines the actual length of the flight path. When the two electrons forming the
pair leave the sample, they will have in general different energies and different flight paths.
Consequently the electrons will reach the detectors at different times. For example, an electron
of 30.7 eV (elastically scattered primary) has a TOF of about 30 ns, an electron with 2 eV (our
low kinetic energy cut-off) travels for about 110 ns. This means that the TOF difference of
electrons forming a pair has to be lower than 80 ns. The first electron to hit the detector will
define electronically a time window in which the second electron has to hit the detector. Only in
this case, we consider it to be a valid coincidence event. This concept only works if we ensure
that only one pair exists after the excitation. This can be realized experimentally by operating
with a low primary beam. We use for normal incidence of the primary electron beam two of
the detectors, which we label ‘left’ and ‘right’, respectively. The reason for this comes from
the fact that the sample surface partly blocks electrons from reaching the third detector. The
‘left’ and ‘right’ detectors are arranged symmetrically with respect to the primary beam and the
angular acceptance is±0.96 rad in the drawing plane and±0.4 rad perpendicular to it. For a
non-normal incidence, we employ three detectors, which increases the angular acceptance to
±1.57 rad in the drawing plane, while maintaining a value of±0.4 rad perpendicular to it. We
will label the detectors ‘left’, ‘center’ and ‘right’ in the following. Delay line anodes allow the
determination of the impact position of the electrons. Further, the detectors allow also to recover
the impact positions of coincident pairs even if they hit the same detector. These events we may
term as ‘double hits’, whereas we refer to ‘single hits’, if the electrons are registered on different
detectors. We determine the electron energies via the TOF, where the time reference comes from
the pulsed electron gun. The whole set-up is realized in an ultra-high vacuum chamber equipped
with standard surface science tools. We define a coordinate system, which has the origin at the
sample surface. They-axis is always parallel to the surface normal, where thex- andz-axes are
in-plane. We have chosen thez-axis to be perpendicular to the drawing plane of the geometries.
Each coincident event is then characterized by six coordinates, namely the individual energies
and pairs of angles2 and8. The total time resolution is approximately 1.8 ns. This will lead
to an energy-dependent energy resolution, which is 0.7 eV for a 10 eV electron. We studied a
LiF(100) surface, which was kept at a temperature of∼150◦C during the measurements
to maintain sufficient conductivity. Further, this temperature ensures a clean surface for
the duration of the experiment and the annealing of localized electronic defects. The low
coincidence count rate required a total acquisition time of∼500 h. An electron from the top
of the valence band of LiF needs an energy of∼13 eV to reach the vacuum level. Therefore, the
choice of a primary energy of 30.7 eV ensures that due to energy conservation only one valence
band electron and the scattered primary electron can leave the sample. The low kinetic energy
cut-off is 2 eV.
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Figure 2. The hit pattern of electron pairs is displayed, where the axes are the
directional cosines within the surface. The primary electron hits the surface
parallel to the surface normal with an energy of 30.7 eV. The pair of lines on
the ‘left’ and ‘right’ detector mark the boundary of narrow regimes. The center
has a distance of1 to the surface normal.

3. Normal incidence excitation

First, we studied the two-dimensional (2D)-energy distributions in the symmetric geometry,
where the incident electron beam hits the sample along the surface normal, see figure1 top.
Referring to the detector labeling, we named the electron energiesEleft andEright, respectively.
Implicitly means that we have focussed on ‘single’ hits only. In other words, for each ‘left’
electron there is a ‘right’ counterpart. We know for each coincident event in which direction the
individual electrons have left the surface. This emission direction can be characterized by two
coordinates and we choose the directional cosines within the surface, which we label asx and
z, respectively. In figure2, we display the hit pattern of the individual electrons of coincident
pairs as a function of the directional cosinex andz irrespective of the electron energies. The
incident electron beam has an energy of 30.7 eV. In this presentation the coincidence intensity
is almost uniformly distributed. It is now interesting to impose a geometrical constraint. More
specifically we allow only those emission directions of the ‘left’ and ‘right’ electron such that
the included angle between the electron trajectories is essentially fixed and ask for the impact
on the energy sharing. A major advantage of the current set-up is that the energy distribution
curves can be determined in a post-experiment analysis rather than placing a mask in front of
the detectors and performing experiments sequentially. As sketched in figure2, we define the
limited emission directions as follows. On each detector, we define narrow regions by a pair
of arcs. They are symmetrically arranged and the mean radius is given by the value of1, see
figure 2. The difference in radius between the smaller and the larger arc is fixed to 0.15. We
allow for a finite width in order to accept enough coincidence events for reasonable statistics.
We will consider only those coincidence events where the individual electrons fall within these
narrow regimes. We have selected two examples, namely the smallest included angle, this means
1 = 0.2. The largest included angle is obtained for1 = 0.7. We have plotted the resulting
2D-energy distributions in figure3. The bars on the right define the color codes for the intensity
given in counts. Further we added equidistant contours to the plots2. In the case of1 = 0.2,

2 In order to smooth the contour lines we employed a Gaussian filter.
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Figure 3. We show the 2D-energy distribution obtained from a LiF(100) surface
excited with 30.7 eV primary electrons. In panel (a), we plot the distribution for
1 = 0.2, whereas in panel (b) the result for1 = 0.7 is displayed.

we note immediately a very unequal energy sharing. Most of the coincidence intensity can
be found in two narrow bands parallel to theEleft and Eright axis resembling the shape of a
boomerang. Clearly one electron is essentially confined to energies below∼6 eV, whereas the
other electron energy can be as high as∼18 eV. This means if the included angle between the
electrons is small (1 = 0.2) one electron is ‘fast’ while the other is ‘slow’. If we allow the value
of 1 to increase this unequal energy sharing gradually disappears. For1 = 0.7 the 2D-energy
distribution is plotted in figure3(b). Now the coincidence intensity is essentially constant for
constant sum energiesEsum= Eleft + Eright. The coincidence intensity increases if the sum energy
Esum decreases. We learn from figure3 that electrons which are ‘close’ to each other have very
unequal energy sharing, whereas electrons separated by large angles display equal sharing. To
emphasize this point we show in figure4 so-called sharing contributions. These are obtained by
choosing a value forEsumand plotting the coincidence intensity as a function ofEright − Eleft. We
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Figure 4. Energy sharing distributions forEsum= 17.5± 1 eV. The curve
obtained for1 = 0.2 is labeled with (a), whereas (b) refers to1 = 0.7. The
vertical dashed lines indicate the positions of the maxima and minima of the
energy sharing. These are defined by the low kinetic energy cut-off.

selectedEsum= 17.5± 1 eV, which is the highest possible value ofEsum for pair emission with
a primary beam of 30.7 eV. The curve labeled (a) in figure4 is obtained from the data shown
in figure3(a), which implies1 = 0.2. Likewise curve (b) refers to1 = 0.7. The maximum of
curve (a) displays two pronounced maxima atEright − Eleft ≈ ±12 eV. The minimum of curve
(a) is atEright − Eleft ≈ 0 eV and has about half of the intensity of the maxima. It is important
to emphasize that the maxima of the sharing function are a result of our low kinetic energy
cut-off. We stated above that this value is 2 eV, with this in mind and the chosen maximum sum
energy of 17.5 eV, the cut-off occurs atEright − Eleft = ±13.5 eV. These energy values have been
indicated by the vertical dashed lines in figure4. With a smaller cut-off the sharing distribution
would increase further and only if the kinetic energy of one of the electrons approaches zero
would the intensity drop. Curve (b) on the other hand shows that the intensity is more uniform
though a minimum atEright − Eleft ≈ 0 eV can be still observed.

4. Non-normal incidence excitation

In the case of ‘double’ hits a meaningful label is to term one electron ‘fast’ and the other ‘slow’
with the energiesEfast andEslow, respectively. This implies thatEfast > Eslow, consequently we
have to label ‘single’ hits in the same fashion. We display the resulting 2D-energy distribution
(‘single’ and ‘double’ hits) in figure5. The bar on the panel defines the color code for the
intensity, which is given in counts. Further we added equidistant contours to the plot3. It is
apparent that the coincidence intensity is highest in a wedge-shaped region withEslow < 4 eV
and Efast < 10 eV. This can be rephrased by saying that there is a preference for one electron
being ‘fast’ while the other is ‘slow’. Individual 2D-energy plots including only either ‘single’
or ‘double’ hits reveal that this is due to the contribution of ‘double’ hits. Since those hits occur
3 In order to smooth the contour lines we employed a Gaussian filter.
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Figure 5. 2D-energy distribution obtained from a LiF(100) surface excited
with 30.7 eV primary electrons. One electron of the pair is ‘fast’, whereas
the other is ‘slow’ with energiesEfast > Eslow. The two circles with radius
0.75 eV indicate energy regions centered atEfast = 11 eV (Eslow = 6 eV) and
Efast = 11 eV (Eslow = 3 eV). Coincident events within these windows are used
for 2D-angular plots.

on the same detector we know that the trajectories of these electrons must include smaller angles
compared to ‘single’ hits. This aspect will become important later on.

We continue with a 2D-angular presentation of our data. This representation requires the
execution of several steps. First, we select values forEfast and Eslow, respectively. In order to
select enough coincidence events we allow an uncertainty in the energy of±0.75 eV. This has
been indicated by the circles drawn in figure5. After the energy selection, we can derive the
angular distributions of the ‘fast’ and ‘slow’ electrons. These are not independent of each other,
since electron pairs are detected. We would like to emphasize that every ‘fast’ electron has a
‘slow’ counterpart. As an example we show in figure6 the angular distributions for ‘fast’ and
‘slow’ electrons centered atEfast = 11 eV andEslow = 6 eV (region (a) of figure2). The intensity
is given in counts and the color code is on the right-hand side of the plot. Both distributions
display the highest intensity if the electrons leave the sample along the surface normal. The
intensity drops for increasing values of|2|. We add that the single electron distribution is
essentially identical4. In the next step, we impose a geometrical constraint. We select only those
‘fast’ electrons, which leave the sample within a narrow angular direction. As an example, we
have drawn a black circle in figure6(b), which is centered at2 = 8 = 0 rad. The emission
direction is a cone with an angle of 0.18 rad, which is the radius of the circle in figure6(b). In
other words, we fix the direction of the ‘fast’ electron and ask for the intensity of the ‘slow’
electron around this direction. We obtain the intensity map of the ‘slow’ electron displayed
in figure 6(c) after normalization to the intensity of the ‘slow’ electron in figure6(a). This
procedure is necessary in order to take into account varying detection efficiencies. It is very
clear that the intensity on the center detector is lower than on the left and right detectors. To
emphasize this point and to improve the statistics we integrated the data along the8 direction
and show the resulting 1D angular distribution along the2 direction in figure6(d). The vertical
dashed lines mark the boundary of the allowed2 values of the ‘fast’ electron. As already evident

4 We can determine the single electron distribution by integrating overallEslow values for a given value ofEfast.
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Figure 6. Angular distributions with Efast = 11 eV and Eslow = 6 eV are
displayed. Panel (a) shows the 2D-angular intensity for the ‘slow’ electron,
whereas in panel (b) the same for the ‘fast’ electron is plotted. In panel (c), we
plot the intensity for the ‘slow’ electron if the ‘fast’ electron is constrained to be
within the area defined by the black circle of the center detector 2 in (b). From
panel (c) a line scan can be computed, which is plotted in panel (d). The solid
line is a guide to the eye, whereas the dashed vertical lines mark the boundary of
the fixed direction.

in figure 6(c), we observe that the ‘fast’ electron is surrounded by a reduced ‘slow’ electron
intensity. This is the experimental manifestation of the xc-hole [17, 18]. The key observation is
that we are able to show the full extension and shape of the xc-hole. The solid line through the
data serves as guide for the eye, they-axis is in arbitrary units as a result of our normalization
procedure. This procedure is the same for all 1D angular distributions to be shown, which
facilitates direct comparison. We find that the intensity reaches a constant value at a radius
2 ∼ 1.2 rad, which is well inside the angular range of our experiment. The position of the
maxima may serve as a measure of the xc-hole. It is of course possible to fix the emission
direction of the ‘slow’ electron and to determine the intensity map of the ‘fast’ electron. The
result of such a presentation is qualitatively and quantitatively identical as far as the size of
the depletion zone is concerned. The depletion zone could be observed for different values of
Efast andEslow, where the size was independent of the selected energies. We would like to add
that we performed some additional experiments utilizing a fourth detector, which was positioned
below the ‘center’ detector, see figure1. These experiments confirmed that the reduced intensity
around the fixed emission direction of one electron is also present in the direction perpendicular
to the drawing plane of figure1. We will discuss below under which circumstances, we observe
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Figure 7. 2D-angular distributions and resulting line scans are shown for electron
pairs with Efast = 11 eV and Eslow = 6 eV. The direction of the fixed ‘fast’
electron is centered either at2 = −1 rad for panels (a) and (b) or2 = 1 rad for
panels (c) and (d). The line scans of the intensity maps in (a) and (c) are plotted
in panels (b) and (d). The solid lines are a guide to the eye, whereas the dashed
vertical lines mark the boundaries of the fixed emission directions.

no xc-hole. The significant advantage of our detection scheme is the ability to select the emission
direction of one electron (either ‘slow’ or ‘fast’) anywhere within the angular acceptance. We
selected two other emission directions for the ‘fast’ electron. These directions are defined by
a circle in the 2D-angular distribution equivalent to figure6(b), which again has a radius of
0.18 rad. The center is either at2 = −1.0 rad for figures4(a) and (b), the case2 = 1.0 rad is
depicted in figures7(c) and (d). The vertical dashed lines in figures7(b) and (d) mark the range
of the allowed2 values. We lose the information on the intensity for2 values on one side of
the selected emission direction. However, we gain a larger angular range on the other side. In
other words, the maximum angle between the trajectories of the fixed ‘fast’ and ‘slow’ electron
is larger in this direction. With the help of the same procedure as employed before we can finally
derive the 2D-angular distribution of the ‘slow’ electron around the fixed direction of the ‘fast’
electron. These are plotted in figures7(a) and (c). In the case of panel (a) we observe a low
intensity on the left detector, if we move to the center detector the intensity has increased and
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finally the intensity on the right detector is smaller than on the center detector. Again improving
the statistics via an integration along the8-direction is appropriate and gives a more detailed
view, the 1D angular distribution can be seen in figure7(b). Two important observations can be
made. First, we see that the intensity peaks at2 ∼ 0.2 rad, while the ‘fixed’ electron is centered
at 2 ∼ −1.0 rad. This means that the extension of the depletion zone is∼1.2 rad in line with
the result shown in figure6(d). More importantly, we see that the coincidence intensity drops
off again if the angle between the two electrons is beyond∼1.2 rad. An equivalent situation is
observed in figure7(d) despite the breaking of symmetry. We have to emphasize that the primary
beam hits the sample with an angle of 32◦, see figure1. Therefore, we cannota priori expect
to observe a symmetric behavior as we do. A closer inspection of the line scans in figures6
and7 reveal a hint of symmetry breaking. In figure6(d) the maximum for negative2 values is
slightly larger than for positive2 values (3.8 versus 3.4 arbitrary units). Comparing figures7(b)
and (d) shows that the maximum for negative2 values is larger than the maximum for positive
2 values (4.1 versus 4.5 arbitrary units). We can clearly see that the reduced intensity regime
follows the fixed emission direction. As an example of a vanished xc-hole we display in figure8,
the intensity of the ‘slow’ electron as a function of2. The fixed emission direction of the ‘fast’
electron is located at the center detector like the case depicted in figure6(b). The energies
are centered atEfast = 11 eV andEslow = 3 eV, respectively. These are the events which are
located within region (b) in the 2D-energy plot of figure5. This choice ensures that we are in
the regime where there is a preference of one electron being ‘fast’ while the other is ‘slow’.
We have explained this to be due to the 2D-energy distribution of the ‘double’ hits. In this
case the trajectories of the electrons include small angles, hence they are ‘close’ to each other.
This is consistent with the effect of a geometrical constraint on the 2D-energy distribution as
discussed in section3. It was observed that if the electrons are forced to be close to each other
(1 = 0.2) one electron carried most of the available kinetic energy. If we consider now the
emission direction of either ‘fast’ or ‘slow’ fixed, the counterpart shows additional intensity for
trajectories close to the fixed emission direction. The net effect is that the xc-hole will be ‘filled’
and an essentially constant intensity as a function of2 is observed. This filling of the xc-hole
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occurs gradually if we varyEslow from 6 to 3 eV. More specifically the size of the xc-hole stays
essentially constant, but the minimum is filled up. This observation is directly linked to the
2D-energy distribution of coincidence events. Additionally, we point out that 3 eV electrons are
part of the secondary electron tail. These electrons have encountered more than one collision
event. The net result is then that the coherence with the ‘fast’ electron is lost. Consequently,
we should not expect to observe a depletion zone. From the above made comments it becomes
obvious that the vanishing depletion zone is not related to the difference in sum energy of the
data shown in figures6 and 8, respectively. As a matter of fact choosingEfast = 14 eV and
Eslow = 3 eV, where the sum energy is identical to the data plotted in figure6, still yields no
depletion zone.

5. Discussion

From the experimental data obtained in the symmetric geometry, we learn that the angle between
the trajectories has a strong influence on how the available energy is shared among the electrons.
We found that if this angle is small the electrons tend to avoid having the same kinetic energy
and most of the coincidence intensity is found for one electron having most of the energy of the
pair, see figures3 and4. On the other hand, for large angles between the trajectories we observe
a more equal energy sharing. A simple picture of the electron–electron scattering, where the
interaction between the electrons is mediated by a screened Coulomb interaction, shows that if
the trajectories are forced to be close to each other one electron is ‘fast’ while the other is ‘slow’.
The introduction of a screened Coulomb potential follows (within the concept of the xc-hole)
from the missing electronic charge surrounding each electron (due to the Pauli principle and
Coulomb interaction). This is a valid approach following the experimental evidence employing
the non-normal incidence geometry. The angular distribution of the coincidence intensity around
the fixed emission direction of one electron clearly shows a depletion zone, see figures6 and7.
Our angular acceptance of the instrument is large enough to fully map this region. This fact
constitutes the major advance of our work. Due to the size of the depletion zone, which is about
1.2 rad, it is also justified to allow the fixed direction to be rather large (0.18 rad). We have
found no significant variation of the angular size of the depletion zone for other values ofEfast

and Eslow. This is also true for data sets obtained with different excitation energies. Of course
this means that in momentum space the depletion zone size will scale with the square root of the
energy. The size of the depletion zone is a measure of the electron–electron interaction inside
the solid. It would be desirable to compare our experimental depletion zone size with theory.
This is, however, beyond the capability of current solid state theory. Experimentally, we plan
to systematically study the depletion zone for different materials. For example, how does the
present result of an insulator compare with a typical metal, e.g. Cu? In general two electrons
tend to avoid each other leading to the concept of the xc-hole. Our experiments confirm this
picture as long as the individual energiesEfast andEslow are not too unequal as just shown.

6. Summary

The concept of the xc-hole was introduced more than 70 years ago and is an essential part
of modern solid state theory. Our results clearly demonstrate that it is an experimental reality
beyond being an important theoretical concept and shows up as a depletion zone in the angular
distribution of the coincidence intensity. Specifically, we have proven that we can fully map
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the depletion zone in angular space. We find for the size obtained from electrons originating
from a LiF(100) surface a value of≈1.2 rad independent of the energy of the electrons. We
also discovered a correlation in energy space proven by the disappearance of the xc-hole if the
electron energies are very unequal. It would be now a challenge for theory to use our angular
distributions results and solve the so-called inverse problem of scattering. In other words, to
derive the scattering potential, which essentially is the key functionnxc(r , r ′). This may serve
as a basis for an improvement of the DFT beyond the LDA.
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We studied the electron pair emission from a Cu�111� surface upon photon absorption. We found that the
energy sharing depends on the angle between the trajectories of the two emitted electrons. The angular
distribution of the coincidence intensity displays a zone of reduced intensity, if the emission direction of one
electron is fixed. We are able to observe the full extension and shape of this depletion zone. It has an angular
extension of �1.2 rad, which is independent of the electron energy. This depletion zone is a manifestation of
the exchange-correlation hole. The experimental results are discussed in connection with a detailed theoretical
description.

DOI: 10.1103/PhysRevB.77.235434 PACS number�s�: 79.60.�i, 73.20.At

I. INTRODUCTION

Electrons will not move independently through a solid but
will experience a mutual influence in their motion, which is
mediated by the Coulomb interaction and the Pauli principle.
This leads to an important concept of solid theory, namely,
the exchange-correlation �xc� hole,1–3 which states that elec-
trons tend to stay away from each other. This creates a zone
of reduced electronic charge around each electron. The mu-
tual influence among electrons is ultimately responsible for
many-body effects in samples, which display magnetism, su-
perconductivity, heavy fermions, etc. These “highly corre-
lated” systems are the focus of intense research activities.
The electronic properties of solids can be accessed via pho-
toemission. In particular, angle-resolved energy distributions
allow comparison with band structure calculations. Usually,
one discusses peaks in the intensity distributions within an
effective single-electron picture. Recent advances in the
angle and energy resolution have made it possible that pho-
toemission allows us to observe the effects due to many-
body interactions. These so-called kinks in the E�k� curve are
the result of the electron-electron �ee� interaction or the cou-
pling to other degrees of freedom.4 An alternative way to
investigate the electron-electron interaction in solids is of-
fered by the technique of double photoemission �DPE� or
�� ,2e�, which is the absorption of a single photon followed
by the simultaneous emission of an electron pair. Within the
dipole approximation a noninteracting electron system has a
vanishing DPE intensity, therefore a finite DPE intensity re-
quires a finite electron-electron interaction.5 The possibility
to probe the xc hole via DPE exists, as a theoretical treat-
ment for a Cu�100� surface showed.6 This is beyond the ca-
pabilities of single photoemission. The experimental possi-
bility to detect a finite DPE intensity from solids has been
demonstrated previously.7–11

In this work we present our experimental results on the
double photoemission from a Cu�111� surface. We will show
that the angle between the trajectories of the two emitted
electrons determines how the photon energy is shared. Fur-

thermore we will demonstrate that the complete mapping of
the xc hole is possible.

II. EXPERIMENT

In Fig. 1 we provide a schematic view of our time-of-
flight experimental setup and the two geometries employed.
Our experiment consists basically of three channel-plate de-
tectors. If the incident photon beam is parallel to the surface
normal, we use two of these �see Fig. 1�a��. For this sym-
metric arrangement the angular acceptance is �55° in the
drawing plane and �20° perpendicular to it. The second ge-
ometry, for an angle of 32° of the photon beam with respect
to the surface normal, has an increased angular acceptance of
�90° in the drawing plane �Fig. 1�b��. Delay line anodes
allow the determination of the impact positions of the elec-
trons. It is possible to recover the impact positions of coin-
cident pairs even if they hit the same detector. These events
we may term “double hits,” whereas we refer to “single hits,”
if the electrons are registered on different detectors. Further
details of the experimental setup can be found elsewhere.12

As a pulsed photon source serves the BESSY storage ring
operating in the single bunch mode at beamline TGM 4. The
data to be presented have been obtained during the maximum
available single bunch time of a year, which amounts to
about 20 days. Therefore only one photon energy could be
selected, which was set to ��=50�0.2 eV. The polariza-
tion plane of the linear polarized light is in the drawing plane
�see Fig. 1�. The electron energies are determined via the
flight times, where the BESSY bunch marker is taken as the
time reference. The total time resolution is approximately 1.4
ns. This will lead to an energy dependent energy resolution,
which is 1.5 eV for 20 eV electrons. A low kinetic-energy
cutoff is provided by a retarding mesh right in front of each
channel plates. A grounded mesh placed immediately in front
of this retarding mesh ensures a field-free region along the
flight path. A coincidence circuit ensures that only electron
pairs are detected. The spectrometer is part of an ultrahigh
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vacuum system equipped with standard surface science tools.
We define a coordinate system, which has the origin at the
sample surface �see Fig. 1�c��. The y axis is always parallel
to the surface normal, whereas the x and z directions are in
the surface plane and are orthogonal to each other. Specifi-

cally the crystallographic �2̄11� direction is in the drawing
plane of Fig. 1, which we define to be the x axis. In order to
specify the emission direction of the electrons, we compute
the two in-plane components of the momentum. In order to
compare the emission directions of electrons with different
kinetic energies, we finally calculate the normalized compo-
nents of the in-plane momentum. These are nothing but the
directional cosines, which we label by X and Z, respectively.
Each coincident event is then characterized by six coordi-
nates, namely, the individual energies and the individual val-
ues of X and Z. We studied a clean and well-ordered Cu�111�
surface, which was prepared via Ar sputtering and annealing
up to 800 K. The experiments were performed at room tem-
perature. Prior to the discussion of the data, a few technical
aspects have to be clarified. As defined above, single hits
constitute events where for example one electron is regis-
tered on the “left” detector, whereas the other hits the “cen-
ter” or “right” detector. In this case there is a well-defined
way to label the electrons, namely, according to the detector

they hit. It is obvious that this cannot be extended to double
hits, since both electrons would get the same label. This
leaves certain arbitrariness for plotting the data. This can be
avoided if we use a label of either “fast” or “slow” where the
distinction comes from the difference in the kinetic energy,
namely, Efast�Eslow. Since we want to combine double hits
and single hits, we employ the same labeling for the latter,
too. Another important aspect is the fact that the detection of
double hits with the same kinetic energy is not possible.

III. DOUBLE PHOTOEMISSION IN NORMAL
INCIDENCE

In our presentation we start with the experimental results
obtained with normal incidence of the photons. As described
in the experimental part, we use two detectors in this case,
which we may label left and right, respectively. We further
consider only single hits, this means only coincidence events
where the two electrons hit different detectors are registered.
In Fig. 2 we plot the coincidence intensity as a function of
the sum energy Esum=Eleft+Eright. The vertical dashed line
marks the energy position of the maximum sum energy
Emax=40 eV imposed by energy conservation, since the
work function of the Cu�111� surface ��5 eV� has to be

FIG. 1. Schematic view of the experiment and
the two different geometries used. The polariza-
tion plane of the linear polarized light is in the
drawing plane. The photon energy was set to
50�0.2 eV.
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subtracted twice from the photon energy of 50 eV. It is ap-
parent that the pair emission is governed by a contribution
located at Esum�35 eV. We recall that the center of gravity
of the Cu 3d band is roughly 2.5 eV below the Fermi level
EF, hence we identify the peak at 35 eV with the pair emis-
sion from the Cu 3d bands. It is well known that the Cu�111�
surface possesses also a Shockley surface state at the �̄
point.13 This state is energetically located in the interval EF
and EF−0.4 eV. From Fig. 2 we conclude that with the
present apparatus and its current limited resolution it is not
possible to identify the emission from the surface state. The
data shown in Fig. 2 is derived from an integration over the
whole accessible angular range, even though the shape of the
spectrum has a weakly angular dependence. The background
of the intensity distribution of Fig. 2 and its extension above
Esum=40 eV is related to so-called random coincidences.
The emission of a single photoelectron is significantly more
likely �by a factor of �103� than the emission of an electron
pair upon absorption of a single photon. If a pulse containing
two photons hits the sample, the emission of two single pho-
toelectrons is possible. The coincidence logic cannot dis-
criminate between these events and genuine pair emission.
The only option one has is to lower the primary intensity,
which in turn �due to the Poisson statistics� will increase the
probability of finding one photon in a pulse compared to
more than one. Two single photoelectrons are not correlated
since they originate from two independent excitation pro-
cesses. For single photoelectrons, energy conservation has to
hold, too. This means that the maximum kinetic energy with
respect to the vacuum level is the photon energy minus the
work function. In our case this amounts to a maximum value
of 45 eV. The maximum sum energy of an uncorrelated pair
amounts to twice the value. This means if a Esum spectrum is
plotted, the intensity can extend up to 90 eV. Of course a
genuine electron pair for our experimental conditions cannot
have an energy beyond 40 eV.

In Fig. 3 we display the hit pattern of the individual elec-
trons of coincident pairs as a function of the normalized in-
plane momentum �or directional cosine�. One interesting as-
pect is how the available energy is shared between the

electrons, in particular, if we impose geometric constraints.
In order to address this point we select regions on the detec-
tors left and right whose boundaries are given by the pair of
arcs. The width of these regions is 0.15, and the centers have
a distance to the origin given by the value of ���. We ask now
how the energy of the two ejected electrons is distributed.
This is best done by using a two-dimensional �2D� represen-
tation, where the axes are the individual kinetic energies.
This we call in the following a 2D energy distribution. The
result is shown in Fig. 4 for �=0.2 and �=0.7, respectively.
Converted into angles, we constrain the mean angle between
the trajectories to be either 23° or 89°, respectively. The
dashed diagonal lines in both plots indicate the position of
those events, which has a sum energy of 35 eV. We recall
from Fig. 2 that at this energy a prominent pair emission
occurs. In panel �a� we observe for �=0.2 a boomeranglike
distribution. The onset of pair emission at Esum=40 eV oc-
curs for very unequal energies, which means one of the elec-
trons carries most of the energy. This preference of one elec-
tron being fast while the other is slow also occurs for
decreasing sum energy. In general the coincidence intensity
increases if Esum decreases. The situation for �=0.7 is dif-
ferent as inspection of Fig. 4�b� shows. The onset of pair
emission at around Esum=40 eV is not confined to those
electrons that have very unequal energies but occurs for all
energy combinations with very similar probability. If we re-
duce Esum to 35 eV, we note that the intensity remains con-
stant for as long as the energies are outside the regions 20
	Eleft/right	30 eV and Eright/left	10 eV. From these obser-
vations we learn that the prominent emission at Esum
=35 eV occurs for unequal energy sharing and preferably
for large values of �. In other words the trajectories of the
electrons have a large angle. We can emphasize the point if
we compute the so-called sharing functions. For a given
value of Esum one computes the coincidence intensity as a
function of Eleft−Eright, which is done for �=0.2 and �
=0.7 while keeping the sum energy fixed at 35 eV, which
defines the pair emission from the 3d states. We allowed an
uncertainty of 3 eV, which reflects the width of the peak at
Esum=35 eV. The resulting graph is shown in Fig. 5. These
sharing curves will be discussed further in the theoretical
section.
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FIG. 2. Plot of the Esum distribution of the �� ,2e� experiment.
The vertical dashed line is the energy position of the highest pos-
sible sum energy, which follows from energy conservation. A pro-
nounced emission at 35 eV can be noticed.
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IV. 2D MOMENTUM CONTRIBUTIONS

In this section we want to discuss momentum distribu-
tions of the coincidence intensity. More specifically, we want
to know what impact a fixed emission direction of one elec-
tron has on the momentum distribution of the other electron.
For this we used the geometry where the incident photon has
an angle of 32° with respect to the normal �see Fig. 1�b��.
This mode also includes the detection of double hits, which
are events where both electrons are registered on the same
detector. A first hint of the angular distribution can be ob-
tained by an inspection of the 2D energy distributions, which
we discuss separately for single and double hits. For the
latter the angle between the trajectories of the electron are
confined to values between 0° and �52°. For single hits the
angle can be up to 180°. With this in mind we display the 2D
energy distributions in Fig. 6 as a function of Efast and Eslow.
As a guide to the eye, we added contour lines to both plots
representing equidistant levels. In the case of double hits
these contour lines surround areas that are elongated along
the x axis. Most of the intensity is confined in an area, for
which Eslow is below 7 eV. Contrary to this the fast electron

can have any value consistent with energy conservation. This
unequal energy sharing was also observed in Fig. 4�a� al-
though it was not as pronounced. We recall that the geometri-
cal constraint imposed onto the trajectories ��=0.2� amounts
to an average angle of about 46°. Clearly for double hits, the
trajectories are closer on average. From this we learn that the
smaller the angle between trajectories the more pronounced
the unequal energy sharing becomes.

FIG. 4. �Color� 2D energy distributions for �=0.2 in �a� and
�=0.7 in �b�. The intensity is given in counts. We added equidistant
contours and employed a Gaussian filter. The dashed diagonal line
in both plots indicates the emission at Esum=35 eV.
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If we look at the 2D energy distribution for single hits, a
different picture emerges. The intensity level is about a fac-
tor of five higher compared to the double hits. This in retro-
spect justifies that the omission of double hits in the normal
incidence geometry was warranted. Since we know that the
trajectories for single hits can be up to 180°, we learn that
electrons prefer to avoid each other. This statement will be
confirmed and discussed more in details below. Apart from
the intensity levels, we also note a different distribution of
the coincidence intensity for single hits. Unlike the double
hits a very unequal energy sharing is not present. Here the
contour lines surround more triangular areas. Similar to the
situation depicted in Fig. 4�b�, we note a drop in intensity if
the electron energies are becoming more equal. After the
discussion of the energy distributions, we move on to the
momentum distribution of the coincidence intensity. In order
to facilitate comparison of electrons with different energies,
we will use the normalized in-plane components �or direc-
tional cosine�. These we will label with X and Z, respec-
tively. We obtain the momentum distributions if we execute
the following steps. First we select energies of the fast and
slow electron, sufficient statistics require that the selected
energies include also those events, where the energies are
within 1.5 eV of the chosen values. After this step is com-
pleted, we obtain the 2D momentum distributions of the fast
and slow electron. These are not independent of each other,
we emphasize that every fast electron has a slow counterpart.
In Fig. 7�a� and 7�b� the distributions for fast and slow elec-
trons centered at Efast=23 eV and Eslow=12 eV are plotted.
The intensity is given in counts and the color code is on the
right-hand side of the plot. Both distributions display inten-
sity in the forward direction, which increases if the momen-
tum increases. It is now interesting to look only at those
events where the fast electron is detected in a narrow region.
Such a constraint is indicated by the circle displayed in Fig.
7�a�, which has a radius of 0.15 around the origin. One can
rephrase this by saying that we fix the emission direction of
the fast electron and ask for the intensity of the slow electron
around this direction. The result is displayed in Fig. 7�c� after
normalization to the intensity of the slow electron in Fig.
7�a�. Varying detection efficiencies demand such a proce-
dure. It is very clear that the intensity on the center detector
is lower than on the left and right detectors. The coincidence
intensity has a minimum, which is centered around X=0. The
minimum is rather broad and only for �X��0.4 the coinci-
dence intensity starts to increase. At around �X��0.8 the in-
tensity starts to saturate. We can state that the slow electron
tends to avoid the fast electron, which is the experimental
proof of the existence of the xc hole. This is in line with our
previous observations where we performed DPE measure-
ments on a NaCl�100� surface.11 The instrument used at the
time had an angular acceptance of 34°. If we convert this
into directional cosine, the value is 0.55. With this instru-
ment we were able to observe the central part of the xc hole
but could not see a saturation of the coincidence intensity for
large momentum values. In other words, we were not able to
determine the full size of the xc hole. However, our new
instrument has a larger acceptance angle and that makes it
possible to determine the full extent. It is of course possible
to fix the direction of the slow electron and determine the

intensity map of the fast electron. The result of such a pre-
sentation is qualitatively and quantitatively identical as far as
the size and shape of the xc hole is concerned.

V. THEORETIC DESCRIPTION

In this section we analyze our data from a theoretical
point of view. For the calculation of the �� ,2e� spectra of the
Cu�111� surface, we employ the correlated two-particle layer
Korringa-Kohn-Rostoker method that we described in details
elsewhere.6,14–17 In brief description, two ab initio computed
single-particle electronic states are coupled via the exchange
and the screened Coulomb interaction. The latter is approxi-

FIG. 7. �Color� The panels display the following distributions,
where the electrons have the energies Eslow=12�1.5 eV and Efast

=23�1.5 eV, respectively: Panels �a�–�c� shows 2D distributions
of the coincidence intensity where the axes are the components of
the normalized in-plane momentum. In panel �a� we plot the for the
fast electron, whereas in panel �b� the same for the slow electron is
plotted. In panel �c� we plot the intensity for the slow electron if the
fast electron is constraint to be within the area defined by the black
circle of drawn in panel �a�. The color coding indicates the intensity
measured in counts. Panel �d� is the intensity profile obtained from
�c� upon integrating the intensity for all Z values for a given value
of X.
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mated by its form in the long-wavelength limit and results in
a generic dependence of the computed spectra on the ener-
gies and the emission directions of the photoelectrons. This
model is supposed to describe only elastic two electron ion-
ization so that energy-loss processes are not included and
their contribution to the DPE signal can be a source of dif-
ference between theory and experiment. Here, we present
calculations for the photon energy 50 eV. The sum energy is
E1+E2=35 eV. These values correspond to the peak posi-
tion in experimental spectrum shown in Fig. 2. The involved
initial electronic states are in the energy window EF to
Emin=EF−5 eV, which covers most of the Cu�111� d band.
To contrast photoemission from the d band with that from
surface states, a better experimental resolution is needed.
Theoretically, this has been done in Ref. 17. As the photo-
electron energies are measured with respect to the Fermi
level, we have EF=−5 eV, and the energy conservation im-
plies Esum−�=EF+Emin. The sum energy of the pair is then
between Esum=30 and 40 eV �constant sum energies are in-
dicated by the dashed diagonal line in Fig. 4�.

In Fig. 8�a� we present theoretical energy sharing distri-
butions at three different angles: 
1,2=10° ,25° ,40°. Here
the symmetric coplanar geometries 
1=−
2=
 and �1=�2
=0 �Fig. 1, upper scheme� are used. To account for experi-
mental uncertainty in angles and energies, we performed ad-
ditional calculations and then average them within the do-
main �
=5°, ��=20°, and �E=2 eV �Fig. 8�b��.
Inspection of averaged distributions demonstrates that first
the intensity grows upon increase in interelectron angle �cf.
10° and 25° curves� because very small angles are sup-
pressed by the Coulomb repulsion. Further increase in angle
�cf. 25° and 40°� leads to the intensity falloff. In our model
this effect is explainable in terms of strong directional depen-

dence of ee interaction: at large angles electrons become
nearly independent and hence the DPE probability rapidly
decreases.

Another observation is that strong repulsion at small
angles prevents equal energy sharing between electrons. This
is reflected, for example, in the shift of the position of the
main intensity peaks in Fig. 8�a� and 8�b� for 
=10° and 

=25°; while at 25° electrons have almost the same kinetic
energies, at 10° their energies tend to relate approximately as
1 is to 2.5. However, this is only a simple hand-waving ar-
gument, whereas the detailed structure of the distributions
depends on the peaked structure of the k-resolved density of
initial electronic states, as well as on the scattering on the
lattice. As for the detailed comparison with the measured
values, we concluded that a definitive statement should await
further progress in refining the experimental resolution.

To present a more extensive analysis of the electronic
correlation in DPE process, we calculate the full set of en-
ergy sharing distributions at constant total energy E1+E2
=35 eV for all possible interelectron angles. Again, we
chose the symmetric coplanar geometries 
1=−
2=
 and
�1=�2=0 �Fig. 1, upper scheme�. Data are arranged in a
form of the 2D map where the horizontal coordinate is again
the energy difference �E1−E2� in electron volt and the verti-
cal coordinate is angle 
. The pattern in Fig. 9 shows that in
the present model the appreciable DPE intensity can be ex-
pected up to the values of 
�40° �80° between electrons�. In
general, we also observe a weak intensity for less correlated
geometries, i.e., very large mutual angles of very asymmetric
energy sharing. On the other hand the pair correlation carves
a hole �the exchange and correlation hole� in the DPE inten-
sity when the two electrons are emitted in close vicinity in
momentum space. What we observe in Fig. 9 is, however, a
structured hole. This is a result of two further factors: When
varying 
 or E1−E2 one scans through the �two particle�

FIG. 8. �Color� The �� ,2e� energy sharing probability: �a� cuts
through the 2D intensity map at 
=10°, 25°, and 40°; �b� sharing
distributions same as in �a� additionally averaged over the azi-
muthal angle ���=20°�, polar angle ��
=5°�, and kinetic energy
��E1,2=2 eV� according to the typical experimental uncertainty
values. Included are also the experimental results.

FIG. 9. �Color� The �� ,2e� energy-angular correlation map: the
intensity �color line� as a function of the energy sharing �E1−E2�
and the angle between ejected electrons. The Cartesian coordinates
are specified according to Fig. 1 so that y axis is normal to the
surface and yz plane is a mirror plane. The photon energy is 50 eV,
normal incidence, and is linearly polarized along x. The detection
geometry is coplanar symmetric: electrons are emitted in xy plane,
their polar angles are kept equal, 
1=−
2=
, and serve as a vertical
coordinate of the plot.
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initial momentum spectral density of the surface whose
peaked structures are then reflected in the DPE intensity. In
addition, the emitted electrons experience strong diffraction
from the lattice, depending on their wave vectors and the
crystal orientation. Energy-angular correlation map in Fig. 9
yields an estimate for the extent of correlation angle �the
interelectron angle most favorable for the DPE events, also
identified with the radius of the so-called Coulomb correla-
tion hole�. Choosing, for example, a pair of electrons with
E1=10 eV and E2=25 eV, we find that maximal intensity
for �E=15 eV corresponds to the relative angle 
1+
2
=20°. Combination of closer kinetic energies E1=20 eV and
E2=15 eV results in larger correlation angle 
1+
2=45°.

To compare with the angular distributions shown in Fig.
7, we plot �Fig. 10� the DPE intensity as a function of the
emission direction of one electron. Both kinetic energies and
the emission direction of the second electron are fixed. The
DPE intensity depends on angular coordinates according to
two opposite trends. Interelectron angle has to be small
enough to provide sufficiently strong interaction. On the
other hand, this angle cannot be very small because of the
Coulomb repulsion. Competition between these trends ex-
plains the depletion region and then the cloud of high coin-
cidence signal around the position of the fixed electron �de-
picted by the full red circle Fig. 10�. The threefold surface
symmetry becomes apparent in the DPE intensity for high
symmetric scattering geometry �left panel in Fig. 10�. Going
away from such symmetric situation �moving the fixed elec-
tron along z axis�, the intensity circle becomes nonsymmetric
and its shape is determined in a nontrivial manner by diffrac-
tion, correlation, and initial-state spectral density effects.
These trends are also confirmed by another theoretical
approach.18

VI. SUMMARY AND FINAL REMARKS

We have studied the process of electron pair emission
from a Cu�111� surface. We excited the specimen with 50 eV

photons. We found that the pair emission shows a prominent
contribution from the Cu 3d states. Most of this intensity is
found for unequal energies of the electrons and a large angle
between the trajectories. Participation of surface states could
not be identified. Experiments with different photon energies
may enhance the contribution of the surface state compared
to the bulk states. Theoretical calculations support the first
trend about unequal energy sharing but give a lower estimate
for the angle at which the emission intensity is maximal.19

We illustrate this by the energy-angular correlation map,
which allows us to trace spatial and energy aspects of �� ,2e�
process simultaneously on the same plot. The momentum
distribution of the coincidence intensity revealed that the
depletion zone around the fixed emission direction of one
electron can be fully mapped. The origin of this is due to the
xc hole. In this context it is worthwhile to mention the rela-
tion to the two-particle intensity interferometry experiments
based on the Hanbury Brown–Twiss effect,20–23 which leads
to enhanced or decreased �also called bunching or antibunch-
ing� detection probability of respectively two close bosons or
fermions. This phenomena relies purely on the symmetry and
shows up for noninteracting quantum particles, e.g., photons
or neutral atoms. In our experiment �and theory� this effect is
present and shows up as a part of the exchange hole. On the
other hand, as we demonstrated above, our spectra are domi-
nated in addition by the interparticle interaction. A separation
between the spin-induced and the Coulomb-induced features
in the spectra entails the use of spin-resolved detectors. De-
velopments in this direction are currently under way.
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FIG. 10. �Color� The �� ,2e� angular distributions for the pair of slow �12 eV� and fast �23 eV� electrons projected on the normalized
surface-parallel momentum plane xz. The photon energy is ��=50 eV, normal incidence, p polarized. Fast electron is fixed in the position
of the red spot. In panel �a� we show the full 2D momentum distribution if the fixed electron is at X=Z=0. Panels �b�–�d� show the resulting
distribution if the fixed electron moves along Z direction: Z=0.2, 0.3, and 0.5 while keeping X=0.
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Abstract
We studied positron–electron pair emission from a LiF(100) surface following excitation by a
positron beam with a kinetic energy of 85 eV. We show for the first time that emission of
time-correlated positron–electron pairs occurs.

1. Introduction

Intense experimental and theoretical effort has been invested
over recent decades to understand the mutual interaction of
electrons in a solid that underlie phenomena such as magnetism
and superconductivity. In recent years it has been demonstrated
that information about the correlation between a pair of
electrons in the solid can be recovered from the observed
momenta of the pair of electrons emitted from the surface
upon photon or electron impact [1–10]. Experimental advances
have only recently overcome the inherent challenge in such
correlation spectroscopy that lies in the small probability of
detecting two particles produced by a single event.

Interactions between electrons in a solid are due to
Coulomb and exchange interactions, the role of which was
discussed in seminal papers by Wigner and Seitz [11] and
Slater [12]. Notably, we have been able to directly observe
the so-called exchange–correlation hole [8–10], a direct
manifestation of Coulomb and exchange interactions that leads
to a region of reduced electron density surrounding each
electron. As Slater pointed out, the two contributions to the
exchange–correlation hole may be different. Disentangling
their effects is possible when one of the interacting electrons
is replaced with its antiparticle, the positron. As positrons
and electrons are distinguishable particles the Pauli principle
does not apply and their interaction is solely Coulombic. This
can be realized experimentally by measuring the momenta of
an electron and positron emitted from a surface upon positron
impact.

The differences and common features of electron emission
from metallic surfaces upon the impact of low energy

positrons or electrons has been discussed by Berakdar [13].
Berakdar also first considered theoretically positron–electron
pair emission upon the impact of low energy positrons
and diffraction of the positron–electron pair, illustrating
how distinguishability of the electron and positron leads
to differences between the angular distribution of electron–
positron pair emission upon positron impact and electron–
electron pair emission upon electron impact.

In order to establish the feasibility of studying angular
distributions one has to establish that correlated positron–
electron pair emission from a surface does occur. Further,
it must be determined whether the pair emission occurs with
significant probability. In this brief report we will demonstrate
that this is indeed the case.

2. Experiment

The experiment was performed at the positron beamline
NEPOMUC (NEutron induced POsitron source MUniCh)
located at the research reactor FRM-II in Garching [14, 20].
A beam of moderated positrons with kinetic energy of 85 eV
(with respect to the vacuum level) was magnetically guided to
the end of the beamline. There the beam was extracted from
the magnetic field through an aperture in a magnetic shield and
focused by electrostatic optics onto a LiF(100) crystal. The
crystal and optics were mounted in an UHV chamber. The
positron beam at the sample was aligned and characterized
using a multichannel plate detector with a phosphor screen that
was positioned in the plane imaged by the transfer lenses of
two hemispherical analyzers (Scienta R4000). The FWHM of
the beam at the sample position was approximately 1 mm. The

0953-8984/08/442001+05$30.00 © 2008 IOP Publishing Ltd Printed in the UK1
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primary positron flux was estimated to be 5 × 104 s−1 from
the rate of positron annihilation at the sample measured using
a pair of gamma detectors to detect in coincidence collinear
gamma rays. This was the highest positron intensity achievable
at the time. The energy width (FWHM) of the positron
beam was estimated from the width of the elastic peak to be
approximately 4 eV.

LiF(100) was chosen as a target for this experiment
because, in contrast to metals, its wide band gap prohibits
an electron emitted from the valence band from losing a
continuous range of energy below the band gap energy by
electronic excitations. Experience with electron pair emission
upon electron impact has shown that this leads to a region
of low inelastic contributions in the spectrum that improves
the ability to distinguish pair emission from the valence
band [8, 9, 15]. The interaction of positrons with LiF has
also been studied [16, 17]. Furthermore, previous experience
has shown that a clean LiF(100) is easily prepared and when
held at 150 ◦C contamination accumulating on the surface in
vacuum is minimal and electrostatic charging of the surface is
effectively mitigated.

As illustrated in figure 1, the primary positron beam was
directed along the LiF(100) surface normal. The electron–
optical axes of the analyzer input lenses were symmetrically
arranged in the scattering plane with a separation of 90◦
such that the angle with respect to the surface normal was
45◦ for each one. One analyzer was configured to detect
electrons while the other was configured to detect positrons
by reversing the polarity of the voltages applied to the lens
elements and analyzer components. We optimized the voltages
applied to the analyzer transfer lens elements to provide high
transmission of low kinetic energy electrons or positrons with
large pass energies. Although it is possible, for the present
first experiment the lenses were operated in a mode that does
not preserve the angular information of the detected particles.
An energy range of approximately ±5% of the pass energy
is measured simultaneously by using a spatially resolving
detection scheme. With the analyzers set to a mean energy
of 30 eV and a pass energy of 300 eV it was possible to
detect electron–positron pairs for which the kinetic energy of
the positron Ee+ and of the electron Ee− were in the range 15–
45 eV and the sum energy of the pair Esum = Ee+ + Ee− was
in the range 30–90 eV.

The detectors consisted of a pair of multichannel plates
(MCP) in a chevron configuration together with a resistive
anode. The same detection scheme was employed for electrons
and positrons, except that for the detection of positrons the
front MCP was negatively biased with respect to a mesh placed
in front of it. There is little information available regarding
the efficiency of positron detection by MCP, although there
are various reports of using channeltron detectors for positrons
(e.g. Goodyear and Coleman [18]). It is reasonable to assume
that it is comparable to the electron detection efficiency
because the detected signal in both cases results from an
electron avalanche initiated with significant probability by
secondary electrons when the electron or positron impacts the
MCP surface.

A conventional coincidence circuit was used to ensure that
only positron–electron pairs were detected and to distinguish

Figure 1. Simplified diagram of the experiment employing two
hemispherical analyzers. A primary positron beam is focused onto a
LiF(100) surface at normal incidence. The optical axis of each of the
transfer lenses are symmetrically positioned in the same plane as the
positron beam such that positrons or electrons were detected with a
mean angle of 45◦ with respect to the surface normal.

those that were emitted during a single process on the basis
of the time interval between detection of a particle at each of
the two detectors. The time interval between the detection of a
particle on one detector and the arrival of a second particle on
the other detector is measured from signals originating from
the multichannel plates that are digitized after amplification
and constant fraction discrimination.

Correlated pairs, or true coincidences, are emitted during
a single process that occurs on a timescale much shorter
than the experimental time resolution. The process of most
interest that produces correlated pairs is a single scattering
event. Multiple scattering events may also occur on a
timescale much smaller than the instrumental time resolution.
These can generally be distinguished on the basis of the
energy of the pair. The measured time interval between
the detection of particles comprising a correlated pair shows
a finite distribution over a time range that is characteristic
of the instrument time resolution. Uncorrelated pairs, or
accidental coincidences are also detected. These involve
two particles which originate from different ionization events,
predominantly from electrons emitted following interaction
with two different primary positrons. The significance of such
events is minimized by using a low primary positron intensity
because their rate shows a quadratic dependence on the primary
flux, whereas the rate of true coincidences shows a linear
dependence. However, the rate of accidental coincidences
can also be simply distinguished without varying the primary
flux as they are detected with a randomly distributed time
interval. Therefore we recorded events for which a pair was
detected within a time interval of 150 ns to allow the accidental
rate to be estimated and the true coincident rate to be clearly
distinguished. We have verified this approach and the correct
performance of the instrument by studying the electron pair
emission via electron impact both in the laboratory and after
installation of the spectrometer at the NEPOMUC beamline.
A more detailed account of the instrument will be given
elsewhere [19]. The total data acquisition time for the positron
experiment was 62 h.

2
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Figure 2. Intensity versus arrival time differences for all detected
electron–positron pairs (open circles) and for a subset of the same
data that includes only pairs for which the positron and electron were
detected with kinetic energy greater than 20 eV (solid circles). The
peak in the data is indicative of time-correlated pair emission of
positron–electron pairs upon impact with 85 eV positrons.

3. Results

In figure 2 we show the time interval distribution for all
detected positron–electron pairs (open circles). A clear peak is
present on an essentially constant background. We emphasize
that the presence of this peak is evidence of correlated emission
of positron–electron pairs from the LiF(100) surface. The area
of the peak is a factor of about 20 larger than the area of the
background upon which it is superimposed. This very high
ratio clearly suggests that an acceptable ratio of true to random
coincidences would be maintained with much higher primary
positron intensity. The FWHM of the peak, approximately
10 ns, is determined by the time resolution of the instrument,
which includes a kinetic energy dependence due to variations
in the flight time from the sample to the detector. No attempt
has been made to correct the data for this effect as it is
accompanied by a flight-time dependency on the angle at which
a particle is emitted, and more significantly, on the angle at
which the particle enters the hemispherical analyzer. The
width is in good agreement with that observed for electron
pair emission upon electron impact from the same surface
under similar conditions. Our electron–optical simulations also
confirm this interpretation qualitatively and quantitatively. To
facilitate the discussion that follows we have also shown in
figure 2 the time interval distribution for a subset of data that
includes only data for which both the electron and positron
were detected with a kinetic energy greater than 20 eV. The
peak in this data is slightly narrowed and shifted with respect
to the peak for the complete data in accordance with energy
dependence of the coincidence timing.

We now turn our attention to the energy distribution of the
time-correlated electron–positron pairs. The detected intensity
of positron–electron pairs increases rapidly from sum energy
Esum = Ee+ + Ee− of approximately 60 eV toward lower
sum energy. However, our interest lies in the positron–electron

Figure 3. (a) Energy distribution of positron–electron pairs emitted
from LiF(100) upon 85 eV positron impact. The intensity indicates
the number of correlated pairs detected for each electron and positron
energy combination. Only part of the total energy range measured is
shown. (b) The positron–electron pair sum energy (Esum) distribution
which is the integrated intensity along a 10.3 eV wide strip centred
along the line Ee+ = Ee− shown in (a). E1 and E2 label respectively
the maximum sum energy for correlated pair emission and the
maximum sum energy available to pair if a participating particle
loses energy by an electronic excitation that transfers a valence
electron into the conduction band.

energy distribution at higher sum values that are associated
with elastic processes involving electrons in the LiF valence
band. For analysis of the energy distribution in this region we
consider only events for which the time difference is within
±10 ns of the peak centroid in the subset of the data for
which Ee+ and Ee− are both greater than 20 eV, i.e. the data
within the peak shown with solid circles in figure 2. This
selection contains very few accidental coincidences. A two-
dimensional energy spectrum, Ee+ versus Ee− , constructed
from the selected events is shown in figure 3(a). A weak ridge
can be seen that along Esum ≈ 72 eV. This feature, labelled E1

in figure 3(a), is the central result of this work. It is revealed
more clearly in figure 3(b) which shows the integrated intensity
along a 10.3 eV wide strip centred along the line Ee+ = Ee− ,
indicated by the solid white line in figure 3(a), against the sum
energy Esum = Ee+ + Ee− .
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The significance of the feature at 72 eV in the sum energy
distribution can be understood from a simple consideration
of energy conservation that requires that the maximum sum
energy for correlated positron–electron pairs to be given by
the primary positron energy minus the energy required to
emit an electron from the top of the valence band. Because
the conduction band is close to the vacuum level in LiF, the
latter quantity is essentially the band gap, which is 13.0 ±
0.4 eV [7]. Therefore the upper limit for Esum in the present
experiment is 72 eV, which is in close agreement with the
position of the peak in the sum energy distribution. The
peak can therefore be attributed to scattering events that
involve an 85 eV primary positron with an electron from
the top of the valence band. A corresponding feature is
observed in the sum energy distribution of electron pairs under
electron impact with the same apparatus and with previous
experiments [15]. We emphasize that this feature is not
observed in single particle spectroscopy because the energy of
the single electrons detected is not constrained by the energy
conservation condition described above. The feature at 72 eV
sum energy in the present experiment is therefore the definitive
evidence that correlated positron–electron pairs are emitted
from a surface under positron impact.

The continuously increasing intensity below about 60 eV,
excluded from figure 3, can be attributed to inelastic processes.
If an electronic excitation transfers a valence electron into the
conduction band, the maximum sum energy available will be
reduced by the band gap energy of 13–59 eV. This position
is labelled E2 in figure 3. The inelastic processes that slow
a positron implanted in wide band gap materials like LiF have
been broadly discussed in the context of positron remission and
positronium emission [17, 21, 22]. It is generally accepted that
positron energy loss is dominated by production of collective
electronic excitations and by electron–hole pair and exciton
formation until the positron energy falls below the band gap
and these processes are no longer energetically possible [17].
As with electrons, a low kinetic energy positron beam also
undergoes diffraction at a crystal surface [16, 21, 23, 24]. The
intensity of a Bragg peak observed for a positron energy close
to that of our primary beam has been reported to be only about
0.1% of the primary intensity [16]. This is consistent with
our own observations and partly explains the relatively low
intensity of the peak at Esum = 72 eV in the energy spectrum
shown in figure 3.

The charged particle optics and detection scheme
employed in the experiment allow the emission angle of the
detected particles to be measured simultaneously with the
kinetic energy, albeit with significant reduction in detection
efficiency. Such a mode of operation, which is of course
necessary for a momentum resolved pair emission experiment,
was not used because beamtime was limited and countrates
were low. Our experience with electron–electron pair emission
shows that counting statistics will generally impose a practical
limit on the effective energy and angular resolution. This is
because the energy and angular distribution recorded by one
detector must be partitioned in such a way that each partition
includes sufficient data to allow statistically meaningful
analysis of the corresponding (coincident) distribution seen

by the second detector. To achieve an acceptable effective
energy and angular resolution we require an increase in count-
rate and acquisition time. The data indicate that we would
have measured an acceptable ratio of true coincidences to
accidental coincidences with a primary positron intensity a
factor of twenty greater. We are currently in the process of
improving our experimental apparatus to make this possible
while minimizing the positron beam area (which affects
energy and angular resolution). It has been demonstrated that
NEPOMUC beamline can deliver substantially more intensity
than we require [25]. We conclude that a momentum resolved
experiment is therefore viable.

4. Summary

We have shown that the correlated emission of positron–
electron pairs from solid surfaces occurs. Upon impact with
85 eV positrons, positron–electron pairs were detected from
a LiF(100) surface with a weak peak in the pair energy
distribution at approximately 72 eV that is attributed to the
primary positron scattering with an electron from the top
of the valence band. These observations demonstrate the
viability of performing momentum resolved measurements of
the positron–electron pair distribution upon positron impact.
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[25] Hugenschmidt C, Löwe B, Mayer J and Piochacz C

2008 Nucl. Instrum. Methods Phys. Res. A 593 616–8

5

101



102



physica status solidi, 11 May 2009

Sensing the electron-electron
correlation in solids via double
photoemission

F.O. Schumann *, C Winkler, and J. Kirschner

Max-Planck Institute of Microstructure Physics, Weinberg 2, 06120 Halle, Germany

Received XXXX, revised XXXX, accepted XXXX
Published online XXXX

PACS 79.60.-i, 73.20.At, 79.60Bm, 73.20.-r

∗ Corresponding author: e-mail schumann@mpi-halle.de, Phone +49-345-5582616, Fax +49-345-5511223

We discuss the electron pair emission from surfaces upon
the absorption of a single photon, also called double pho-
toemission (DPE). This experiment is particular sensitive
to the electron-electron interaction, because for indepen-
dent electrons the DPE intensity is zero. We outline the
experimental development of this technique over the past
decade. Going beyond the mere detection of pairs we ad-
vanced the instrumentation, we are able to measure the
kinetic energies and emission angles of a wide angular
acceptance.

We will show how the available energy is distributed
among the electrons and how the angular distributions
look like. The latter enabled us to make contact to an
important concept of modern solid state theory, namely
the exchange-correlation hole. We demonstrate that the
exchange-correlation hole manifests itself in a depletion
zone of the coincidence intensity around the fixed emis-
sion direction of one electron. The experiments were
performed at the synchrotron facilities BESSY I and
BESSY II.

Copyright line will be provided by the publisher

1 Introduction In electronic systems which contain
more than one electron the interaction between electrons
plays an important role. The origin of the mutual influ-
ence is due to the Pauli principle and the Coulomb inter-
action. The additional term in the Schrödinger equation
describing the electron-electron interaction makes an an-
alytical solution impossible. Therefore one has to resort to
approximations and appealing ones are those, which em-
ploy an effective single particle picture. As an example one
may consider the He atom, the simplest two-electron sys-
tem besides the H2 molecule. If one completely neglects
the electron-electron interaction in the description one ob-
tains for the energy required to double ionize a He atom
a value of 108.8 eV. For this determination we make use
of the known exact solution of the H atom. This value
is different by a large margin from the experimental ob-
servation. Using photons for excitation to ionize the He
atom and to liberate the two electrons an energy in ex-
cess of 79 eV is required. An improved description can
be formulated if one makes use of the intuitively clear as-
sumption that each electron is located near the nucleus.

This in turn means that each electron does not experience
the full Coulomb potential of the nucleus. We expect that
effectively each electron will screen to some extent this
bare Coulomb potential. Consequently one replaces the nu-
clear charge Z=2 by Z=2-S, where the parameter S de-
scribes the amount of screening. By doing so we have in-
cluded the electron-electron interaction in an approxima-
tion, while maintaining in a formal sense an independent
electron picture. For this model an analytic solution is pos-
sible, again we make essentially use of the known result
for the H-atom. Adopting a value of S=0.656 one obtains
good agreement with experiment as far as the energy re-
quired to ionize and double ionize the He atom is con-
cerned.

The treatment of an electronic system with a large num-
ber of electrons becomes rapidly more complex than the
atomic case. There exist a variety of so-called many body
effects, which are the manifestation of the electron-electron
interaction. Ferromagnetism and superconductivity may suf-
fice as examples. In a ferromagnet the spins at different
lattice sites align parallel to each other, which is due to

Copyright line will be provided by the publisher
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Figure 1 Pair correlation function g(x) for the free (non-
interacting) electron gas, where x equals kF r. The solid line
shows the dependence for parallel spins, while the dashed line is
for antiparallel aligned spins. The shaded area is a measure of the
charge missing around the vicinity of an electron. This amount
equals exactly one elementary charge and is called the exchange-
hole.

the exchange interaction between the electrons, which is
essentially the Coulomb interaction modified by the Pauli
principle. Likewise electrons forming a Cooper pair inter-
act (within the BCS theory) via electron-phonon coupling.

Nevertheless we start to discuss the simplest model for
describing a metallic solid, namely the free electron gas.
There one neglects the Coulomb interaction and hence the
electrons move independently from each other. Despite the
fact that this picture has to be a crude approximation, it
contains very important features. For the development of
the solid state theory it was a great success of this model
that it was able to predict the temperature dependence of
the electronic specific heat correctly. In context of our work
another feature of the free electron model is of relevance.
Although the global charge distribution is uniform within
this model it turns out that the charge distribution around
each electron is not uniform. In order to elaborate on this
it is now instructive to pose the question what is the prob-
ability to find one electron at location r1, while the other
is at r2 and how does it vary with the difference vector
r1 − r2 between them. The free electron gas is isotropic,
hence only the length of the distance vector r = |r1 − r2|
is of relevance. We have to distinguish parallel (↑↑) and an-
tiparallel (↑↓) alignment of spins. The entity we are look-
ing for is the so-called pair correlation function g↑↑(r) and
g↑↓(r), respectively. For parallel spins we know immedi-
ately from the Pauli principle that the two electrons with
the same spin cannot be at the same location. For very large
distances we expect to find with certainty another electron,
after all there are electrons in this model, which are de-
scribed by plane waves. Consequently what is left to do

is to determine the length scale over which the probability
rises from 0 to 1. The calculation of g↑↑(r) is straightfor-
ward and was first reported by Wigner and Seitz [1], it can
be found in solid state physics textbooks, e.g. [2]. It turns
out that the natural variable is the term kF r in which kF is
the Fermi momentum, the result for g↑↑ is:

g↑↑(x) = 1− 9 · (sin(x)− x · cos(x))2
x6

(1)

with x = kF r. We have plotted this result in fig.1 as the
solid line. We notice that g↑↑ rapidly increases and at about
x =4 has essentially approached one. We recall that for
metals typical values for kF are of the order 1-2 Å−1.
This means that over a length scale of a few nearest neigh-
bors g↑↑(r) has the value 1. For antiparallel spins the re-
sult for g↑↓(r) is particularly simple since it has a con-
stant value of 1, which is drawn as dashed line in fig.1.
The Pauli principle does not prohibit two electrons to be
at the same location if the spins of the electrons are dif-
ferent. From this evaluation of the pair correlation function
it becomes apparent that each electron is surrounded by a
reduced electron density compared to the global average

Figure 2 Schematic behavior of the pair correlation function g(r)
for an interacting electronic system following the idea of Slater
[3]. In panel a) we plot g(r) for parallel (solid curve) and antipar-
allel (dashed curve) spin alignment. In panel b) we show the av-
erage of the two functions. The shaded area is a measure of the
charge missing around the vicinity of an electron. This amount
equals exactly one elementary charge and is called the exchange-
correlation hole.

Copyright line will be provided by the publisher
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of the free electron gas. The area of the shaded region of
fig.1 is a measure of this and it turns out that exactly one
electron charge is missing, which is also known as the ex-
change hole. From this we learn an important fact, namely
that each electron is effectively screened for distances more
than a few lattice constants away. If we consider an elec-
tronic system including the Coulomb interaction we ex-
pect that also electrons with antiparallel spins to avoid each
other. The schematic behavior of the pair correlation as a
function of the distance between the electrons is depicted
in fig.2, where made use of the ideas suggested by Slater
[3]. As for the case of non-interacting electrons g↑↑(r)
vanishes if r=0, while g↑↓(r) is strongly reduced from the
value 1. It is intuitively clear that it is energetically not fa-
vorable for electrons to be close to each other, although
it is not forbidden as for the case of electrons with parallel
spins. The average of the g↑↑(r) and g↑↓(r) distributions is
shown in panel b) of fig.2. This curve describes the proba-
bility to find an electron of any spin around a fixed electron
and the net result is that each electron is surrounded by a
reduced electronic charge. The shaded area is a measure
of the missing charge and one finds that exactly one elec-
tronic charge is missing. In this context we talk about the
exchange-correlation (xc) hole. From this discussion we
learn that a more appropriate description of the electron-
electron interaction is to use a screened Coulomb potential
of the form V∼ 1

r e
r
λ rather than the bare Coulomb inter-

action. In this context the screening length λ is a measure
of the lateral dimension of the xc-hole. This concept of the
exchange-correlation hole was introduced in seminal pa-
pers by Wigner & Seitz and Slater more than 70 years ago
[1,3,4]. It is important to point out that this concept is an
integral part of modern solid state theory. Within the frame-
work of the density functional theory one employs often
the so-called local density approximation (LDA). Essen-
tially all many-body effects of the interacting electron sys-
tem are cast into the so-called exchange-correlation energy
functional. For this one usually uses the expression for an
interacting electron gas, which incorporates the exchange-
correlation hole. There are strong theoretical efforts under-
way, which aim to derive a more accurate description be-
yond the LDA. Central to these activities is the pair correla-
tion function.

The properties of matter are ultimately determined by
the electronic properties. A spectroscopic means to study
the electronic properties is photoemission. In particular,
angle-resolved energy distributions allow comparison with
band structure calculations. Usually, one discusses peaks in
the intensity distributions within an effective single-electron
picture. Recent advances in the angle and energy resolu-
tion have made it possible that photoemission allows to
observe effects due to many-body interactions. These so-
called kinks in the E(k) curve or dispersion are the re-
sult of the electron-electron interaction or the coupling to
other degrees of freedom [5]. Electrons will not move in-
dependently through a solid, but will experience a mutual

influence in their motion. Clearly the route, which goes be-
yond single electron spectroscopy will reveal aspects of the
electron-electron correlation not accessible by photoemis-
sion. An experimental access to study the electron-electron
interaction is to use the technique of double photoemis-
sion (DPE), which is absorption of a single photon and
the simultaneous emission of an electron pair. The power
of the tool can be understood by considering some basic
facts. In the absence of an electron-electron interaction the
electronic system consists of independent electrons, conse-
quently the description with single electron wave functions
is allowed, for example via a Slater determinant. If an elec-
tron of such a system absorbs a photon and is ejected other
electrons will not ”feel” this and the emission of a second
electron (or more electrons) will not occur, although it is
energetically possible if the photon energy is higher than
twice the work function. This intuitive picture can be cast
into a theoretical framework, which shows that within the
dipole approximation a finite electron-electron interaction
leads to a finite DPE intensity [6]. With this in mind it be-
comes clear that DPE is particular sensitive to the electron-
electron interaction. Moreover, a theoretical study on the
DPE emission from a Cu(100) surface clearly showed that
the exchange-correlation hole manifests itself in the an-
gular distribution of the coincidence intensity [7–9]. The
power of DPE has also been recognized in studies of atomic
or molecular targets [10–12]. As it turns out the first DPE
experiment on solids was performed on alkali samples in
the year 1970 by Gazier and Prescott [13]. The next ex-
perimental result, obtained from noble gas films, appeared
in 1987 [14,15]. In both of these early experiments it was
demonstrated that the process of electron pair emission upon
photon absorption does exist, though no discrimination with
respect to energy was performed at the time. In order to
make DPE from surfaces a viable tool major developments
are necessary to obtain energy and angular distributions.
Our recent achievements are the subject of this review. In
particular, we will show that we are able to observe the
manifestation of the exchange-correlation hole.

2 General aspects of the experiment The recent
success has been only possible because of significant tech-
nical improvements of the instrumentation. The results we
are going to present in this review have been obtained with
different generations of machines. In common to all is the
use of the time-of-flight (TOF) technique together with a
fast coincidence circuit, which ensures the detection of elec-
tron pairs only. A TOF set-up needs a pulsed excitation
source for which we employed the single-bunch mode of
the BESSY I and BESSY II storage rings at the beamlines
TGM 4 and CP-NIM. The storage ring bunch marker was
used as a time reference in order to determine the kinetic
energy of the electrons from the TOF spectra. We quote
the kinetic energy with respect to the vacuum level. As we
go along, we will briefly describe the set-up used, a more
detailed account can be found in the original publications.

Copyright line will be provided by the publisher
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A few general remarks of electron pair detection are in or-
der. The process we are interested in is the emission of a
pair upon absorption of a single photon. It is important to
realize that it is not possible that each light pulse hitting
the sample contains exactly one photon. The distribution
of the number of photons in a light pulse is of statistical
nature and is described by the Poisson statistics. The only
adjustment possible is to fix the average number of photons
in the light pulses. Suppose that we adjusted the primary
intensity such that the average number of photons per light
pulse is 1. For this example we find for the percentage of
pulses containing 0,1 or 2 photons the values 36%, 37%
and 19%, respectively. Of course the light pulse can con-
tain also more than 2 photons, but we can ignore these in
the following. The important fact is that besides the gen-
uine pair emission (absorption of a single photon), which
we term ”true” coincidences, also two independent single
photoemission processes are possible, whereby the uncor-
related electron pair also will trigger the coincidence cir-
cuit. In this context we talk about ”random” coincidences.
We know that the single photoemission process is much
more likely to occur in contrast to the DPE process. An
usual experimental observation is that the single photoe-
mission count rate is about a factor of 1000 higher than
the coincidence rate as observed in the pioneering experi-
ment by Gazier and Prescott [13]. Therefore one has to pay
attention to reduce the number of ”random” coincidences.
The obvious way is to reduce the primary intensity. As an
example, we assume now that on average each light pulse
contains 0.01 photons. Via Poisson-statistics we have for
the percentage of pulses contain 0,1 and 2 photons values
of 99%, 0.99% and 0.0049%. We immediately notice that
the number of pulses containing a single photon is by a fac-
tor of 200 higher than the number of pulses containing 2
photons. The drawback is that 99% of the pulses are empty
hence one has to operate at a low primary flux, which in
turn means that the ”true” coincidence rate is low, too. We
achieve with an apparatus with large angular acceptance
values up to 50 coincidence counts per sec. We point out
that the low count rates are not due to a deficiency of the
experimental set-up, but due to the fact that the xc-hole ef-
fectively screens the electrons. This is the reason why our
coincidence experiments require data accumulation times
of the order of weeks to obtain sufficient statistics.

3 Results

3.1 Energy distributions of electron pairs If elec-
tron pairs are emitted it is of great interest to know how the
available energy is shared among the electrons. For exam-
ple, is there a tendency for both electrons to have similar
energies or are they rather different? The first experimental
account on solids was given by Hermann et al. [16], who
investigated Cu(100) and Ni(100) surfaces, respectively. A
sketch of the apparatus used is depicted in fig.3. In brief,
linearly polarized light hits the sample along the surface
normal. The light polarization is in the drawing plane as in-

Figure 3 Sketch of the experimental apparatus used by Herrmann
et al. [16]. Linear polarized light impinges normal to the surface.
The polarization direction is in the drawing plane

dicated by the arrow. Emitted electrons are registered via a
pair of detectors arranged symmetrically with respect to the
surface normal, such that electrons with an emission angle
of 40◦ can be detected. In fig.4 we display the 2D-Energy
distribution from a Cu(100) surface, where the photon en-
ergy was fixed to 45 eV. For the process of DPE energy
conservation has to hold. We write for the sum energy of a
pair Esum=E1+E2, where the E1 and E2 are the kinetic en-
ergies of the electrons constituting the pair. Both electrons
have to overcome the vacuum barrier given by the work
function WA of the surface. From this it follows that the
maximum sum energy Emax

sum is determined by:

Emax
sum = hν − 2 ·WA (2)

In the present example the photon energy hυ was set
to 45 eV and for a Cu(100) surface WA equals 4.5 eV,
hence we obtain Emax

sum=36 eV. In a 2D-Energy distribu-
tion lines of constant sum energy are represented by the
equation E2=const.-E1, which are diagonal lines intercept-
ing the x- and y- axis at an energy value given by the con-
stant. In fig.4 a) we have added the diagonal line defining
Emax
sum as a solid black line dividing the 2D-Energy window

into two parts. We note that in the upper right hand part
virtually no intensity is recorded, while in the lower left
hand part essentially all intensity is found. This is the con-
sequence of the above discussed energy conservation. This
fact demonstrates that we have detected essentially ”true”
coincidences rather than ”random” coincidences. For the
latter the maximum sum energy is higher, because we have
put the energy of at least two photons into the equation.
This result showed that we have successfully moved be-
yond the mere detection of correlated electron pairs from
solid surfaces. We know about the electronic structure of
Cu that the 3d-states are energetically about 2-4 eV be-
low the Fermi level, the center of gravity is about 2.5 eV
below EF . The dashed diagonal line marks the energetic
position of pairs, if both electrons come from this average
energy level. Since the d-band is completely filled with 10
electrons, whereas the free-electron type sp-band is occu-
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Figure 4 In panel a) we plot the 2D-Energy distribution of the
coincidence intensity in counts obtained from a Cu(100) surface
excited with 45 eV photons. The color coding represents the in-
tensity, which is given in counts. The axis are the energies of
the individual electron energies. The solid diagonal line indicated
the position of the maximum sum energy the pair can have. The
dashed diagonal line marks the energetic position of pairs, if both
electrons come from the 3d-levels. In panel b) we display the co-
incidence intensity as a function of the sum energy.

pied by approximately 1 electron. We expect the emission
from the d-bands to dominate the spectrum. This expec-
tation can be checked, if we use the data shown shown in
fig.4 a) and compute the coincidence intensity as a function
of Esum. The result can be seen in fig.4 b), where the ver-
tical solid lines marks the maximum sum energy as deter-
mined by eq.(2). We see at this point that the coincidence
intensity is very low. The finite value is due to the con-
tribution of ”random” coincidences. As before, the vertical
dashed line labels the position if the valence band electrons
come from the 3d-states with an average binding energy of
2.5 eV. Near this energy position we observe a peak in the
spectrum, which tells us that two valence electrons from
the d-levels have been emitted. For smaller values of Esum

the intensity starts to rise, which is followed by a sudden
fall-off for Esum at 15 eV. First, we have to recognize that
there is a low kinetic energy cut-off of about 2 eV. There-

Figure 5 We show the sharing curves for a sum energy Esum =
35± 1eV. In panel a) we plot the result obtained from a Cu(100)
surface, while the data measured from a Ni(100) surface are
shown in panel b). In both cases the photon energy was set to
50 eV. The solid lines serve as guide for the eye.

fore electron pairs with sum energies below 4 eV are not
detected. Second, a simple geometric fact tells us that the
line of constant sum energy in the 2D-Energy plot becomes
shorter if the value of Esum becomes smaller. Within the
data shown in fig.4 a) lies the answer how the energy is
shared among the electrons. To make this more apparent
it is useful to plot so-called sharing functions. For a given
sum energy Esum the coincidence intensity as a function
of E1-E2 is computed. As an example we show in fig.5
the result for Esum = 35 ± 1eV at a photon energy of
50 eV. With this energy selection we focus on those events,
where both electrons come from the vicinity of EF . We can
clearly observe that for equal energies the intensity is lower
than for unequal energies. If we compare the result for both
samples, we note that in both cases the sharing function
displays a minimum for equal energies of the electron. The
minimum can be understood in terms of a selection rule for
DPE, which predicts a vanishing DPE intensity if the sum
momentum k1+k2 is perpendicular to the polarization vec-
tor of the light. For the geometry shown in fig.3 the polar-
ization is parallel to the surface plane. If the electrons form-
ing a pair have the same kinetic energy and opposite emis-
sion angles the sum momentum is along the surface nor-
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6 F.O. Schumann et al.: Double photoemission from solids

mal and perpendicular to the polarization vector. The dif-
ference in the sharing curve can be related to a competing
process, which also leads to the emission of electron pairs.

In general two possible pathways for pair emission ex-
ist [16,17]. On one hand, a single photon can be absorbed,
which is accompanied by the emission of an electron pair.
This is regarded to be a direct double photoemission pro-
cess (DPE). This process is only possible if the two elec-
trons are correlated [6]. A simple picture illustrating the
plausibility of this point is to consider two valence elec-
trons, which initially move independently of each other.
Once they collide their motion through the crystal is cor-
related. Within the dipole approximation the photon is ab-
sorbed by one electron, but by virtue of the electron cor-
relation the second electron is affected as well, which can
lead to the emission of a pair. Without correlation between
the electrons only single photoemission is possible. This
leads us immediately to the other pathway. It is conceivable
that the photon is absorbed by a single electron resulting in
the creation of a photoelectron. After a series of collisions,
in which it looses its initial phase, it may collide with an-
other electron, which creates an electron pair. The process
may be called an internal (e,2e) event. The time scale over
which these processes take place is of the order of 10 fs.
This is beyond the current experimental time resolution of
≈1 ns. This issue has been addressed recently by compar-
ing coincidence experiments, where the excitation was via
photons or electrons, which will be discussed in detail else-
where [18]. As far as the data shown in fig.5 indicate that in
Ni the internal (e,2e) process is more dominant compared
to the observation for Cu(100). A theoretical explanation
connects these difference to the higher density of states at
EF for Ni compared to Cu [17].

Figure 6 Photons hit the surface under a grazing angle of 12◦.
The emitted electrons hit a channelplate, if their trajectories are
within the angular acceptance. The electrons are detected either
on a resistive anode or small central collector. Two electrons with
momenta k1, k2 and energies E1 and E2 are detected in coinci-
dence.

3.2 Angular distributions of the double photoe-
mission intensity In the introduction we discussed the
concept of the exchange-correlation hole, which is defined
in real space. This entity is not accessible via our exper-
iments, because we cannot determine the initial positions
of the electrons, which are emitted. What we are able to
measure are emission angles and from those it should be
in principle possible to deduce the situation in real space.
It may be useful at this point to recall the famous Ruther-
ford experiment, where the scattering of α-particles from
a thin gold foil was studied. At the time the surprising re-
sult was that the α-particles experienced also large angular
deflections. These could be explained only if the positive
nuclear charge was confined into a small region of space.
This is an example were angular distributions in scatter-
ing experiments reveal the nature of the interaction in real
space. Thinking along these lines one should try to ac-
cess the xc-hole via the observation of angular distribu-
tions of electron pairs. More precisely one should ask the
question, how does the angular distribution looks like, if
the emission direction of one of the electrons of the pair
is fixed. The experimental realization is depicted in fig.6.
A NaCl(100) surface is excited by a photon beam, which
hits the sample under a grazing angle of 12◦. The emitted
electron pairs travel towards a channelplate detector. The
actual detector consists of two parts, namely a central col-
lector and a resistive anode. The central collector accepts
electrons only within a a narrow solid angle of ∼0.02 sr,
the detected electron we may term as ”fixed electron” in
the following. For electrons, which hit the resistive anode
the impact position can be determined. Electrons within a
solid angle of ∼1 sr can be detected, which we may term as
”free electron”. With this instrument we are able to deter-
mine the kinetic energies and emission angles of the elec-
trons constituting the pair. Alternatively, we can character-
ize the coincidence intensity via the momentum of the elec-
trons. More experimental details can found elsewhere [19].

From our previous discussion it is clear that a reason-
able starting point to describe the electron-electron inter-
action is to use a screened Coulomb potential V∝ 1

r e
− r

λ

acting between the two electrons. The distance between
the electrons is given by r, while the screening length is
labelled with λ. For crystalline solids the Bloch theorem
holds and is therefore adequate to describe the electronic
properties in momentum space. In this case the screened
Coulomb interaction takes the form V∝ 1

k2+λ−2 , where
k = |k1−k2| is determined by the the momenta of the in-
dividual electrons labelled k1 and k2, respectively. From
this formula one can derive the following picture. If elec-
trons are well-separated in momentum space, e.g. |k1| = 0
and k2 large compared to the the inverse of the screen-
ing length, the interaction is weak and one may consider
electrons to be independent. This has the immediate im-
plication that the DPE intensity has to vanish as discussed
previously. The other extreme is, if both momenta have the
same value the interaction is very strong. The probability
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to find two electrons in such a state however is strongly re-
duced as a consequence of the xc-hole, which can of course
also be introduced in momentum space [20]. As a matter
of fact from eq.(1) can see immediately that the expression
of the pair correlation function xc-hole already connects
real space and momentum space, because the pair corre-
lation function depends on the product r · kF. The conse-
quence is that the DPE intensity should be very small. In
between these two extremes the DPE intensity should have
a maximum, since it is more likely to find electrons with
slightly different momenta, while the electron-electron in-
teraction is still strong. In summary we derive the follow-
ing simple picture of the DPE intensity as a function of
the difference momentum k. A minimum of the intensity
at k = 0 is followed by a maximum for intermediate val-
ues of k, finally at large k values the DPE intensity van-
ishes. This simple picture is on firm ground, because a
dedicated theoretical study of the DPE intensity from a
Cu(100) surface reveals exactly this picture. Fominykh et
al. [7] find that the emission direction of the fixed elec-
tron is surrounded by a reduced intensity of the other elec-
tron. This depletion zone is the manifestation of the xc-
hole. Since the theoretical study used the components of
the in-plane momentum rather than emission angles, we
display our experimental study accordingly. The energy of
the ”fixed electron” is labelled with E1 whereas the ”free
electron” has the energy E2. We observe the onset of DPE
when the sum energy E1+E2 equals ∼14.6 eV if the pho-
ton energy is set to 34 eV. This can be easily understood
when considering the known binding energies of NaCl de-
termined by photoemission. Wertheim et al. found that the
highest occupied level (Cl 3p band) has a binding energy
EB=9.66 eV with respect to the vacuum level. Since for
DPE two electrons leave the solid this energy needs to be
accounted for twice and subtracting this value from the
photon energy yields the maximum kinetic sum energy,
see eq.(2). The numerical result is 14.7 eV in agreement
with our observation. In the following we want to focus
on the momentum distribution rather than the energy dis-
tributions. For this we take advantage of the lateral res-
olution of the set-up. In a first step we select only those
coincidences for which the energies E1 and E2 are fixed.
In order to obtain sufficient statistics we actually select
an energy window of ± 0.8 eV around the respective en-
ergies. We can now proceed and plot the coincidence in-
tensity as a function of the in-plane momentum k‖ of the
”free electron”, see fig.7. We would like to point out that
all momentum plots display a zero intensity at a position
where the central collector is positioned. The position and
size of this ”blind spot” depends on the momentum of the
”free electron”. For the plots shown in fig.7 this ”blind
spot” is centered at k‖=0 and has a radius of ∼0.1 Å−1.
In fig.7 a) the energies are E1=5.5 eV and E2=9.5 eV. This
means we are at the onset of DPE emission. We clearly ob-
serve that the region k‖=0 (outside the ”blind spot”) is sur-
rounded by a region of diminished intensity. The intensity
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Figure 7 The 2D in-plane momentum distribution for two differ-
ent energy pairs from a NaCl(100). In panel a) we have selected
E1=5.5 eV and E2=9.5 eV. Whereas in panel we have chosen
E1=5.5 eV and E2=7.5 eV, respectively. The color coding rep-
resents the intensity, which is given in counts.

increases for larger k‖ values and reaches a maximum for
k‖ ≈0.55 Å−1 and then falls off rapidly at the edge of the
channelplate. The reduced intensity around the emission
direction of the ”fixed” electron will be called the deple-
tion zone in the following. While the theoretical work by
Fominykh et al. [7] predicted such a behavior for a Cu(100)
surface, we show that this feature also exists for an insula-
tor like NaCl. Because the depletion zone is a manifesta-
tion of the xc-hole it is fair to state that the concept of the
xc-hole is an experimental reality not just a theoretical con-
cept.

A dramatically different situation is depicted in fig. 7b)
where we select E1=5.5 eV and E2=7.5 eV. Now the deple-
tion zone is essentially gone. Energetically the sum energy
E1+E2 has been reduced from 15 eV to 13 eV. Clearly the
emergence of the depletion zone is tied to the selection of
the energies E1 and E2. We may summarize our observa-
tions as follows: (i) if we select the energies E1 and E2 such
that the sum energy E1+E2 has the largest possible value
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8 F.O. Schumann et al.: Double photoemission from solids

for pair emission the 2D momentum plots display a region
of reduced intensity which is centered around the ”fixed”
electron. (ii) if the sum energy is below the maximum value
a more or less uniform momentum distribution is the result.

The experiments using the set-up displayed in fig.6 sug-
gested that the angular acceptance is not sufficient to ob-
serve the full extension of the depletion zone. Therefore
we designed a completely new instrument, which incorpo-
rates a large angular acceptance. This results obtained with
this set-up will be discussed in the next section.

4 Large angular acceptance set-up The main fea-
ture of our new experiment is that it consists of 3 chan-
nelplate detectors, which ensure a large angular acceptance,
which is in the drawing plane ±1.57 rad, perpendicular to
it ±0.4 rad is available, see fig.8. Delay line anodes al-
low the determination of the impact positions of electrons
even if two electrons hit the same detector. These events
we may term as ”double hits”, whereas we refer to ”single
hits”, if the electrons are registered on different detectors.
We operated this instrument in two geometries labelled a)
and b) in fig.8. For normal incidence of the light the sam-
ple masks a large area of one of the detectors. Therefore
we operate with only two detectors. In the other geome-
try the light impinges under an angle of 32 degrees with
respect to the normal. We studied a well-ordered Cu(111)
surface, which was obtained via Ar sputtering and anneal-
ing up to 800 K. The crystallographic [2̄11] direction is
in the drawing plane of fig.8. The experiments were per-
formed at room temperature. More details of the instru-
ment can be founded elsewhere [21]. The photon energy
was set to 50±0.2 eV. The polarization plane is in the draw-
ing plane, see fig.8. We define a coordinate system, which
has the origin at the sample surface, see fig.8 c). The y-axis
is always parallel to the surface normal, whereas the x- and
z-direction are in the surface plane and orthogonal to each
other. The impact positions are characterized by two angles
measured with respect to the surface normal. The angle Θ
is in the drawing plane of fig.8, while Φ is perpendicular
to the drawing plane. Each coincident event is then char-
acterized by 6 coordinates, namely the individual energies
and pair of angles Θ and Φ. The total time resolution is
approximately 1.4 ns. This will lead to an energy depen-
dent energy resolution, which is 1.5 eV for 20 eV electrons.
It is clear that a six-dimensional presentation of the data is
not possible. Therefore one has to reduce the data set such
that two-dimensional presentations can be generated. Two
possible examples, which demonstrate the capability of the
new instrument are: (i) the 2D-energy distribution under a
geometrical constraint and (ii) the angular intensity distri-
bution if the emission direction of one electron is fixed.

4.1 Double photoemission at normal photon inci-
dence In our presentation we start with the experimental
results obtained with normal incidence of the photons. As
described in the experimental part, we use two detectors
in this case we may label them ”left” and ”right”, respec-

Figure 8 Sketch of the experimental apparatus and the two ge-
ometries used. The linear polarization of the light was in the
drawing plane. The z-axis of the our coordinate system is per-
pendicular of the drawing plane of the geometries a) and b). The
orientation is of the y-axis is along the surface normal of the sam-
ple. The emission direction are specified by the angles φ and θ,
respectively.

tively. We further consider only ”single” hits, this means
only coincidence events where the two electrons hit dif-
ferent detectors are registered. In fig.9 we plot the coinci-
dence intensity as a function of the sum energy Esum =
Eleft + Eright. The vertical dashed line marks the energy
position of the maximum sum energy Emax = 40 eV im-
posed by energy conservation, since the work function of
the Cu(111) surface (≈ 5 eV) has to be subtracted twice
from the photon energy of 50 eV (see eq.(2)). It is apparent
that the pair emission is governed by a contribution located
at Esum ≈35 eV. We recall that the center of gravity of the
Cu 3d band is roughly 2.5 eV below the Fermi level EF ,
hence we identify the peak at 35 eV with the pair emission
from the Cu 3d bands. It is well-known that the Cu(111)
surface possesses also a Shockley surface state at the Γ̄
point [?]. This state is energetically located in the interval
EF and EF -0.4 eV. From fig.9 we conclude that with the
present apparatus and its current resolution it is not pos-
sible to identify the emission from the surface state. The
data shown in fig.9 is derived from an integration over the
whole accessible angular range, even though the shape of
the spectrum has a weak angular dependence. The back-

Copyright line will be provided by the publisher

110



pss header will be provided by the publisher 9

60

40

20

0

in
t.

 (
 1

03 co
un

ts
) 

454035302520
Esum (eV)

  EF

  d-states

Figure 9 Plot of the Esum distribution of the DPE intensity ob-
tained from a Cu(111) sample. The photon energy is set to 50 eV,
the light propagation direction is along the surface normal. The
vertical dashed line is the energy position of the highest possi-
ble sum energy, which follows from energy conservation. A pro-
nounced emission at 35 eV can be noticed.
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Figure 10 The hit pattern of electron pairs is displayed. As axes
we use the components of the normalized in-plane momentum
of the individual electrons labelled X and Z, respectively. The
excitation was via 50 eV photons, which hit the sample along the
surface normal. The gray scale on the right displays the intensity
in counts. The pair of arcs on the ”left” and ”right” detector define
narrow regions. We will select those events where the ”left” and
”right” electron come from these regions and compute the energy
distributions.

ground of the intensity distribution of fig.9 and its exten-
sion above Esum = 40 eV is related to so-called ”random”
coincidences. The determination of 2D-Energy distri-
butions requires the execution of several steps, therefore
we display in fig.10 the hit pattern of the individual elec-
trons of coincident pairs as a function of the components
of the normalized in-plane momentum (or directional co-
sine). The directional cosine is labelled X and Z and can
be computed from the known emission angles and kinetic
energy. One interesting aspect is how the available energy
is shared between the electrons, in particular, if we im-

Figure 11 (color) 2D-energy distributions for ∆=0.2 in a) and
∆=0.7 in b). The intensity is given in counts. We added equidis-
tant contours and employed a Gaussian filter. The dashed diago-
nal line in both plots indicates the emission at Esum=35 eV.

pose geometric constraints. In order to address this point
we select regions on the detectors ”left” and ”right” whose
boundaries are given by the pair of arcs in fig.10. The width
of these regions are 0.15, and the centers have a distance
to the origin given by the value of |∆|. The value cho-
sen for the width is solely determined by statistics. We can
now compare the energy distributions for different values
of |∆|. The result is shown in fig.11 for a choice of ∆=0.2
and ∆=0.7, respectively. Converted into angles, we con-
strain the mean angle between the trajectories to be either
23◦ or 89◦, respectively. These are the extreme values for
the present geometry. The dashed diagonal lines in both
plots indicate the position of those events, which have a
sum energy of 35 eV. We recall from fig.9 that at this en-
ergy a prominent pair emission occurs. In fig.11 panel a)
we observe for ∆=0.2 a boomerang like distribution. The
onset of pair emission at Esum=40 eV occurs for very un-
equal energies, which means one of the electrons carries
most of the energy. This preference of one electron being
”fast” while the other is ”slow” also occurs for decreasing
sum energy. In general the coincidence intensity increases
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10 F.O. Schumann et al.: Double photoemission from solids

if Esum decreases. The situation for ∆=0.7 is different as
inspection of fig.11 b) shows. The onset of pair emission
at around Esum=40 eV is not confined to those electrons
which have very unequal energies, but occurs for all en-
ergy combinations with very similar probability. If we re-
duce Esum to 35 eV we note that the intensity remains
constant as long as the energies are outside the regions
20 eV< Eleft/right <30 eV and Eright/left <10 eV.
From these observations we learn that the prominent emis-
sion at Esum=35 eV occurs for unequal energy sharing and
preferably for large values of ∆. In other words the tra-
jectories of the electrons have a large angle between each
other.

4.2 Depletion zone in the angular distribution
We discuss now our results we obtained for the geome-
try labelled b) in fig.8, in this case the light impinges un-
der an angle of 32◦ with respect to the surface normal. For
this we made use of all three detectors, which means we
utilized the full angular acceptance of the instrument. Ad-
ditionally we also considered ”double” hits in this exper-
iment. In this case a remark regarding the bookkeeping is
necessary. If the two electrons constituting a pair hit dif-
ferent detectors (”single” hits) it is quite natural to label
these electrons according to the name given to the detector.
If the two electrons hit the same detector (”double” hits)
a certain ambiguity arises, since both electrons will have
the same label. It is more appropriate to choose a label like
”fast” and ”slow” with the energies Efast and Eslow, re-
spectively. This implies that Efast > Eslow, and in order
to compare ”single” and ”double” hits, we need to use the
same labelling for ”single” hits, too. After this comment
it is warranted to start with the Esum distribution of the
coincidence intensity, which we display in fig.12. A com-
parison with fig.9, obtained with normal incidence but the
same photon energy of 50 eV, shows that the essential fea-
tures are identical. In both cases we observe the onset of
pair emission at about 40 eV, which is dictated by energy
conservation, see eq.(2). A prominent peak at 35 eV can be
associated to the emission of 3d valence electrons, as dis-
cussed above. The next aspect we want to discuss concerns
the 2D-energy distribution, which we show separately for
”single” and ”double” hits in fig.13. The bar on the panel
defines the color code for the intensity, which is given in
counts. Further, we added equidistant contours to the plot.

In panel a) we plot the distribution for ”double hits”
and we clearly observe that Eslow is confined to values be-
low 10 eV, while it is centered around 5 eV. In contrast to
this Efast adopts all values allowed by energy conserva-
tion. However, the intensity is not uniform, but we note a
steady increase if Efast is below about 20 eV. A compari-
son of fig.13a) and fig.9a) reveals a strong similarity. This
is not surprising if we recall that the definition of ”double
hits” requires both electrons to hit the same detector. By
geometry this inevitably means that the trajectories of the
electrons are close to each other. In fig.9 a) we imposed
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Figure 12 Plot of the Esum distribution of the DPE experiment
for light incidence of 32◦ with respect to the normal. The sample
is a Cu(111) surface and the photon energy is set to 50 eV. The
vertical dashed line is the energy position of the highest possi-
ble sum energy, which follows from energy conservation. A pro-
nounced emission at 35 eV can be noticed. This distribution is
very similar to the data shown in fig.9.

Figure 13 2D-Energy distribution of the DPE intensity from
a Cu(111) surface, the photon energy is 50 eV. One electron is
termed ”fast”, whereas the other is called ”slow” with energies
Efast > Eslow . In panel a) we show the data for ”double” hits,
whereas panel b) refers to ”single” hits. In both panels we have
drawn two circles with radius 1.5 eV. This indicate energy re-
gions centered at Efast=23 eV (Eslow=12 eV) and Efast=23 eV
(Eslow=6 eV). Coincident events within these windows are used
for angular distributions of the coincidence intensity, see below.

a similar constraint by selecting a value of ∆=0.2. Again
we state that there is a preference of one electron being
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”fast” while the other is ”slow”. In fig.13 b) we display
the 2D-Energy distribution for ”single” hits. The first as-
pect, which we would like to emphasize, is the fact that
the intensity is higher compared to ”double” hits. This can
be read easily from the color bars of the two plots, which
shows that the maximum of the 2D-Energy distribution
for ”single” hits is by a factor of 6 higher than ”double”
hits. This ratio is also maintained if we compute the to-
tal number of these two types of events. From geometry
we know that for ”single” hits the trajectories of the elec-
trons include a larger angle than those for ”double” hits. In
other words the emitted electrons of a pair tend to avoid
each other. This aspect will become important later on.

A 2D-angular presentation of our data requires the ex-
ecution of several steps. First we select values for Efast

and Eslow, respectively. In order to select enough coin-
cidence events we allow an uncertainty in the energy of
±1.5 eV. This has been indicated by the circles drawn in
fig.13. Now we can derive the angular distributions of the
”fast” and ”slow” electron. These are not independent of
each other, since electron pairs are detected. We empha-
size that every ”fast” electron has a ”slow” counterpart. As
an example we show in fig.14 the angular distributions for
”fast” and ”slow” electrons centered at Efast=23 eV and
Eslow=12 eV (region a) of fig.13. Both distributions dis-
play the highest intensity if the electrons leave the sample
along the surface normal. The intensity drops for increas-
ing values of |Θ|. The above energy selection for Efast and
Eslow focusses on the emission from the 3d-states. Contri-
butions from the Shockley surface state were too weak to
be identified in our experiments. In the next step we im-
pose a geometrical constraint. We select only those ”fast”
electrons, which leave the sample within a narrow angu-
lar direction. As an example we have drawn a black circle
in fig.14 b), which is centered at Θ=Φ=0 rad. The emis-
sion direction is a cone with an angle of 0.18 rad, which
is the radius of the circle in fig.14 b). In other words, we
fix the direction of the ”fast” electron and ask for the in-
tensity of the ”slow” electron around this direction. This
is displayed in fig.14 c) after normalization to the inten-
sity of the ”slow” electron in fig.14 a). This procedure is
necessary in order to take into account varying detection
efficiencies across the active areas of the detectors. It is
obvious that the intensity on the center detector is lower
than on the left and right detectors. To emphasize the point
and to improve the statistics we integrated the data along
the Φ direction and show the resulting profile along the
Θ direction in fig.14 d). The vertical dashed lines mark
the boundary of the allowed Θ values of the ”fast” elec-
tron. The solid line through the data serves as guide for
the eye, the y-axis is in arbitrary units as a result of our
normalization procedure. We applied the same procedure
for all profiles. Hence direct comparison is possible. As
already evident in fig.14 c) we observe that the ”fast” elec-
tron is surrounded by a reduced ”slow” electron intensity.
We find that the intensity reaches a constant value at a ra-
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Figure 14 Angular distributions with Efast=23 eV and
Eslow=12 eV are displayed. Panel a) shows the 2D angular in-
tensity for the ”slow” electron, whereas in panel b) the same for
the ”fast” electron is plotted. In panel c) we plot the intensity
for the ”slow” electron if the ”fast” electron is constrained to be
within the area defined by the black circle of the center detector
2 in b). From panel c) a profile can be computed, which is plotted
in panel d). The solid line is guide to eye, whereas the dashed ver-
tical lines mark the boundary of the fixed direction. The intensity
is given in counts and the color code is on the right hand side of
the plot.

dius Θ ∼1.2 rad, which is well inside the angular range of
our experiment. The key observation is that we are able to
show the full extension and shape of the depletion zone.
It is of course possible to fix the emission direction of
the ”slow” electron and determine the intensity map of the
”fast” electron. The result of such a presentation is quali-
tatively and quantitatively identical as far as the size of the
depletion zone is concerned. The depletion zone could be
observed for different values of Efast and Eslow, where
the size was independent of the selected energies. We will
discuss below under which circumstances, we observe an
almost vanishing depletion zone.
If we choose the fixed direction to be centered at Θ=0 rad

the maximum angle of the counterpart cannot exceed 1.57 rad
if they are to leave the sample surface. This means the max-
imum angle between the trajectories is 1.57 rad. However,
it is possible to detect electron pairs, whose trajectories in-
clude larger angles and to study the angular distribution.
This is possible if we explore a significant advantage of
our detection scheme. We can select the emission direction
of one electron (either ”slow” or ”fast”) anywhere within
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Figure 15 2D-angular distributions and resulting profiles are
shown for electron pairs with Efast=23 eV and Eslow=12 eV.
The direction of the fixed ”fast” electron is centered either at
Θ =-1 rad for panels a) and b) or Θ =1 rad for panels c) and
d). The line profiles of the intensity maps in a) and c) are plot-
ted in panels b) and d). The solid lines are guide to eye, whereas
the dashed vertical lines mark the boundaries of the fixed emis-
sion directions. The color coding in panels a) and c) represents
the intensity, which is given in counts.

the angular acceptance. We demonstrate this in fig.15. The
fixed emission directions are defined by a circle in the 2D
angular distribution equivalent to fig.14 b), which again has
a radius of 0.18 rad. The center is either at Θ=-1.0 rad for
plots in fig.15a) and b), the case Θ=1.0 rad is depicted in
fig.15 c) and d). The vertical dashed lines in fig.15 c) and
d) mark the range of the allowed Θ values for the fixed
electron. With this choice of the emission directions we
lose information of the intensity for Θ values on one side
of the selected emission direction, but we gain a larger an-
gular range on the other side. In other words: the maxi-
mum angle between the trajectories of the fixed ”fast” and
”slow” electron is larger in this direction. Using the same
procedure as before we finally derive the 2D angular dis-
tribution of the ”slow” electron around the fixed direction
of the ”fast” electron. These are plotted in fig.15 a) and c).
In the case of panel a) we observe a low intensity on the
left detector. If we move to the center detector the intensity

Figure 16 Coincidence intensity for the ”slow” electron if the
direction of the ”fast” electron is fixed at Θ =0 rad. We selected
Efast=23 eV and Eslow=6 eV . The solid line is guide to eye,
whereas the dashed vertical lines mark the boundary of the fixed
direction.

has increased and finally the intensity on the right detec-
tor is smaller than on the center detector. Again improv-
ing the statistics via an integration along the Φ direction is
appropriate and gives a more detailed view, the resulting
profile can be seen in fig.15 b). Two important observa-
tions can be made. First we see that the intensity peaks at
Θ ≈ 0.2 rad, while the ”fixed” electron is centered at Θ ≈-
1.0 rad. This means that the angular size of the depletion
zone is ≈1.2 rad, in line with the result shown in fig.14
d). More importantly, we see that the coincidence inten-
sity drops off again if the angle between the two electrons
is beyond ≈1.2 rad. An equivalent situation is observed in
fig.15 d) despite the breaking of symmetry. We have to em-
phasize that the photon beam hits the sample with an angle
of 32◦, see fig.8. Therefore we cannot a priori expect to ob-
serve a symmetric behavior as we do. We can clearly see
that the reduced intensity regime follows the fixed emis-
sion direction. The fall-off of the coincidence intensity for
large angles between the ”fast” and ”slow” electron is ex-
pected, because ultimately two electrons are not correlated
if they are well separated (in angular or momentum space).

Due to the size of the depletion zone, it is also justi-
fied to allow the fixed direction to be rather large. We have
found no significant variation of the angular size of the
depletion zone for other values of Efast and Eslow. This
means that in momentum space the depletion zone size will
scale with the square root of the energy.

We would like to come back to the 2D-Energy distri-
bution shown in fig.13. We have pointed out before that
most of the coincidence intensity occurs for Eslow <10 eV.
This preference was mainly due to ”double” hits. Detec-
tion on the same detector implicitly means that the trajec-
tories of the electrons include small angles, hence they are
”close” to each other. If we select the energies centered at
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Efast=23 eV and Eslow=6 eV (region b) of fig.13, we are
focussing on such events and ask how the angular distribu-
tions are affected. The result for the ”slow” electron around
the fixed direction of the ”fast” electron is plotted in fig.16.
We observe that the depletion zone has been ”filled” and
an almost constant intensity as a function of Θ is observed.
This filling of the depletion zone occurs gradually if we
vary Eslow from 12 to 6 eV. More specifically the size of
the depletion zone stays essentially constant, but the mini-
mum is filled up. A simple picture of the electron-electron
scattering, where the interaction between the electrons is
mediated by the Coulomb interaction, shows that if the tra-
jectories are forced to be close to each other one electron
is ”fast” while the other is ”slow”. In general two elec-
trons tend to avoid each other (due to the Pauli principle
and Coulomb interaction) leading to the concept of the de-
pletion zone. Our experiments confirm this picture as long
as the individual energies Efast and Eslow are not too un-
equal as just shown.

We conclude that we are able to fully map the depletion
zone. This statement constitutes the major achievement of
this work. We find for the depletion zone from electrons
originating from a Cu(111) surface a size of ∼1.2 rad in-
dependent of the energy of the electrons. We also discov-
ered a correlation in energy space proven by an almost dis-
appearing depletion zone if the electron energies are very
unequal. It would be desirable to compare our experimen-
tal depletion zone size with theory. This is, however, be-
yond the capability of current solid state theory. Eventu-
ally, the comparison of theory and experiment of the de-
pletion zone may lead to an improved description of the
exchange-correlation hole in solids.

5 Summary We have outlined the development of dou-
ble photoemission from solid surfaces over recent years.
The relevance of this technique rests on the fact that for
independent electrons the DPE intensity vanishes. There-
fore DPE experiments are particularly suited to study the
electron-electron interaction. This in turn holds the promise
that these experiments help to develop a theory beyond the
effective independent electron description. We established
that energy and angular distributions can be obtained, the
latter over a large angular acceptance. The sum energy dis-
tributions reveal that the onset of the coincidence intensity
occurs at an energy, which is determined by the photon en-
ergy and the work function of the sample. We learn further
that the available energy is in general unequally shared.

The angular distributions of the DPE intensity prove
that the exchange-correlation hole is an experimental re-
ality. It manifests itself in a depletion zone of the coinci-
dence intensity around the fixed emission direction of one
electron. It is a challenge for theory to determine from our
angular distributions the exchange-correlation hole in real
space.
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Abstract
We have measured the correlated electron pair emission from a Cu(001) surface by both direct
and core-resonant channels upon excitation with linearly polarized photons of energy far above
the 3p threshold. As expected for a single-step process mediated by electron correlation in the
initial and final states, the two electrons emitted by the direct channel continuously share the
sum of the energy available to them. The core-resonant channel is often considered in terms of
successive and independent steps of photoexcitation and Auger decay. However, electron pairs
emitted by the core-resonant channel also share their energy continuously to jointly conserve
the energy of the complete process. By detecting the electron pairs in parallel over a wide range
of energy, evidence of the core-resonant double photoemission proceeding by a coherent
single-step process is most strikingly manifested by a continuum of correlated electron pairs
with a sum energy characteristic of the process but for which the individual electrons have
arbitrary energies and cannot meaningfully be distinguished as a photoelectron or Auger
electron.

1. Introduction

The emission of two electrons from a solid surface upon the
absorption of a single photon has become of much current
interest due to the decisive role played by electron–electron
correlation in such processes. Because of the single-particle
nature of the dipole interaction, the electric field of the photon
directly interacts with only a single electron. However, if
the photon energy exceeds the double photoemission (DPE)
threshold, two interacting electrons may be directly emitted
from the valence band, sharing the photon energy in excess
of that needed to eject both of them [1]. Detecting the emitted
pair in coincidence with energy and momentum discrimination
yields observables relevant to the electron–electron interaction
in the solid [1–7]. When the energy of the incident photon
exceeds the binding energy of a core-level electron, the
electron is excited to the continuum above the vacuum level.
A second electron may be excited to the continuum by an
Auger (autoionization) transition in which the core–hole is
annihilated, leaving two holes in the valence band. Auger
photoelectron coincidence spectroscopy (APECS) has been

developed to study this process, motivated also by the ability
to yield information not directly accessible by single-electron
spectroscopy [8–16].

The emission of two electrons by core-resonant DPE
proceeds through the formation of an intermediate core–hole
state and is therefore often considered within a two-step model,
whereby the Auger transition is treated independently from
the photoemission process. Such an approximation is valid if
no additional excitations occur upon creation of the core–hole
intermediate state and its lifetime is sufficiently long to prevent
any final-state interactions in the continuum [14, 15]. Then the
photoelectron energy alone depends on the photon energy, the
core–hole state can be described as a well-defined real state and
the Auger electron should have energy given independently by
the difference in total energy between the core–hole state and
the final two-hole state. Due to the finite lifetime of the core–
hole, the photoelectron energy is uncertain within its lifetime
broadened width. However, when the photoelectron is detected
in coincidence with the Auger electron, the uncertainty in the
sum of the kinetic energy of the two electrons is due only to the
lifetime broadening of the final two-hole valence state. As the
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lifetime of this two-hole state is smaller than that of the core–
hole state, the photoemission spectrum may be measured with
energy resolution not limited by the natural linewidth [8]. This
was demonstrated by measurement of the M2,3 photoemission
lines in coincidence with the M2,3-VV Auger line from
Cu(001) with an energy resolution smaller than the lifetime
broadening of the M2,3 core–hole state [10, 12]. The
coincident photoelectron lines were narrowed compared to
those of the total (noncoincidence) photoelectron spectrum
and the energy position of their maximum showed, within the
lifetime-broadened photoelectron linewidth, linear dispersion
with the energy of the detected Auger electron [10]. This
behaviour shows that the Auger process is not independent
of photoemission and was interpreted as evidence of the
inadequacy of the two-step description of photoexcitation and
decay [10, 12, 17].

Earlier observations of dynamical screening effects had
already led to the understanding that adequate interpretation of
APECS must go beyond the independent-particle approxima-
tion and describe photoemission and Auger decay as a coherent
single-step process [14, 15]. In such descriptions the core–
hole may be described by virtual intermediate states spanning
all excited single-electron states including the continuum. The
Coulomb operator responsible for the Auger transition acts
on the complete system involving both final electrons. The
complete process can thus be considered a resonance in the
double-photoionization continuum [17], which is particularly
suitable in the present context where we also consider direct
DPE processes. A complete description of both processes
must account for the initial-state electron correlation and
interaction of the final-state correlated wavefunction of the
emitted electron pair with the crystal lattice. [1, 17, 18].

The angular correlation between correlated electron pairs
emitted by core-resonant double photoemission has recently
been explored in detail [12, 18]. To extend an understanding
of energy sharing between the electrons of correlated pairs by
direct and core-resonant DPE, electrons pairs must be detected
within a large energy window without selectively constraining
the energy of either electron. Core-level photoemission and
Auger emission can be observed in parallel by an appropriate
choice of photon energy. By applying time coincidence
techniques, we can simultaneously identify within this range
correlated electron pairs emitted by direct or core-resonant
double photoemission. We report here the first observation
of direct and core-resonant double photoemission measured
simultaneously in an energy area of almost 30 eV × 30 eV. In
the present paper we focus on the experimental observation that
electron pairs emitted by double photoemission resonant with
core excitation share the total sum of their energy continuously
without their individual energies being conserved during
successive steps of photoexcitation and decay or constrained
to the energy with which they are observed in single-electron
spectroscopy.

2. Experimental details

A new two-electron coincidence spectrometer for surfaces
was implemented by combining two hemispherical energy
analysers (Scienta R4000, Sweden) with wide-angle transfer

lenses. The analysers were modified by the installation of
two-dimensional detectors (microchannel plates (MCP) and
resistive anodes) and the lenses are operated in customized
modes optimized for the requirements of high transmission
with large pass energy, low mean kinetic energy and small
temporal dispersion. Angular dispersion characteristics are
compromised to achieve these requirements and only energy
information was recorded. Constant energy resolution
can be preserved independently of the electron kinetic
energy, which allows DPE experiments to be extended to
photon energies previously inaccessible with time-of-flight
spectrometers which presently cannot achieve comparable
energy resolution beyond energies �50 eV [2, 6].

The spectrometer was installed at the UE56/2-PGM-2
beamline at the BESSY II storage ring [19]. Figure 1
schematically illustrates the geometry of the experiment.
Linearly polarized radiation of energy 125 eV was incident
upon a Cu(001) surface at a grazing angle of 10◦. Electrons
emitted within the solid angle of collection of the lenses
are transported to hemispherical analysers that energetically
disperse the electrons onto the detectors. The optical axes
of the lenses define the scattering plane and are separated
by 90◦ with one axis in the plane of the storage ring and
the other perpendicular to it. The sample was oriented such
that the mean take-off angles for the horizontal and vertical
analyser with respect to the surface normal were 15◦ and 75◦,
respectively.

Each analyser was operated in a mode that allowed the
collection of electrons within an angular range of ≈30◦ within
the xy plane (figure 1) and, simultaneously, within a 30 eV
energy range centred at 50 eV. The energy range recorded
in parallel by each analyser is partitioned respectively into
discrete values E1 and E2 for the vertical and horizontal
analysers in order to represent two-dimensional (2D) electron
pair energy distributions. The total energy resolution for each
analyser was ≈0.8 eV. Consequently the total energy resolution
for electron pairs was ≈1.1 eV. All kinetic energies were
measured with respect to the vacuum level of the Cu(001)
surface.

The Cu(001) single crystal was chosen as a target due
to its well-known electronic structure. It was cleaned by the
standard procedures of Ar+ sputtering and annealing at 750 K
before initial measurements and every 12 h thereafter. The base
pressure of the chamber was 5 × 10−11 mbar. The sample was
at room temperature during the measurements.

A timing coincidence logic unit was used to determine
when an electron was detected at each of the two detectors
within a relatively large time range of 150 ns and to provide a
timing signal relative to which the arrival time of each electron
t1 and t2 was measured. For each such event, the energy of the
two electrons and their arrival times were recorded in list mode
(E1, E2, t1, t2). The distribution of the differences between
the arrival times of the two electrons, �t = t1 − t2, was then
analysed to distinguish true coincidences of two correlated
electrons instantaneously emitted after the absorption of a
single photon from random coincidences of two unrelated
electrons arriving at each of the detectors due, typically, to the
absorption of two photons within the 150 ns time window. True
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coincidences are characterized by having a �t value within a
narrow range tc determined by the temporal resolution of the
apparatus which is dominated by the energy and emission-
angle-dependent temporal dispersion of the electron optics.
The �t value for fortuitously time-coincident but uncorrelated
electrons is randomly distributed across the 150 ns time
window. By well-established methods [20, 21] the energy-
dependent background of random coincidences can therefore
be subtracted from the energy distribution of true correlated
pairs. The ratio of the rates of true and random coincidences
was maintained above one for all spectral features of interest by
reducing the photon flux at the sample by a series of apertures.

3. Experimental results and discussion

Figure 2(a) shows a histogram of arrival time differences �t
for all detected pairs from a Cu(001) surface upon excitation
with linearly polarized photons of energy 125 eV. The area
of the prominent peak (shaded) at �t = 0 ns that lies above
the flat background is a measure of the total number of true
coincidences. Its width tc is consistent with an estimation of the
temporal resolution by simulating the dominant contribution
of time dispersion through the electron optics. The number of
correlated events (true coincidences) Nt is found from the total
number of counts within a region of width tc centred on the
peak minus the number of random coincidence events in the
same area which is estimated from the average intensity away
from the peak.

The 2D energy distribution of correlated electron pairs
(true coincidences) detected from the Cu(001) surface upon
excitation with 125 eV photons is presented in figure 2(b).
This data is obtained by determining the number of true
coincidences at each locus (E1, E2) by the method described
above. Several distinctive spectral features appear that have
not previously been observed together in a single spectrum
from a solid surface. The highest energy structure is related
to the onset of direct DPE. Below that there are three regions
of interest labelled as A, B and C which are situated around
(E1, E2) = (56 eV, 46 eV), (46 eV, 56 eV) and (46 eV,
58 eV), respectively. These regions correspond to the nominal
energy of 3p photoelectrons and M2,3–M45M45 Auger electron
pairs, i.e. the process studied by APECS. Their structure in and
between these regions is considered in more detail below. The
difference in the sum energy of the detected pairs emitted by
these processes will be discussed elsewhere.

We first turn our attention to the onset of the DPE process.
In the DPE process, a photon of energy hν = 125 eV excites
the system and two unbound electrons may be detected with
kinetic energy E1 and E2 after they have overcome the vacuum
barrier given by the work function φ of the sample. By energy
conservation, the electron pair sum energy is given by

Esum = E1 + E2 = hν − (Eb1 + Eb2) − 2φ (1)

where Eb1 and Eb2 are the electrons’ bound-state energies as
measured from the Fermi level EF. The work function φ for
the Cu(001) surface is 4.63 eV [22]. If both detected electrons
were ejected from the Fermi level (Eb1 + Eb2 = EF) their

sum energy would be 115.7 eV. However, it is known that the
density of states at EF, due to sp states, is small compared
to the density of 3d states approximately 2 eV below EF. In
the 2D pair energy distribution (figure 2(b)) the onset of direct
DPE can be easily recognized as a continuous line at a pair
sum energy EA = Esum ≈ 112 eV below which the coincident
electron pair intensity increases. The continuous distribution of
pair intensity at the onset is characteristic of the pair conserving
the sum of their energy but sharing it continuously. The pair
sum energy at the DPE onset corresponds to Eb1 = Eb2 =
1.9 eV, which is consistent with the initial bound state of the
emitted electrons being located at the top of the d-band. Thus
the onset of the DPE process is dominated by the bulk d-band
electrons of the Cu(001) surface.

For a photon energy hν = 125 eV, 3p photoelectrons and
M23–M45M45 Auger electrons can be distinguished on the basis
of the difference in their nominal energy. Accordingly, the
intensity at region A would be attributed to 3p photoelectrons
detected by the vertical (E1) analyser and Auger electrons by
the horizontal (E2) analyser; similarly, intensity at B would be
due to 3p photoelectrons detected by the horizontal analyser
and Auger electrons by the vertical analyser. By applying
the constraints to the data that E1 (E2) lies in the range of
either 2p1/2 or 2p3/2 photoemission, a line profile along E2

(E1) reveals the coincident spectrum containing only the M2–
M45M45 or M3–M45M45 (M3–M45M45 or M2–M45M45) Auger
component, respectively. The results of this process (not
shown) are equivalent to scanning over the Auger spectrum
with one analyser while keeping the other fixed at a particular
kinetic energy and are in general agreement with the recent
work of Gotter et al [12]. Structure in the regions labelled A,
B and C can be attributed to the spin–orbit splitting (≈2.5 eV)
of the M23 level, which also manifests in the corresponding
M2–M45M45 and M3–M45M45 Auger energy and the multiplet
structure of the Auger final state. The Coster–Kronig preceded
M3M45–M3M45M45 Auger process can be expected to make
only a small contribution overlapping that of the M3–M45M45

process [10]. Most clearly seen, the 1G and 3F multiplet
components associated with the configuration of the two-hole
final state that dominates the Auger spectrum are separated by
≈3 eV [12]. The intensity at regions A and C in figure 2(b) can
be attributed, respectively, to transitions resulting in 1G and
3F two-hole final states. We briefly note here that asymmetry
about the line E1 − E2, including the absence of an intense
feature corresponding to C at (E1, E2) = (46 eV, 58 eV), is
related to the asymmetric scattering geometry which influences
the relative contribution of the final multiplet components
by constraining the emission direction of both electrons as
reported by Gotter et al [12].

The structures in the regions labelled A, B and C have
a diagonally oriented structure which is characteristic of a
pair of electrons sharing the sum of their energy. Energy
sharing between Auger and photoelectrons has previously
been inferred from the shifts in the Cu 3p photoelectron line
in coincidence with Auger electrons from several discrete
energy ranges within the Auger envelope [10, 12]. The linear
relationship between the energy of the correlated electrons is
clearly evident in the 2D representation of the pair energy
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Figure 1. The schematic view of experimental set-up showing in
outline the two analysers and their orientation. The light was incident
on the Cu(001) crystal surface at a grazing incidence of 9.6◦. The
axis of the analyser transfer lenses lies in a plane perpendicular to the
incident light and at an angle of 90◦ to each other. The energy
dispersing directions are marked E1 and E2, respectively. n̂ is the
surface normal while p̂ gives the direction of light polarization.

distribution. A striking aspect revealed by the present work is
the continuous diagonal structure of constant sum energy that
connects regions A and B, extending even to where E1 = E2,
where the former distinction made between Auger electron and
photoelectron becomes completely meaningless.

In previous APECS experiments the energy of one fixed
analyser scanned [8–13], which imposes a constraint on the
uncertainty of one electron and consequently on the other
electron of the correlated pair. By detecting correlated pairs
over a wide energy range without imposing any restriction
on the energy of either electron we reveal that the energy of
both electrons is not strictly limited to the lifetime-broadened
lines that are observed when each electron is detected
individually by single-electron (noncoincidence) spectroscopy.
This provides dramatic evidence for the inadequacy of a two-
step description of the process in terms of photoexcitation
and Auger decay and highlights the significance of correlation
between the emitted electron pair.

We have confirmed that the continuous line between
regions A and B is not an artefact by decreasing the photon
energy by 5 eV to 120 eV. For this case the energy differences
between the photoelectrons and Auger electrons increase and
result in a larger separation between the maxima in the sharing
curve. A continuous line of pair intensity still extends through
E1 = E2. It is worth noting also that hν = 120 eV is below
the 3s level threshold.

Figure 2. Experimental data from a Cu(001) surface excited by
linearly polarized 125 eV photons. In panel (a) the coincident pair
intensity is displayed as a function of �t for all detected pairs. The
shaded region represents the total number of true coincidences
(correlated pairs) which fall within an interval t1 � �t � t2. The
contribution of random coincidences in this interval is estimated
from the height of the constant background outside the interval. The
energy distribution of the correlated pairs displayed in panel (b) was
obtained by subtracting the distribution of random coincidences from
the distribution of all events in intervals t1 � �t � t2. EF, EA and
EB which label, respectively the Fermi level, the onset for direct DPE
from the d states and the most intense part of the core-resonant DPE.
Structures within the core-resonant DPE envelope are labelled A, B
and C. Dashed and dotted lines indicate the boundary of areas from
which the sum energy (E1 + E2) and energy sharing (E1 − E2)
profiles in figure 3 are obtained. See the text for further details.

It is evident in the finite width of the line between A and
B that the sum energy of the electron pair is conserved and
constrained by the lifetime-broadened width of the final two-
hole state. This can be examined more closely by constructing
a sum energy spectrum under the constraint E1 − E2 ≈ 0,
i.e. the integrated pair intensity along a 5 eV wide region
centred on E1 − E2 = 0 eV and bound between the dashed
black lines in figure 2(b). The result is shown in figure 3(a).
The sum energy spectrum across the region containing the
features labelled A and B in figure 2(b) (the integrated pair
intensity along E1−E2 = 11.5 eV) is included for comparison.
In both profiles the onset of d-band DPE at around 112 eV can
be recognized. The peak at lower sum energy may be attributed
predominantly to electron pairs emitted by the core-resonant
DPE process, which result in a 1G M45M45 Auger final state. A
smaller component attributable to 3F final states appears as an
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Figure 3. (a) The pair sum energy spectra of electron pairs with
energy difference E1 − E2 + 11.5 eV = ±3.5 eV (blue circles) and
nearly equal energy E1 − E2 = ±3.5 eV obtained by integrating the
pair intensity along the region bound by the pairs of dashed lines in
figure 2(b). In both spectra both the onset of direct DPE from the
d-band and DPE resonant with 3p excitation can be recognized.
Lines corresponding to those in figure 2(b) are included for
reference. (b) The energy sharing curves of electron pairs with sum
energies of E1 + E2 = ε ± 0.9 eV for ε = 102 eV (black circles) and
ε = 110.8 eV (magenta circles) obtained by integrating the pair
intensity along the regions bound by the pairs of dotted lines in
figure 2(b). The former corresponds to electron pairs emitted by the
core-resonant DPE process, resulting in a 1G M45M45 final state
configuration. The latter corresponds to pairs emitted by direct DPE
of electron pairs from the top of the d-band.

energy shoulder on the high energy side of the 1G component.
The width of the these components, taking into account the
experimental resolution, can be estimated from the present data
to be 1.6 eV. This is consistent with the pair sum energy being
uncertain within the lifetime-broadened width of the two-hole
final state.

The energy sharing distribution of correlated electron pairs
can be extracted from the 2D electron pair energy distribution
as the integrated intensity along a 1.3 eV wide region centred
on the line E1+E2−ε = 0, where ε is the sum energy available
to a pair for a particular process. In figure 3(b) we present a

sharing curve for ε = 102 eV that corresponds energetically
to 3p1/2 and 3p3/2 photoemission and Auger transitions to
1G M45M45 final states (small overlapping contribution from
other final states can be neglected). The region is shown bound
by dotted black lines in figure 2(b). The sharing curve for ε =
111 eV that corresponds to direct DPE final states, included in
figure 3(b), is comparatively flat. The broad peaks in the energy
sharing distribution (figure 3(b)) for pairs emitted by core-
resonant DPE may suggest that the energy sharing between
electrons is not completely arbitrary and may be sensitive to
the particular initial, intermediate and final states involved in
each of the allowed transitions. Detailed analysis of the shape
of the peaks in the sharing curves requires consideration of
the angle-dependent contribution from each transition due to
dipole and Coulomb selection rules, together with diffraction
of the electron pairs within the crystal and the discrimination
between the transitions imposed by the arrangement of the
detectors [12]. It should be added that the origin of the intensity
extending in broad bands from region A in the −E1 direction
and from region B in the −E2 direction and overlapping
around (E1, E2) = (45, 45) is not yet completely understood.
The direction of these bands, parallel to the energy axes, is
characteristic of nonconservation of the sum energy of the pair
due to inelastic scattering processes. The contribution of an
incoherent process and its influence in the sharing curve for
the electrons emitted by core-resonant DPE will investigated
in future experiments.

To explain the continuous energy sharing we consider
that the system is collectively excited upon absorption of the
photon into an intermediate many-body state that cannot be
decomposed into products of single-particle states. The system
decays to a two-hole final state by the emission of a pair
of electrons in an interacting two-particle state. The emitted
electrons should therefore be regarded as a single entity. There
is, in principle, no constraint on the energy of each electron
but they may arbitrarily share the total energy available which
is determined by energy conservation of the complete process.
In this regard the processes of direct and core-resonant DPE
are similar. We emphasize that without Coulomb interaction
neither process can occur. If the coherence of the two-
particle state is broken by, for example, inelastic scattering,
it will decay into single-particle states and each electron will
be observed with an average energy equal to the nominal
photoelectron or Auger electron energy. Similarly, the two-
particle nature of the emitted electrons can only be observed
when both electrons are detected and correlated in time. The
spectra observed by single (noncoincidence) photoelectron
or Auger electron spectroscopy may be considered to be
equivalent to the pair spectrum integrated over all possible
emission directions and energy of the undetected electron.

4. Conclusions

We have presented the two-particle emission spectra from
a Cu(001) surface upon excitation with linearly polarized
photons with sufficiently high energy to excite the 3p core
level. We observe both direct DPE and core-resonant DPE
in the same spectrum. The final state of both processes
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contain two holes in the d-band but is distinguished on the
basis of the total energy available to the pair. In the energy
sharing distribution of electron pairs, the direct DPE manifests
as a continuum without discrete structure. Pairs emitted by
core-resonant double photoemission are also clearly shown to
share their total energy continuously while jointly conserving
the energy of the complete process. The energy of both
electrons is not constrained to the energy they are observed
to have when detected independently. These results confirm
that core-resonant double photoemission must be described by
a coherent single-step process in which the emitted electrons
represent a correlated two-particle state. Detailed comparison
of the dynamics of direct double photoemission and core-
resonant double photoemission is currently being investigated
for different scattering geometries and photon energies and is
expected to yield further insight into the role of correlation in
these processes.
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By means of spin-polarized electron coincidence spectroscopy we explore the fundamental issue of

spin-resolved contributions to the exchange-correlation hole in many-electron systems. We present a joint

experimental and theoretical study of correlated electron pair emission from a ferromagnetic Fe(001)

surface induced by spin-polarized low-energy electrons. We demonstrate that the contribution to the

exchange-correlation hole due to exchange is more extended than the contribution due to the screened

Coulomb interaction.

DOI: 10.1103/PhysRevLett.104.087602 PACS numbers: 79.60.�i, 73.20.At

In seminal papers Wigner & Seitz [1] and Slater [2]
introduced the concept of the exchange-correlation (xc)
hole in many-electron systems. This is defined in real space
and is closely related to the pair correlation function. The
essential point is that around each electron the electronic
charge density is reduced such that the charge deficit
amounts to exactly one elementary charge. This result is
a combination of two effects, namely, the Pauli principle
and the repulsive Coulomb interaction. The Pauli principle
demands that two electrons with parallel spins can not be at
the same location, while the Coulomb correlation will
force electrons to stay apart independent of the spin ori-
entation. The extension of the exchange part and correla-
tion part of the xc hole do not have to be necessarily the
same. Slater discussed these differences in the pair corre-
lation function [2]. For parallel spins both exchange and
Coulomb interaction play a role, while antiparallel spin
electrons experience only the Coulomb interaction. The
region of reduced charge density is larger for parallel spins
than for antiparallel spins. The concept of the xc hole is of
pivotal importance in modern solid state theory, because it
determines the exchange-correlation energy term which is
a central part within density functional theory. There are
currently intense efforts underway to improve the accuracy
of the exchange-correlation term. The importance of this
term becomes clear if we recall that it contains essential
many-body effects, e.g., magnetism.

It would be interesting to perform experiments aimed to
separate the relative size and magnitude of the exchange
and correlation contribution to the xc hole. An experimen-
tal approach, which is sensitive to the electron-electron
interaction, is the electron pair emission from surfaces
excited by a sufficiently energetic primary electron. It
has been demonstrated that the concept of the xc hole
can be studied by the electron pair emission from surfaces.
The xc hole manifests itself through a reduction of the pair
emission intensity around the fixed emission direction of
one electron, which we may call the depletion zone [3–8].

We learn from this that the minimum of the momentum
distribution correlates with the minimum of the pair corre-
lation function. One may speculate whether a
spin dependence can be observed in the momentum distri-
bution. For this one needs to be able to adjust the relative
spin orientation of the incoming electron and the target
electron. In this way it is possible to ‘‘switch off’’ the
contribution due to exchange. The generation of a spin-
polarized primary beam is an established technique [9–11].
Spin-polarized target electrons are available in ferromag-
nets, where the overall population of one spin direction
(called majority) is larger than for the opposite spin direc-
tion (called minority). The orientation of the majority
direction can be controlled via an external magnetic field.
To maximize the spin dependence of the observable mo-
mentum distribution, one needs energy and momentum
conditions, for which target electrons with one spin ori-
entation strongly predominate. We find such conditions by
means of an ab initio electronic structure calculation. By
experiment and corresponding pair emission theory we
provide the first demonstration that it is possible to disen-
tangle exchange and correlation. We observe that the de-
pletion zone for exchange is larger than for correlation.
We built a time-of-flight (TOF) coincidence apparatus

using a spin-polarized primary beam and a ferromagnetic
sample; see Fig. 1. A spin-polarized electron beam is
created via photoemission with circular polarized light
from a GaAs surface [9–11]. Switching the light helicity
reverses the polarization direction. This spin-polarized
primary beam hits the sample along the surface normal.
In our coordinate system the x and y axis are in the surface
plane. Two channelplate detectors (labeled ‘‘left’’ and
‘‘right’’) with delay line anodes allow the determination
of the impact positions of the electrons. A coincidence
circuit ensures that only one electron pair per incident
electron pulse is detected. From the flight time and the
impact position we determine the kinetic energy and the in-
plane components of the momentum for each electron. The
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kinetic energy is defined with respect to the vacuum level.
We grow an approximately 20 ML thick Fe film on a
W(001) surface. It is magnetized in-plane with the easy
axis along the [010] direction which is parallel to the y
axis; see Fig. 1. We can apply a pulsed magnetic field along
the y axis for reversing the magnetization. The spin polar-
ization of the incoming beam is also along the y axis. The
primary spin polarization and majority spin direction can
be individually controlled. Therefore, the observed spectra
can be grouped into two subsets: (i) for subset Iþ primary
spin and majority spin directions are parallel (ii) events
with antiparallel alignment of primary electron and major-
ity spin are contained in subset I�. The reversal of the
relative spin orientation occurred every few minutes. The
data acquisition times for both spin alignments are equal
allowing direct comparison of the intensity levels. The to-
tal acquisition time was a few months due to the require-
ment to operate at low primary flux. This is mandatory in
order to reduce the detection from two electrons in coinci-
dence which come from different primary electrons. Our
target is a single crystalline surface therefore the in-plane
component of the momentummust be conserved (modulo a
reciprocal surface lattice vector). This can be written as

k v
k þ kp

k ¼ kl
k þ kr

k ¼ ksum
k : (1)

On the left side of the equation we have the contribution of
the valence electron kv

k and the primary electron kp
k , while

on the right side the contribution of the detected electrons
kl
k (‘‘left’’) and kr

k (‘‘right’’) can be found. The sum of

these two terms is called sum momentum ksum
k . Since we

operate with a normal incidence primary beam we have
kp
k ¼ 0. We note that ksum

k determines the value of the

valence electron kv
k. Since energy conservation has to hold

the energy of the emitted electrons specify the binding
energy of the valence electron. Therefore the position of
the valence electron within the band structure is uniquely
defined.

In order to disentangle exchange and correlation contri-
butions, it is important, as will be described later in detail,
to find a position with a high density of valence electron
states of mainly one spin type. To this end we have calcu-
lated the electronic structure of the ground state of a thick
Fe(001) film by means of an ab initio full-potential linear
augmented-plane-wave (FLAPW) method [12]. The result-
ing spin- and layer-resolved densities of states reveal a
strong predominance of majority spin for kv

k ¼ 0 and E ¼
�0:8 eV.
Further, we calculated (e, 2e) spectra with the aims of a

quantitative comparison with our experimental spectra and
of resolving them with respect to the valence electron
spins. For these calculations we used a formalism, which
has previously been presented in detail [7,8]. We therefore
briefly recall only the concepts and expressions which are
most essential for the present purpose. The central ingre-
dients are matrix elements of the form

f�� ¼ hl�r�jUjp�ijv�i; (2)

where jp�i and jv�i are the (spin-dependent) spatial parts
of the primary and the valence electron states with spin
orientations � ¼ � and � ¼ � relative to the majority
spin axis of the target. U denotes the screened Coulomb
interaction. The two detected electrons are described by an
antisymmetric two-electron state, the direct spatial part of
which is

jl�r�i ¼ jl�ijr�iFcorrðk; rÞ; (3)

where jl�i and jr�i are the spatial parts of time-reversed
LEED states. These are coupled by the Coulomb correla-
tion factor Fcorrðk; rÞ, which is a function of the relative
momentum k and the relative coordinate r obtained as the
numerical solution of a relative-particle Schrödinger equa-
tion involving U [8]. Because of the antisymmetry of the
two-electron states we have, in addition to the direct matrix
element f�� [cf. Eq. (2)], an exchange matrix element g��

which is analogous to f��, with l� and r� interchanged.
For the cases spin � of the primary electron parallel and

antiparallel to the spin � of the valence electron, i.e., � ¼ �
and � ¼ �� ¼ ��, we then have the fully spin-resolved (e,
2e) reaction cross sections

I�� / jf�� � g��j2� and I� �� / ðjf� ��j2 þ jg� ��j2Þ�;
(4)

where � symbolizes the conservation of energy and
surface-parallel momentum. From these partial intensities,
summation over the valence electron spins yields the ex-
perimentally observable intensities

Iþ ¼ Iþþ þ Iþ�for primary electron spin-up; (5a)

I� ¼ I�þ þ I��for primary electron spin-down: (5b)

For the application of the above (e, 2e) formalism to
Fe(001) we constructed from our ground state spin den-
sities spin-dependent effective quasiparticle potentials.

FIG. 1 (color). A transversely spin-polarized electron hits a
ferromagnetic sample. The relative orientation of the majority
and polarization direction can be independently reversed.
Momentum distributions are obtained via position sensitive
detectors and time-of-flight analysis.
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These contain, in particular, spin-dependent imaginary
self-energy parts V�

im, with � ¼ þ for spin-up and

� ¼ � for spin-down electrons. For the valence electron,
V�
im was taken from a many-body calculation [13]. For the

primary electron and the two detected electrons, which are
represented by LEED states, we used the form V�

im ¼
a�ðEþ b�Þc� , where aþ ¼ �0:22, bþ ¼ 2:67, cþ ¼
0:69, a� ¼ �0:33, b� ¼ 4:67, c� ¼ 0:62, and E is the
kinetic energy. This choice is in quantitative accordance
with experimental mean-free path data, which show that
spin-down electrons are more strongly damped than spin-
up electrons [14–16]. Using the above V�

im in a spin-

dependent LEED calculation from Fe(001), we obtained
the best agreement with experimental data [17]. In our
present (e, 2e) calculations, this V�

im yields significantly

better agreement with our experimental data than a spin-
independent Vim.

For the electron-electron interaction U in Eq. (2) we
used a screened Coulomb potential in the Thomas-Fermi
approximation U / expð�r=�Þ=r with the screening

length as a parameter determined as � ¼ 2:65 �A by com-
paring, for several primary energies, calculated (e, 2e)
spectra with their experimental counterparts.

Our aim is to disentangle exchange and correlation
which requires a valence state of high spin polarization.
From theory we know that the choice of ksum

k ¼ 0 and a

binding energy 0.8 eV below the Fermi level EF fulfills

this. Experimentally, we allow jksum
k j � 0:16 �A�1 in order

to have sufficient statistics. Further, the symmetry of the
experiment suggests to select those coincidence events,
where the kinetic energy of both emitted electrons is equal.
A primary energy of 25 eV demands both emitted electrons
have a mean energy of 9.7 eV in order to access the selected
valence state. For statistics reasons the energy sum of these
two electrons has a window of 1 eV. For 2D momentum
distributions of the data we note that for each coincident
event the in-plane components of electron left and right are
known. According to our coordinate system klx is always
negative while krx is positive. Therefore, a coincidence
event has an entry on the left and right half of the plot.
In contrast to theory which covers the full momentum
space the experiment has a limited range. Only momenta
which fall inside the area, which has the solid lines as
boundary, can be recorded; see Figs. 2(a) and 2(b). Let us
discuss the experimental intensities Iþ and I� shown in

panels (a) and (b). Starting at jkl;rx j ¼ 0 we note that the
coincidence intensity is zero which is purely instrumental
since there is a gap between the detectors. Outside this

‘‘blind’’ region, starting at about jkl;rx j ¼ 0:2 �A�1, we ob-
serve an increase of the coincidence intensity for increas-

ing k values. A maximum is reached at jkl;rx j0:7 �A�1. This

reduced intensity for small jkl;rx j values is a manifestation
of the xc hole as shown previously in experiment and
theory [4–6,8]. Apart from this similarity important differ-
ences between Iþ and I� can be noticed. First, the inte-
grated intensity for Iþ is higher than for I�. Second, the

intensity distribution for Iþ is very different from I�.
Intensities of I� close to the maximum value are confined

to jkl;rx j values near 0:7 �A�1. For Iþ the intensity levels are

close to the maximum value up to jkl;rx j of 1:1 �A�1, before a
drop can be observed. This is a consequence of the finite
angular acceptance of the instrument.
Experimental and theoretical data are best compared via

line scans through the 2D-momentum distributions for Iþ
and I�, respectively, Figs. 2(e) and 2(f). The integration

range along jkl;ry j is indicated by the dashed horizontal lines
in Fig. 2. Both experiment and theory clearly show that the
maximum intensity for Iþ is larger than the corresponding
maximum for I�. Further agreement consists in the larger
extension of the depletion zone for Iþ. The pair distribu-
tions in Fig. 2 contain, for each primary electron spin
direction, collision events with both a majority- and a
minority-spin valence electron according to Eq. (5).
Further insight is obtained by considering these two events
separately. To this end we show in Fig. 3 the calculated four

FIG. 2 (color). Results for excitation with a primary energy of
25 eV and emission of 9.7 eV electrons. In panels (a) and (c) the
spin polarization of the primary beam and spin direction of the
majority electrons are parallel (Iþ), while they are antiparallel
(I�) in panels (b) and (d). Only momenta which fall inside the
area which has the solid lines as boundary can be measured.
Panels (e) and (f) are line scans through the distributions Iþ and
I�) with an integration width determined by the dashed lines in
the upper panels.
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fully spin-resolved intensities I�� and I� �� [cf. Eq. (4)]. In
Fig. 3(a) we show the decomposition of Iþ according to
Eq. (5). We note that the main intensity to Iþ comes from
the term Iþþ (primary spin-up and valence electron spin-
up), whereas the term Iþ� (primary spin-up and valence
electron spin-down) is almost negligible. In other words:
the intensity Iþ contains essentially only those collision
events, where the spins of the primary and collision partner
are parallel. Therefore exchange and correlation play a
role. In a similar way the intensity I� is mainly given by
the contribution I�þ (primary spin-down and valence elec-
tron spin-up); see Fig. 3(b). Again, one can rephrase this by
saying that the spin of the collision partner is antiparallel to
the spin of the primary and only correlation is important.
The origin of this spin selection is that the chosen valence
state is essentially of majority type. This intrinsic spin
resolution has an important consequence, namely, the pos-
sibility to separate exchange and correlation effects be-
tween the two outgoing electrons. For the parallel spin case
Iþþ � Iþ both exchange and Coulomb correlation deter-

mine the size of the depletion zone, whereas for the anti-
parallel spin case I�þ � I� only the correlation plays a
role. The size of the depletion zone for Iþ is larger than for
I�. Therefore, one can say that the size of the exchange
depletion zone has to exceed the size of the correlation
depletion zone.
In summary, we have demonstrated by experimental and

theoretical analysis that it is possible to identify the differ-
ent contributions of exchange and Coulomb interaction to
the size of the depletion zone observed in spin-dependent
electron pair emission. Since this zone is closely related to
the spin-dependent pair correlation function, our results
also apply to the latter and thereby to the spin-dependent
parts of the exchange-correlation hole.
We acknowledge the expert assistance of H. Engelhard

and D. Hartung in designing and building the experimental
apparatus.
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FIG. 3 (color). Spin-dependent intensities as calculated for the
surface-parallel momentum along the [100] direction [Fig. 2(f)]
cf. Eq. (5). (a) The solid red line shows the intensity of Iþþ
(primary spin-up and valence electron spin-up). The dotted blue
line relates to the intensity Iþ� (primary spin-up and valence
electron spin-down). The solid black line represents the sum of
Iþþ þ Iþ� ¼ Iþ. (b) The solid blue line shows the intensity of
I�þ (primary spin-down and valence electron spin-up). The
dotted red line relates to the intensity I�� (primary spin-down
and valence electron spin-down). The solid black line represents
the sum of I�þ þ I�� ¼ I�.
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