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Abstract
Purpose In laparoscopic surgery training, experts guide novice physicians to desired instrument positions or indicate relevant
areas of interest. These instructions are usually given via verbal communication or using physical pointing devices. To facilitate
a sterile work flow and to improve training, new guiding methods are needed. This work proposes to use optical see-through
augmented reality to visualize an interactive virtual pointer on the laparoscopic.
Methods After an interdisciplinary development, the pointer’s applicability and feasibility for training was evaluated and it
was compared to a standard condition based on verbal and gestural communication only. In this study, ten surgical trainees
were guided by an experienced trainer during cholecystectomies on a laparoscopic training simulator. All trainees completed
a virtual cholecystectomy with and without the interactive virtual pointer in alternating order. Measures included procedure
time, economy of movement and error rates.
Results Results of standardized variables revealed significantly improved economy of movement (p � 0.047) and error rates
(p � 0.047), as well as an overall improved user performance (Total z-score; p � 0.031) in conditions using the proposed
method.
Conclusion The proposedHoloPointer is a feasible and applicable tool for laparoscopic surgery training. It improved objective
performance metrics without prolongation of the task completion time in this pre-clinical setup.
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Introduction

Advantages of minimally invasive surgery are a reduced
risk of infection, a shorter hospital stay and recovery time.
However, these benefits are accompanied by technical dif-
ficulties like having spatially separated monitors instead of
direct vision on the patient and the operation site [1]. This
mentally demanding psychomotor task complicates hand-
eye-coordination and leads to perceptual issues regarding the
correct position of instruments and patient anatomy [2–4].

Therefore, training and learning are crucial in order to
compensate for these issues. Besides technical skills, guiding
novice surgeons toward regions of interest on the laparo-
scopic camera screen, such as the Ductus cysticus or the
Arteria cystica, and teaching them subsequent viewing and
working directions has become a major part of this training
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process in minimally invasive surgery [5]. The importance of
obtaining this professional vision has been identified by var-
ious research groups [6, 7]. Training in this domain mostly
involves the followingof trainers’ verbal commands, gestures
or pointing directions [8]. However, these guiding methods
are often impractical, inapplicable or inefficient. Voice com-
mands may be ambiguous, while hand gestures may not be
noticed and be hard to interpret, as well. Moreover, point-
ing with physical devices requires the trainer to have an
available free hand during assistance. Additionally, this may
compromise operation workflow and sterility in case of a
non-simulated training.

To solve these issues, we propose to use augmented reality
(AR) to superimpose the vision of trainees with useful anno-
tations guiding them to relevant areas of interest. Likewise,
the same technique can be used by trainees to facilitate com-
munication with their supervisor in case of further inquiry.
To this end, we developed a virtual AR pointer application
using the mixed reality glasses Microsoft HoloLens, which
allowed for a desired hands-free interaction using head point-
ing and voice recognition. This HoloPointer was evaluated
by 10 surgeons during a virtual cholecystectomy on a com-
mercially available surgical training simulator.

Related work

Previous work in this domain presented different surgical
pointing tools. Table 1 provides an overviewof these systems.
A first published example showed Ursic et al. [9] describing
the idea of placing a common laser pointer inside a sterile
latex housing. The hand-held pointer was then used to indi-
cate landmarks on the laparoscopic video screen to facilitate
communication.

In contrast, Jayaraman et al. [10] proposed a hands-free
solution for such a pointer, arguing that usually both hands
of surgical trainers are already occupied. An optical tracking
camera was used to detect the position of a fiducial marker
attached to a surgical mask of the trainer. Head movement
was then transferred to movement of a pointer on the video
screen. Results of a user study, during which a trainer guided
20 trainees toward points of interest on a laparoscopic box
trainer, suggest an improved efficiency compared to a verbal
guidance only condition. The method required the trainer to
stay at a fixed position in front of the used tracking camera,
that was attached to the trainer’s monitor.

A similar method was used by Prescher et al. [11] to eval-
uate a pointer which was integrated into the laparoscopic
camera.An attached fluorescent dotwasmoved togetherwith
the camera and could thus be used to direct trainees to spe-
cific target positions. Within a localization task, this pointer
could be shown to improve guiding efficiency. However, the

fixed connection of camera and pointer limited the system’s
usability.

Another pointing tool, described by Chetwood et al. [12],
tracked a trainer’s gaze position and superimposed it onto
the laparoscopic video screen. This method was also shown
to reduce completion times and errors for laparoscopic box
trainer tasks compared to a verbal guidance condition. Yet,
this approach required trainers to constantly focus their gaze
on intended target structures, thus constraining its use.

Ward et al. [13] developed anotherwireless hands-free sur-
gical pointer for minimally invasive surgery. Sensor fusion
between inertial measurement units attached to a head-
mounted device and an optical tracking camera on the
laparoscopicmonitorwas used to transfer headmovements to
the position of a pointer on the video screen. A comparison
with a commercially available hands-free pointing system
showed advantages of their method in terms of less total
pointer movement and smoother movement curves. Later,
Trejos et al. [14] described their experiences of using this
method in the operating room for surgical instruction during
laparoscopic cholecystectomies. Based on subjective ques-
tionnaire data of involved medical staff, using the pointer
facilitated the instruction communication compared to con-
ventional methods.

Finally, Feng et al. [15, 16] presented a virtual pointer
that was controlled by hand gestures and superimposed the
laparoscopic video screen. This pointer was developed with
the purpose of facilitating the adoption of professional vision.
Results of two user studies showmore concentrated andmore
clustered fixations of trainees compared to a standard condi-
tion and thus suggest the pointers capabilities of modifying
the user’s gaze. Moreover, some objective improvements,
e.g., economy of movement, were shown in later runs of the
study. However, this approach required at least one unoccu-
pied hand of the trainer in order to manipulate the pointer’s
position.

HoloPointer

Most of the previous attempts to develop surgical pointer
applications are based on directly superimposing the laparo-
scopic video signal with a virtual pointer object and display-
ing both on the monitor. This, as well as the individually
chosen interaction modalities, limits to some extent the
potential and capabilities of these solutions. Physical pointer
devices [9] occupy at least one hand of their user. Attaching a
pointer to the laparoscopic camera [11] complicates camera
navigation and restricts the field of view. Other approaches
use external tracking cameras attached to the laparoscopic
monitor [10, 12, 15] and thus constrain the working area
to these cameras’ fields of view. Moreover, past approaches
only supported the visualization of one pointer controlled by
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Table 1 Key findings and issues of pointing systems developed for laparoscopic surgery

References Year Interaction Tracking Findings Issues

Ursic et al. [9] 1997 Hand-held laser pointer – Reduced risk of
self-contamination,
frustration and
inaccuracy compared to
conventional pointing

No hands-free use
possible

Jayaraman et al. [10] 2009 Head pointing Optical Tracking Camera Improved instruction
efficiency (less task
completion time)
compared to
conventional pointing

Use of tracking camera
limits working area

Prescher et al. [11] 2014 Laparoscopic camera – Improved instruction
efficiency (less task
completion time)
compared to
conventional pointing

Laparoscopic camera
position cannot be
changed without
moving the pointer

Chetwood et al. [12] 2012 Gaze position Eye Tracking Camera Improved instruction
efficiency (less task
completion time,
reduced error rates)
compared to
conventional pointing

Users cannot change their
gaze focus without
moving the pointer

Ward et al. [13] 2012 Head pointing Optical Tracking Camera,
Inertial Tracking

Improved interaction
performance (less total
pointer movement,
smoother trajectory)
compared to
commercial pointer
system

Use of tracking camera
limits working area

Trejos et al. [14] 2015 Head pointing Optical Tracking Camera,
Inertial Tracking

Less hand pointing
required, improved
instruction efficiency
(subjective
questionnaires)
compared to
conventional pointing

Use of tracking camera
limits working area

Feng et al. [15, 16] 2018 Hand gestures Depth Camera Improved economy of
instrument movement,
improved gaze behavior
(more concentrated and
more clustered
fixations)

No hands-free use
possible

the trainer and have not regarded the potential of providing
trainees with similar means of communication.

We attempt to solve these issues using optical see-through
AR HMDs. Such self-contained systems do not require
external tracking hardware, provide the user with different
interaction techniques and are able to communicate wire-
lessly. Our prototype was developed using the mixed reality
glassesMicrosoft HoloLens (first generation,Microsoft Cor-
poration, USA), because they were positively evaluated for
clinical use and showed promising results in the past [17–19].

Built-in cameras enable the recognition of hand gestures
and are used in conjunction with inertial measurement units
to accurately locate the HMD in space [20]. This allows for

head movements to be tracked correctly, thus also enabling
head pointing. Additionally, the HoloLens has microphones
used for speech recognition. We decided to focus on head
pointing to manipulate the position of a pointer object. This
allows for a hands-free interaction. In contrast to gaze posi-
tion tracking, it limits the user’s focus of vision only to
a certain extent and the user may briefly lose the optical
focus from the laparoscopicmonitor (during changeof instru-
ments) without immediately changing the pointer’s position.

The virtual pointer application was developed using the
game engine Unity (Unity Technologies, USA). In this appli-
cation, the laparoscopic video screen is defined by three
image markers attached to the corners of the screen (see
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Fig. 1 HoloPointer as seen
through the HoloLens. A green
arrow indicates a point of
interest during simulated
laparoscopy surgery training.
Image markers on the monitor
were used for screen registration

Fig. 1). Thesemarkers are initially detected using theVuforia
AR SDK (PTC Inc., USA). Afterward a plane approximating
the video screen is calculated from themeasured corner posi-
tions. This registration process needs to be conducted only
once at program start. Afterward, the local position of the
virtual monitor plane remains stable due to the HoloLens’
spatial tracking functions [21].

During each update frame, a ray is cast from the wearer’s
head position along the head’s frontal principal direction. The
intersection of this ray and the virtual video screen plane is
then used to calculate the position of an image-based virtual
pointer object. Non-linear interpolation is used to smooth
the transition between the last pointer position and current
intersection point. Smaller movements are more affected by
this than larger ones, to compensate for slight trembling of
the head. This new pointer position is then transformed to
a local two-dimensional coordinate system defined by the
imagemarkers attached to the video screen. This 2D position
is finally transmitted wirelessly to any additional HoloLens
worn by a different user. At the same time, data is received
from these other pointer applications. Their sent 2D coor-
dinates are then transformed to local 3D space using the
detected image marker positions and applied to respective
additional pointer objects. That way, every user is able to see
her/his own pointer together with any connected users’ point-
ers within the same coordinate frame. This is illustrated by
Fig. 2. Moreover, image markers used for screen registration
can be attached to multiple monitors. Therefore, it is also
possible that users of different locations can communicate
with each other via the pointer.

The pointer application was extended by the possibilities
for placing stamps, i.e., static copies of the user’s own pointer
at its current position, and drawing lines. These objects can
also be transmitted to other running applications. Both fea-
tures are activated via key phrases using built-in speech
recognition. Likewise, the color, size, shape and orientation

of the user’s pointer can be varied. Based on clinical feed-
back, the starting size was set to 1.25 cm×1.25 cm for the
arrow and ring shapes and to 0.7 cm×0.7 cm for the dot
shape. Additional voice commands include the capabilities
to show and hide selected pointers and to remove or hide lines
or stamps. Figure 1 shows the resulting pointer application,
called HoloPointer hereinafter, in use.

Applicability and feasibility for laparoscopic
training

In the pre-clinical user study, the HoloPointer was assessed
for its use on a virtual reality laparoscopic simulator. The
study was carried out as a cross-over, within-subject design
study with a standard condition consisting of verbal and
gestural communication and a condition with additional
HoloPointer support.

Participants

One senior surgeonwas invited to conduct the training during
the study as trainer. A total of ten members of the surgical
department, seven junior residents (4 female; training year
1–6), two senior residents and one consultant (3 male) were
asked to participate in the role of trainees. Cholecystectomies
are considered difficult for a student without any exposure to
laparoscopy. Thus, residents and fellows have been selected
for the study. Six residents reported to have performed below
20 laparoscopic cholecystectomies, while the other surgeons
reported to have performed over 50. Only one participant was
left handed.
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Fig. 2 Illustration of the
HoloPointer. Virtual pointers are
rendered at the intersection of
two users head orientation and a
registered monitor. HMDs
communicate wirelessly to
visualize both pointers for both
users

Fig. 3 Experimental design. The surgeon (left) guides a resident during
virtual laparoscopic surgery using an optical see-through HMD

Apparatus

The experimental setup consisted of twoMicrosoftHoloLens
HMDs with running HoloPointer applications. Image mark-
ers were attached to the virtual reality laparoscopic training
simulator (LapSim, software version 2015, Surgical Science,
Sweden). The simulator was operated with a camera and
two grasper joysticks representing a laparoscopic camera, a
grasper, and a coagulation and dissection electrode inside the
virtual simulation, as well as a foot pedal. Figure 3 shows two
physicians using the HoloPointer during training on the used
simulator.

Tasks

The trainees (n� 10) were asked to conduct the vessel prepa-
ration step of the simulator’s cholecystectomy procedure
module twice. This included the identification and prepara-
tion of the cystic artery and cystic duct, followed by sufficient
clipping and dissection of these structures. The same sur-
geon assisted all virtual cholecystectomies. The trainer was

instructed to guide the trainees either with verbal commands
or manual corrections (standard condition) or to addition-
ally use the HoloPointer to indicate regions of interest and to
convey gaze guidance associated with professional vision.

Measures and variables

To assess the HoloPointer’s usefulness and feasibility, objec-
tive measures derived from the training simulator were of
interest as dependent variables. Assessed items were time
(s), instrument path length (m), and angle (°) for left and
right, blood loss (ml), number of missing or fatal clips (n),
coagulation damage (%), dissected volume (ml), number of
vessels ripped or burned (n), number of missing cuts (n),
and number and time of instruments out of sight (n and s,
respectively). All available simulator data dimensions were
standardized with the formula z � x − μ/σ , where x is the
raw score,μ is themean and σ is the standard deviation of the
parameter.Resulting z-scoreswere then combined to summa-
rizing variables. For the procedure time variable, the z-score
of the total time was used, representing means to measure
efficiency. Errors were calculated by the sum of z-scores of
blood loss, number ofmissing or fatal clips, coagulation dam-
age, dissected volume, number of vessels ripped or burned,
number of missing cuts, and number and time of instruments
out of sight. The sum of instrument path length, and angle
for left and right was used to calculate the variable economy
of movement. Additionally, an overall summary z-score was
calculated.

Procedure

First, demographic information was acquired for each par-
ticipant, e.g., gender, level of qualification. Then, they were
instructed about the experimental procedure and their tasks.
Afterward, the subjects were asked to put on the HoloLens
and needed knowledge regarding the device and the Holo-
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Table 2 Summary of Wilcoxon
signed rank test results (α
<0.05)

Variable V p Significance r Effect size

Summary score 27 0.031 * 0.81 Large

Procedure time 21 0.297 0.39 Medium

Errors 26 0.047 * 0.75 Large

Economy of movement 26 0.047 * 0.75 Large

* represent statistical significance

Fig. 4 Effects of the guiding modality factor on the z-scores of standardized variables a summary score, b procedure time, c errors and d economy
of movement. Asterisks represent statistical significance

Table 3 Subjective feedback
questionnaire. Scores represent
verbal anchors: 1-strongly
agree, 2-agree, 3-neutral,
4-disagree, 5-strongly disagree.
Mean scores and standard
deviation are reported

ID Question Mean score

Q1 The AR glasses were comfortable to wear. 3.5±0.9

Q2 My field of view was not obstructed by the HMD. 2.5±0.5

Q3 The darkening effect caused by the tinted lenses was not disturbing. 2.2±1.1

Q4 The support of the HoloPointer was very helpful for the identification of anatomical
structures and for the surgical preparation.

2.3±0.9

Q5 I followed the instructions given by the HoloPointer. 1.9±0.5

Pointer was explained. Each participant completed two
subsequent vessel preparations, one with a visible Holo-
Pointer of the trainer and one without it. The sequence of
conditions was alternated between participants. The HMDs
were worn in both runs to ensure similar conditions. After
completion of the second trial, participants were asked to
answer five custom questions regarding subjective feedback
on the HoloPointer on 5-point Likert scales. The questions
are listed in Table 3. After the study we collected objec-
tive performance data from the simulator. Moreover, the
trainer’s pointer position and the trainees’ gaze positions
were recorded for each time frame during the study.

Results

After conducting the study, we decided to exclude the mea-
sured data from trials with the two senior residents and the
consultant. These participants had more than 6 years of work
experience and had higher hierarchical positions than the
trainer within the surgical department. These status-related
differences together with the high level of prior knowledge

resulted in less effects of trainer guidance in both experimen-
tal conditions.

Variables derived from standardized z-scores were sta-
tistically analyzed using Wilcoxon signed rank tests, as
parametric test requirements could not be assumed to be
fulfilled. Table 2 summarizes the tests’ results andFig. 4 visu-
alizes respective effects. Statistically significant effects were
shown regarding the overall summary score variable, indicat-
ing that use of the HoloPointer was generally advantageous
compared to the standard condition. The guiding modality
also had statistically significant effects on the errors variable,
indicating that using the HoloPointer resulted in a reduction
in errors recorded by the simulator. Moreover, the Holo-
Pointer provided for a statistically significantly improved
economy of movement. Consulting raw simulator output data
reveals that this were probably due to a significantly reduced
path length of the right hand’s instrument (p � 0.012, calcu-
lated by pairwise t test). No statistical significance could be
shown for the procedure time.

Table 3 summarizes subjective assessment results regard-
ing the proposed HoloPointer method. In general, partici-
pants reacted positively to the application. It was reported to
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be helpful and participants said to have followed its instruc-
tions. Wearing the HoloLens resulted in some degree of
discomfort. The darkening effect posed by the tinted lenses
of the device did not seem to disturb the participants and their
field of view was only marginally obstructed.

Discussion

The pre-clinical experiment was conducted to estimate the
HoloPointer’s applicability and feasibility for simulated
laparoscopic surgery training. The results showed advan-
tages of using the AR technology compared to a standard
condition consisting of verbal and gestural communication.
Economy of movement and error rates could be improved
using the HoloPointer. The visual guidance by the trainer
was more effective in conveying instructions because of
less ambiguity compared to verbal commands. This led
to more focused instrument movements and an improved
performance, e.g., more precise placement of clips, in the
current pre-clinical setup.

This work’s findings are in accordance with results of
related works proposing similar pointing tools. Previous
studies could show improved task completion times and
efficiency [10, 12], as well as improved economy of instru-
ment movement [15] using virtual pointers. The HoloPointer
differs from these approaches in terms of the displaying
modality. Instead of directly superimposing the laparoscopic
camera stream, the HoloPointer is displayed using AR tech-
nologies. This modality enables the addition of further func-
tionalities, that would not be possible elsewise. For example,
virtual secondary monitors can be displayed in mid-air [22].
The HoloPointer could then also be used on these virtual
screens. Moreover, since AR glasses like the HoloLens, are
self-contained systems, no further hardware or manipulation
of existing systems is required in order to use the pointer.

The presented results are limited by the fact that the
HoloPointer was only compared with a pointer-less stan-
dard method, but not with alternative pointing techniques as
described in section “Related work”. Future research could
examine differences between our method and previous ones.
However, sincemost alternative pointing tools require at least
one free hand of the teaching surgeon to use a mouse or a
touchscreen, these methods are of disadvantage in clinical
practice.

Moreover, this work did not evaluate the HoloPointer’s
potential to facilitate the learning of professional vision,
e.g., by investigating trainees’ gaze behavior. Such research
should also be conducted in future work.

Similarly to the work of Ward et al. [13], the HoloPointer
was controlled via head pointing.We argued, that this was the
most applicable modality with respect to touchless or even
hands-free interaction. However, it may be possible, that the

pointer would be easier to control using different techniques.
Minataka et al. [23] compared head pointing with gaze posi-
tion tracking and foot gestures and identified head pointing
as the most efficient interaction method for pointing tasks.
However, hand gestures, as implemented by Feng et al. [15],
were not included in their experiment. Thus, future work
should examine the effects of different multi-modal interac-
tion paradigms on the manipulation of virtual pointers.

More research should be conducted to evaluate additional
features of the HoloPointer, that have not been made avail-
able during the simulator study. Options to draw lines or
place stampswere not used in the current setup. Additionally,
the pointer of the trainees was disabled for this evaluation.
Effects of these further functionalities on the training process
should be examined in the future.

Conclusion

This article presented a virtual pointer application for laparo-
scopic surgery training. In contrast to related work, the
proposed HoloPointer is based on AR technology using opti-
cal see-throughHMDs and ismanipulated hands-freely using
head gestures.

The approach was evaluated regarding its applicability
and feasibility for laparoscopic surgery training. A user study
with ten physicians was conducted in which a trainer guided
the trainees during a virtual cholecystectomy on a laparo-
scopic simulator. Compared to a standard condition based
on verbal and gestural commands, use of the HoloPointer
resulted in an improved economy of movement, less errors
and an overall improved summary score. These findings indi-
cate that the developedARpointer is a feasible and applicable
tool for laparoscopic training.

More research is required to evaluate the HoloPointer’s
potential to facilitate the learning of professional vision.
Future work should also focus on comparing the pointing
tool to more conventional methods.

Acknowledgements The authors thank the surgical residents from the
department of General, Visceral and Transplant Surgery for their par-
ticipation.

Authors’ contributions All authors contributed to the study conception
and design. Material preparation, data collection and analysis were per-
formedbyFlorianHeinrich, FlorentineHuettl,GerdSchmidt andTobias
Huber. The first draft of the manuscript was written by Florian Heinrich
and Florentine Huettl and all authors commented on previous versions
of the manuscript. All authors read and approved the final manuscript.

Funding Open Access funding enabled and organized by Projekt
DEAL. The development and the study were supported by the Ger-
man Federal Ministry of Education and Research (FKZ: 16SV8057
“AVATAR”). Financial support for the simulator was provided by intra-
mural funding (MAICUM) from the University Medical Center of the
Johannes Gutenberg University, Mainz.

123



168 International Journal of Computer Assisted Radiology and Surgery (2021) 16:161–168

Availability of data andmaterial Not applicalbe.

Code availability Not applicalbe.

Compliance with ethical standards

Conflict of interest The authors declare that they have no conflict of
interest.

Ethics approval All procedures performed in studies involving human
participants were approved by the Ethics Committee of the Medical
Association of Rhineland-Palatinate, Germany and in accordance with
the 1964 Helsinki declaration and its later amendments or comparable
ethical standards.

Consent to participate Informed consent was obtained from all indi-
vidual participants included in the study.

Consent for publication Not applicalbe.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing, adap-
tation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons licence, and indi-
cate if changes were made. The images or other third party material
in this article are included in the article’s Creative Commons licence,
unless indicated otherwise in a credit line to the material. If material
is not included in the article’s Creative Commons licence and your
intended use is not permitted by statutory regulation or exceeds the
permitted use, youwill need to obtain permission directly from the copy-
right holder. To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.

References

1. Lengyel J, Morrison C, Sagar PM (2010) Trends towards increased
use of the laparoscopic approach in colorectal surgery. Colorectal
Dis 12:1007–1012

2. Bogdanova R, Boulanger P, Zheng B (2016) Depth perception of
surgeons in minimally invasive surgery. Surg Innovat 23:515–524

3. Breedveld P, Wentink M (2001) Eye-hand coordination in
laparoscopy—an overview of experiments and supporting aids.
Minim Invasive Ther Allied Tech 10:155–162

4. Manzey D, Röttger S, Bahner-Heyne JE, Schulze-Kissing D, Dietz
A, Meixensberger J, Strauss G (2009) Image-guided navigation:
the surgeon’s perspective onperformance consequences andhuman
factors issues. Int J Med Robot 5:297–308

5. Cope AC, Mavroveli S, Bezemer J, Hanna GB, Kneebone R
(2015) Making meaning from sensory cues: a qualitative inves-
tigation of postgraduate learning in the operating room. Acad Med
90:1125–1131

6. WilsonMR,Vine SJ,Bright E,MastersRSW,DefriendD,McGrath
JS (2011) Gaze training enhances laparoscopic technical skill
acquisition and multi-tasking performance: a randomized, con-
trolled study. Surg Endosc 25:3731–3739

7. Koschmann T, LeBaron C, Goodwin C, Feltovich P (2011) “Can
you see the cystic artery yet?” A simple matter of trust. J Pragmat
43:521–541

8. Mentis HM, Chellali A, Schwaitzberg S (2014) Learning to see the
body: supporting instructional practices in laparoscopic surgical

procedures. In: Proceedings of the SIGCHI conference on human
factors in computing systems

9. Ursic CM, Coates NE, Fischer RP (1997) The pocket laser pointer
as a teaching tool in laparoscopic surgery. Surg Laparosc Endosc
7:47–48

10. Jayaraman S, Apriasz I, Trejos AL, Bassan H, Patel RV, Schlachta
CM (2009) Novel hands-free pointer improves instruction effi-
ciency in laparoscopic surgery. Surg Innovat 16:73–77

11. Prescher H, Biffar DE, Galvani CA, Rozenblit JW, Hamilton AJ
(2014) Surgical navigation pointer facilitates identification of tar-
gets in a simulated environment. In: Proceedings of the 2014
summer simulation multiconference

12. ChetwoodASA, KwokK-W, Sun L-W,Mylonas GP, Clark J, Darzi
A, YangG-Z (2012) Collaborative eye tracking: a potential training
tool in laparoscopic surgery. Surg Endosc 26:2003–2009

13. Ward CDW, Trejos AL, NaishMD, Patel RV, Schlachta CM (2012)
The WhaSP: a wireless hands-free surgical pointer for minimally
invasive surgery. IEEE ASME Trans Mechatron 17:434–442

14. Trejos AL, Siroen K, Ward CDW, Hossain S, Naish MD, Patel RV,
Schlachta CM (2015) Randomized control trial for evaluation of
a hands-free pointer for surgical instruction during laparoscopic
cholecystectomy. Surg Endosc 29:3655–3665

15. Feng Y, McGowan H, Semsar A, Zahiri HR, George IM, Turner
T, Park A, Kleinsmith A, Mentis HM (2018) A virtual pointer to
support the adoption of professional vision in laparoscopic training.
Int J Comput Assist Radiol Surg 13:1463–1472. https://doi.org/1
0.1007/s11548-018-1792-9

16. Feng Y, McGowan H, Semsar A, Zahiri HR, George IM, Park A,
Kleinsmith A, Mentis H (2020) Virtual pointer for gaze guidance
in laparoscopic surgery. Surg Endosc 34:3533–3539. https://doi.
org/10.1007/s00464-019-07141-x

17. Turini G, Condino S, Parchi PD, Viglialoro RM, Piolanti N, Gesi
M, FerrariM, Ferrari V (2018)Amicrosoft HoloLensmixed reality
surgical simulator for patient-specific hip arthroplasty training. In:
International conference on augmented reality, virtual reality and
computer graphics, Otranto

18. Cometti C, Paı̈zisC,CasteleiraA, PonsG,BabaultN (2018)Effects
ofmixed reality head-mounted glasses during 90minutes ofmental
and manual tasks on cognitive and physiological functions. PeerJ
6:5847

19. Hanna MG, Ahmed I, Nine J, Prajapati S, Pantanowitz L
(2018) Augmented reality technology using microsoft HoloLens
in anatomic pathology. Arch Pathol Lab Med 142:638–644

20. Oliveira ME, Debarba HG, Lädermann A, Chagué S, Charbonnier
C (2019) A hand-eye calibration method for augmented reality
applied to computer-assisted orthopedic surgery. Int J Med Robot
15:e1969

21. Vassallo R, Rankin A, Chen ECS, Peters TM (2017) Hologram
stability evaluation for Microsoft HoloLens. In: Medical imag-
ing 2017: image perception, observer performance, and technology
assessment

22. Huber T, Hadzijusufovic E, Hansen C, PascholdM, LangH, Kneist
W (2019) Head-mounted mixed-reality technology during robotic-
assisted transanal total mesorectal excision. Dis Colon Rectum
62:258–261

23. Minakata K, Hansen JP, MacKenzie IS, Bækgaard P, Rajanna V
(2019) Pointing by gaze, head, and foot in a head-mounted dis-
play. In: Proceedings of the 11th ACM symposium on eye tracking
research & applications

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

123

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1007/s11548-018-1792-9
https://doi.org/10.1007/s00464-019-07141-x

	HoloPointer: a virtual augmented reality pointer for laparoscopic surgery training
	Abstract
	Introduction
	Related work
	HoloPointer
	Applicability and feasibility for laparoscopic training
	Participants
	Apparatus
	Tasks
	Measures and variables
	Procedure

	Results
	Discussion
	Conclusion
	Acknowledgements
	References




